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Abstract

Tactile sensors are developed to mimic human sense of touch in robotics. The touch sense is

essential for machines to interact with environment. Several approaches have been studied to

obtain rich information from the contact point to correct robot’s actions and acquire further

information about the objects. Vision-based tactile sensors aim to extract tactile information by

observing the contact point between the robot’s hand and environment and applying computer

vision algorithms.

In this thesis, a novel class of vision-based tactile sensors is proposed, "Neuromorphic Vision-

Based Tactile Sensor" to estimate the contact force and classify materials in a grasp. This

novel approach utilises a neuromorphic vision sensor to capture intensity changes (events) in

the contact point. The triggered events represent changes in the contact force at each pixel in

microseconds. The proposed sensor has a high temporal resolution and dynamic range which

are suitable for high-speed robotic applications.

Initially, a general framework is demonstrated to show the sensor operations. Furthermore,

the relationship between events and the contact force is presented. Afterwards, methods based

on Time-Delay Neural Networks (TDNN), Gaussian Process (GP) and Deep Neural Networks

(DNN) are developed to estimate the contact force and classify objects material from the ac-

cumulation of events. The results indicate a low mean squared error of 0.17N against a force

sensor for the force estimation using TDNN. Moreover, the objects materials are classified with

79.12% accuracy which is 30% higher compared to piezoresistive force sensors.

This is followed by an approach to preserve spatio-temporal information during the learning

process. Therefore, the triggered events are framed (event-frames) within a time window to

preserve spatial information. Afterwards, multiple types of Long Short-Term Memory (LSTM)

networks with convolutional layers are developed to estimate the contact force for objects with

different size. The results are validated against a force sensor and achieve a mean squared error

of less than 0.1N.

Finally, algorithmic augmentation techniques are investigated to improve the networks accu-

racy for a wider range of force. Image-based and time-series augmentation methods are developed

to generate artificial samples for training the network. A novel time-domain approach Temporal

Event Shifting (TES) is proposed to augment events by preserving the spatial information of

events. The results are validated on real experiments which indicate that time-domain and hy-

brid augmentation methods improve the networks’ accuracy significantly considering an object

with a different size.
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Chapter 1

Introduction

1.1 Introduction

This chapter presents a concise overview of the research problem investigated in this thesis.

Section 1.2 identifies the challenges that motivated the work in this thesis. In section 1.3, the

hypotheses of this thesis are defined and research questions are highlighted. In section 1.4, the

primary questions of this research are defined which is followed by aim and objectives of this

thesis in section 1.5. The main contributions of this study are presented in section 1.6. An

overview of the methodology and achievements are provided in section 1.7 and 1.8 respectively.

Finally, the structure of this thesis is stated in section 1.9.

1.2 Research Motivation

Human’s dexterous hands are capable of grasping various objects successfully without a prior

knowledge of shape, weight and friction coefficients. Skin receptors in the human fingers acquire

information of object slippage to apply minimum force during precision gripping [1, 2]. Capa-

bility of the human touch sense inspires researchers to create artificial skins and various tactile

sensors to enhance robots proficiency in human-robot interactions [3], manipulation tasks [4]

and minimally invasive surgical applications [5, 6].

Robotic grasping techniques are divided into two main categories, power grasp and precision

grasp, where the former focuses on stability and the latter requires high sensitivity and preci-

sion [7]. Simple tasks for taking and placing specific tools in structured environments can be

performed through power grasps. However, delicate manipulation for surgical applications in

4
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unstructured environments is required; therefore, the precision of the grasp method is essential

to minimise the risk of grasping failure. Moreover, the extra applied force could result in object

deformation or destruction. Therefore, grasping nonrigid or breakable objects may require a

more complex grasping model. Some of the power grasping methods and contact models are

reviewed in [8], which indicates significant progress in structured grasping applications. Recent

grasping techniques have simplified the force regulations by using tactile and position sensors

considering unstructured environments with high uncertainty [9–11].

Detection and measurement of crucial parameters such as magnitude and direction of the

force, local strain and prediction of incipient slip based on the contact area facilitate grasping

applications to perform adaptive regardless of object characteristics. To achieve acceptable and

stable precision grasp, it is necessary to acquire contact area properties with low latency to

feedback force into controllers and plan best grasping trajectories. Three main problems are

investigated in this research as the following:

(i) Force Estimation: Measuring the contact force magnitude between the objects and grip-

per will assist controllers in order to correct the applying force to the object to prevent

any failures such as destruction of breakable objects, deformation of soft objects and sta-

bility of the grasp. Moreover, acquiring magnitude of the force in three dimensions (force

vectors) and mapping the force distribution on the grippers’ surface will provide precise

information about the object position and grasp state for multidimensional grippers.

(ii) Material Classification: Recognition of objects’ materials is one of the challenging tasks

in manipulations which assists the robot to adopt strategies for picking and placing objects.

Different materials are varied in Young’s modulus (elasticity properties) which lead to

follow specific patterns in a grasp.

(iii) Data Scarcity: Machine learning methods are effective but require a large number of

actual data. This inherent limitation prevented the wide adoption of machine learning in

industrial automation because collecting and assembling large-scale datasets for robotic

grasping and manipulation is challenging and expensive.

1.3 Hypotheses

Conventional cameras capture the absolute value of intensity in the scene synchronously. Typi-

cally, cameras have a high resolution and sampling rate of 30FPS with a high power-consumption.

In contrast, neuromorphic vision sensors record intensity changes within few microseconds at
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each pixel asynchronously. The dynamic behaviour of neuromorphic vision sensors allows the

system to reduce the latency and power-consumption significantly. In this research, a neuro-

morphic vision sensor is employed to investigate the following hypotheses for the tactile sensing

applications:

1. Force Estimation: The applied force to the object deforms the flexible membrane which

changes the intensity in the contact area. The contact force can be estimated based on the

intensity changes by using neuromorphic vision sensors.

2. Material Classification: Computational analysis of the intensity changes during a grasp

can provide information about the properties of the object like material type. Since mate-

rials have a different Young’s modulus, triggered events will have distinguishable pattern

during a grasp.

3. Data Scarcity: Image-based and time-domain augmentation methods facilitate the data

collection process in order to achieve high accuracy with a limited number of experiments.

1.4 Research Questions

The research questions of this thesis are as follows:

1. How a neuromorphic vision sensor can be used to acquire tactile information?

2. What are suitable machine learning techniques for contact force estimation and material

classification, applied on data derived by neuromorphic vision sensor?

3. How synthetic data can be generated to improve machine learning accuracy for neuromor-

phic vision-based tactile measurement systems?

1.5 Aim and Objectives

This research aims to develop a novel class of vision-based tactile sensors using neuromorphic

vision sensors. Utilisation of Dynamic Vision Sensors (DVS) for tactile sensing applications

has the potential for lower latency, lower power consumption, and higher sensitivity compared

to conventional vision-based sensors. In order to investigate the hypotheses stated above, the

following objectives have been formulated:
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1. Investigate machine learning approaches to estimate the contact force magnitude during a

grasp from intensity changes captured by the neuromorphic vision sensors.

2. Development of a novel event-based material classification for objects with the same shape

and size in a single grasp using machine learning techniques.

3. Investigate algorithmic methods to generate synthetic data to improve the models’ accu-

racy.

1.6 Contributions

After a thorough literature review and ongoing study of relevant new publications the contribu-

tions of this project so far to the field are as follows:

1. The first neuromorphic vision-based sensor to measure the contact force and classify ma-

terials in a grasp using a neuromorphic camera (DVS).

2. A Time Delay Neural Network (TDNN) and a Gaussian Process (GP) to find the correla-

tion between the triggered events and the contact force. A Deep Neural Network (DNN)

to classify objects’ material in a grasp.

3. A deep Long Short-Term Memory (LSTM) network with convolutional layers to estimate

the contact force from spatio-temporal features.

4. Image-based and time-domain augmentation techniques applied on spatio-temporal event

data to enhance the force estimation accuracy for an object with different size.

1.7 Methodology

In a robotic grasp, the object contact area with the fingertip changes the intensity level of the

pixels (observation). The intensity changes are captured by a neuromorphic camera with high

temporal resolution. Then, a machine learning algorithm is trained to correlate both spatial and

temporal features of the intensity changes to the contact force (learn). In the learning process,

the system observes a variety of experiments with different objects, range of force and speed

to create a function which maps the intensity changes to the contact force. The output of the

sensor provides the contact force which is crucial in many robotic applications such as pick and

place of fragile objects (sense). Figure 1.1 demonstrates the framework for the proposed sensor.
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Figure 1.1: Diagram of the proposed novel sensor for the contact force estimation.

It should be noted that the design of experiments in this thesis in sections 3.6, , 4.5, 5.4 is

mine, while their execution was performed by research team at Khalifa University Center for

Autonomous Robotic Systems in a collaborative manner.
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List of peer-reviewed publications as part of this PhD thesis:

• Baghaei Naeini, F., AlAli, A.M., Al-Husari, R., Rigi, A., Al-Sharman, M.K., Makris, D.

and Zweiri, Y., 2020. A novel dynamic-vision-based approach for tactile sensing appli-

cations. IEEE Transactions on Instrumentation and Measurement, vol. 69, no. 5, pp.

1881-1893, doi: 10.1109/TIM.2019.2919354.

• Baghaei Naeini, F., Makris, D., Gan, D. and Zweiri, Y., 2020. Dynamic-vision-based force

measurements using convolutional recurrent neural networks. Sensors, vol. 69, no. 16,

4469, doi:10.3390/s20164469.

1.9 Structure of the Thesis

The rest of this report is structured as follows: State-of-the-art work is reviewed in chapter

2 considering the research fields of tactile sensors, neuromorphic vision sensors and machine

learning. In chapter 3, a dynamic-vision-based sensor is proposed to estimate the contact area

and classify objects’ material based on event temporal information. Afterwards, spatio-temporal

deep learning models are investigated in chapter 4 to estimate the contact force. In chapter

5, augmentation techniques are proposed to generate synthetic training data to improve the
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accuracy of the estimated force. Finally, findings of this thesis are summarised and future work

is presented in chapter 6.



Chapter 2

Literature Review

This chapter reviews previous work related to the proposed novel vision-based tactile sensor. In

section 2.1, various types of tactile sensors such as piezoresistive, capacitive and optical sensors

are reviewed. Neuromorphic vision sensors and their applications are studied in section 2.2.

Afterwards, relevant machine learning techniques are presented and discussed in section 2.3.

Finally, the open research problems that drive this thesis are highlighted in section 2.4. The

following diagram shown in Figure 2.1 demonstrates an overview of this chapter while the red

blocks correspond to sections in this chapter.

2.1 Tactile Sensors

Tactile sensors are developed to acquire physical properties of the contact area via interaction

with the environment. Similar to human skin receptors, tactile sensors are capable of measuring

physical properties such as position, force, texture, stiffness, torque and temperature in the

contact point. However, industrial applications like human-robot interaction [12], soft robotics

[13] and object recognition [14] require different specifications for the sensor in terms of resolution,

latency and accuracy. Thus, researchers develop a variety of measurements techniques to solve

sensing challenges and overcome limitations of the sensors for diverse real-world applications

which are reviewed in [15–18] comperhensively. In this chapter, an overview of popular non

optical tactile sensing is provided, followed by a comprehensive review of optical tactile sensors

with a focus on vision-based sensors.

10
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Figure 2.1: Diagram of related work in tactile sensing applications. The blocks in red presents
sections of this chapter while blue blocks illustrates the primary focuses of this thesis.

2.1.1 Non Optical Tactile Sensors

Capacitive tactile sensors are well-known category that considers the variation of capacitance

by changing load forces. These sensors comprise parallel conductive plates with a dielectric in

between which can measure the applied force on the plates by decreasing distance between plates,

and therefore, increasing the capacitance. In [19], a capacitive tactile sensor array is developed

to recognize the texture pattern of the contact area. In another application, a capacitive sensor

is designed with four capacitors to measure the horizontal and vertical forces [20]. Although the

sensor can measure the displacement in different directions, electronic interference and sensor

hysteresis have remained unsolved.

Piezoresistive tactile sensors consist of a conductive or semi-conductive elastomer that deforms

under pressure. This deformation results in a change of material resistance that can be measured

to identify touch and estimate the applied force [21, 22]. Furthermore, authors in [23] proposed

an application of piezoresistive sensors to detect initial slip considering high-frequency compo-

nents of the output signal. An application of object’s localisation and orientation estimation is

demonstrated in [24] using piezoresistive force sensors. The sensor is capable of localising the

objects with high accuracy while the estimation of the object orientation has a poor resolution.
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Another piezoresistive sensor with high durability and low hysteresis is developed in [25] to

measure pressure under cyclic loading.

A magnetic tactile sensor is proposed in [26] with the capability of slip detection as well as

estimation of the contact force in three dimensions. Some other approaches are utilising the

tactile sensors to extract further information about the properties of the object and classify the

material. For instance, a piezoelectric multi-functional sensor is used to acquire object hardness

by rolling over the sensor on the surfaces of the objects [27].

A hybrid sensor in [28] composes of piezoelectric transducers, force sensor and inclinometer

in order to classify six different materials. An artificial finger with embedded PolyVinyliDene

Fluoride (PVDF) membrane and strain gauge sensors are used to classify various materials

[29]. Another system is presented in [30], where two piezoresistive tactile sensors are utilised to

classify softness of vegetable using a decision-tree machine learning technique. Other applications

of object classifications using different types of force sensors and traditional machine learning

algorithms such as Support Vector Machines (SVM) are presented in [31, 32].

However, most of the aforementioned tactile sensors have limited resolution, considerable hys-

teresis and interruptible to the electromagnetic disturbances. Furthermore, the sensors require

a direct contact with the objects which limits the sensors applications.

2.1.2 Optical Tactile Sensors

This thesis focuses on optical tactile sensing techniques including camera-based methods that

provide higher resolution, low hysteresis and resistant to electromagnetic disturbances. Optical

sensors with transparent elastomer or rubber, wave emitters and receivers have been developed

for precise tactile sensing applications [33, 34]. Wave emitters scatter the light to the surface of

the elastomer while receivers capture the back-scattered beams from the surface. Study of the

reflected beams regarding the interruption, phase, and magnitude apprises the distribution of

force on the surface. The main advantages of this approach are immunity of the optical sensors to

high electromagnetic disturbances, providing a high spatial resolution, flexibility and durability

with high speed of signal transmission.

In earlier work in [35], the optical tactile sensor is developed to measure the displacement

and surface roughness with a high spatial resolution using artificial neural networks. One of the

main approaches in optical sensing is to place optical fibres in the finger membrane and employ

techniques like intensity modulation, Bragg grating, and specklegram. In [36], a Fiber Bragg

Grating (FBG) sensor is proposed which has high sensitivity, but low spatial resolution of 5mm.



2.1. Tactile Sensors 13

Another FBG-based tactile instrument is suggested in [37] to map the force distribution with a

minimum weight sensitivity of 0.05 kg. A new class of optical tactile sensors are presented in

[38] considering PolyDiMethylSiloxane (PDMS). A high sensitivity for measuring the minimum

weight of 0.005 kg is demonstrated practically. Furthermore, a technique is offered to detect

object shape and surface roughness with the sensors. In [39], a multi-modal optical tactile

sensors combined with electrical tactile sensors demonstrate a successful application for material

classification and proximity range detection.

A hybrid optical tactile sensor is proposed in [40] to measure normal force by employing Flu-

orescence. A camera with 41FPS is considered to capture intensity changes of the contact area

proportional to the contact force. This sensor take advantage of the difference in wavelength ex-

citation and Fluorescence emission which achieves a high signal-noise-ratio. The results indicate

a high correlation of 0.986 with 3% error in reputability.

Most of the optical tactile sensors have a lower spatial resolution compare to vision-based

techniques using cameras that are discussed in the next sub-section. Moreover, optical sensors

require wiring through the silicone membrane which requires much effort to be adapted for

different applications. Table 2.1 summarises different techniques for tactile sensing applications.

Table 2.1: A list of different tactile sensing techniques for various applications

Reference Sensor Purpose Specifications

[20] Capacitive Measure the the force vector
(3D)

•Low parasitic capacitance effect
•Resolution of 12.5 µm
•A considerable hysteresis

[31] Capacitive and ac-
tuators

Object classification •High accuracy of object recognition
•Non-time series machine learning technique

[28] Piezoelectric trans-
ducers

Classify material •Time and frequency domain analysis
•High accuracy with static applied force
threshold

[25] Piezoresistive Measure the pressure •High linearity factor
•100 cycles hysteresis
•Time analysis of the measurements

[24] Laser and piezore-
sistive

Object recognition and orien-
tation detection

•High classification accuracy
•Limited orientation measurements
•Non-time series machine learning technique

[35] Optical fiber Measure displacement and
surface roughness

•Measuring range of ±(0.8 mm)
•Displacement error of ±(0.5 µm)

[38] Optical fiber Measure the force and shape
detection

•High sensitivity of 0.005 kg
•Latency of 600 ms
•Limited range of few grams

2.1.2.1 Vision-Based Tactile Sensors

Vision-based sensors are a subcategory of optical sensors that utilise cameras and image pro-

cessing techniques for measurement and sensing purposes. Cameras are convenient instruments

which are widely available in the market at a low-cost. Cameras have high resolution which

enables vision-based sensors to be robust for precision applications [41]. They are easy to de-
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ploy and integrate with external systems using widely available ports such as USB/LAN. Also,

cameras can be replaced easily to change the sensor’s resolution, speed and size in regard to the

application.

Since image processing and machine learning techniques have been significantly advanced,

vision-based approaches have become more popular in many applications. Moreover, embedded

devices have higher processing and memory capabilities nowadays which can run multiple algo-

rithms in real-time. All these factors add together to utilize cameras as a sensory instrument,

known as Vision-Based Measurement (VBM) instruments [42]. The main principle of VBM in-

struments is to capture an image and perform algorithms on the image to measure or detect a

physical parameter. VBM instruments have shown a remarkable success in various areas such

as surgical tool detection [43], sign-based human machine interaction [44], roughness estimation

[45] and navigation systems [46].

In tactile sensing, the fundamental approach of VBM sensors is to monitor changes within the

contact area between an object and a soft membrane. Physical phenomena such as normal force

and shear force on the surface results in the deformation of the soft membrane. Consequently,

the visual features of the soft membrane change significantly which can be captured by the

camera. These visual features can be processed to detect object slippage, identify texture, and

estimate the contact force. Figure 2.2 presents a typical vision-based tactile sensor including a

soft membrane and a camera.

Object

Camera

Contact AreaDeformable
Membrane

Computer

Visual
Features

Figure 2.2: Diagram of a typical vision-based tactile sensor inspired by [47]

Vision-based tactile sensors are divided into three main categories based on the soft membrane

design: (i) Reflective membrane; (ii) Light conductive plate; (iii) Marker-based membrane.

Reflective membrane sensors consider a reflective flexible material to observe changes in the

shape of the membrane which enable the sensor to measure orientation as well as the texture

of the object. One of the well-known vision-based tactile sensors in the field is GelSight that
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employ a reflective flexible membrane, a conventional camera and lights [48]. The reflective

membrane is built from Thermoplastic Elastomer with shore hardness between 5N to 20N. The

high flexibility of the membrane, coupled with multi-colour lightening, allows the sensor to

extract a high resolution of contact area shape from the images.

Light-conductive tactile sensors emit light to the contact area between the object and mem-

brane. The camera is employed to acquire tactile information from the intensity changes. Popular

materials for the membrane are acryle, glass, and silicone rubber which are widely available at

a low cost. Light-conductive sensors observe the contact area shape either directly or indirectly.

In the direct approach, the membrane reflects all the lights until the object touches the mem-

brane. When the pressure is applied, the reflection of light reduces and the object’s contact area

becomes visible to the sensor. Indirect approaches follow the same principles while considering

additional elastic layer between the object and the membrane [49]. In fact, the main advantage

of light-conductive methods is that both hard and elastic materials can be employed for direct

and indirect sensors respectively. In one of the earliest work [50], a vision-based tactile sen-

sor is proposed which consists of a transparent acrylic plate, elastic sheets, halogen lamps and

photo-transistor array. This study shows that the contact force has a relation with illuminance

that are back-scattered to the photo-transistors. In [51], optical fibres have covered the surface

of finger shape membrane which allow the camera to capture light illuminance changes when

physical contact occurs.

Marker-based approaches embed small markers within the soft membrane which are displaced

by the physical contact [52]. In this approach, the design of the soft membrane as well as the

orientation of markers affect the sensor accuracy directly. The spatial resolution of such a sensor

depends on the size and number of markers that are placed within the membrane. The most

common shapes of the soft membrane are flat and hemisphere. The flat membranes increase

the space between the grippers which allow the system to grasp larger objects. On the other

hand, hemispherical soft membrane enables the sensor to be adapted for fingertips with curved

surfaces [53].

Other approaches combine the aforementioned principles to acquire tactile information. For

example, a light conductive plane and infrared LED are used in the sensor [54, 55]. This sensor

consists of a stereo-camera to capture visible-light range and one camera for infrared lights. The

stereo-camera is employed to measure the proximity while infrared lights provide a high spatial

resolution for the contact shape.

In [56], marker-based and reflective membranes are combined to localize the object as well as

the contact force measurements. The reflective membrane provides a clear image for the object
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localization while the force measurements are estimated from the displacement of the markers.

The sensor has a range of 0-10N and 0-2N for the normal and shear force respectively. Authors

show the application of such a sensor in robotic bolt insertion and tightening. However, the

image processing algorithms are based on object shape and they need to be tuned for each

object. Moreover, although the camera has a sampling rate of 60FPS, the processing time of the

localisation algorithm is reported as 3 seconds.

Similarly, a multi-modal approach based on reflective and marked membranes is proposed in

[57] that measures object slippage in a robotic grasp. A transparent elastomer with markers

is mounted under the GelSight reflective membrane. The markers are tracked during a grasp

to measure the shear force and partial slippage. However, a tracking algorithm is designed

for structured experiments and development of a general tracking algorithm for a grasp with

different speed and angles will be challenging. Furthermore, the camera sampling rate affects

the tracking performance for high-speed robotic grasping systems.

An interesting approach is proposed in [58] which considers a thermochromic liquid crystal

ink layer with grated silicone rubber to measure temperature as well as the contact force. The

contact force is calculated based on the displacement of grates on the rubber surface using

Fourier Transform Profilometry. Also, the thermochromic liquid crystal layer reacts to different

temperatures due to the change of the distance between the liquid molecules. This change of the

distance results in the change of back-scattered light wavelength, and therefore, different colours

are reflected for varying temperature on the surface. The temperature sensor has a limited range

between 25◦C and 31◦C and infers the contact force calculations slightly.

All the vision-based algorithms aim to acquire tactile information based on the observed

changes in the scene. For instance, light-conductive methods monitor the changes in back-

scattered light while the marker-based methods monitor the displacement of the markers (changes

in position of markers). Therefore, image processing techniques such as tracking and optical flow

are developed to measure the motion within the contact area in [59]. However, these algorithms

require a camera with high sampling rate to perform accurately for high-speed movements or

changes in the scene. In addition to speed, the dynamic range of conventional cameras limits the

sensor to capture changes within the contact area. Although high-speed and advanced cameras

are available in the market, they are expensive and large which are not suitable for tactile sensing

applications.
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2.2 Neuromorphic Vision Sensors

In this thesis, a novel approach is proposed based on neuromorphic vision sensors and machine

learning to tackle the limitations of the vision-based sensors. This section provides an overview

of neuromorphic vision sensors and event-based applications. Figure 2.3 presents the common

methods in event-based applications.

Neuromorphic Vision Sensors

Machine Learning

Event FramesEvent by Event

Frequent Execution of
Algorithms

Hough Transform Clustering

Execution of Algorithms On
Aggregated Events

Machine Learning

Gaussian Process Neural NetworksCompression Hough TransformSpiking Neural
Networks

Figure 2.3: Diagram of neuromorphic vision-based approaches for different applications where
the methodologies used in this thesis are highlighted in blue color.

Neuromorphic vision sensors (event cameras) are bio-inspired cameras that mimic the human’s

eye neural function. In opposed to conventional cameras, neuromorphic vision sensors capture

the dynamic (intensity) changes of the scene asynchronously rather than the absolute intensity

values synchronously. The asynchronous architecture of neuromorphic vision sensors and high

bandwidth enables the sensor to offer much higher temporal resolution compared to conventional

cameras. Figure 2.4 demonstrates a simplified circuit diagram of each pixel in DVS cameras.

At first, a photo-receptor captures the light intensity which is scaled logarithmically. Then, a

differentiator takes the difference between the current and the previous value. Afterwards, the

comparator components compare the difference with a fixed threshold value. Finally, events are

triggered if the difference exceeds the threshold, for positive and negative polarities.

The event camera streams information of each triggered event which includes location (x,y),

timestamp and polarity (ON,OFF). The main advantages of the event cameras are the high

temporal resolution (microseconds), high dynamic range and low power consumption. Therefore,

these cameras are utilised for high-speed applications in challenging environments where the

conventional cameras are not appropriate. Since the output of these cameras, i.e. stream of

events, are fundamentally different from the image output of conventional cameras, the standard

image-based applications are required to be redesigned for the event-based cameras.

Event-based applications are suitable for the dynamic environments as the sensor captures the
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Figure 2.4: Simiplified circuit diagram for each pixel in DVS cameras, figure reproduced from
[60]

intensity changes over time. As an example, the sensor mounted on autonomous cars or robots

to capture changes in the scene while the system is moving. The movement of the sensor results

in the changes of intensity in most of the pixels. Therefore, a significant number of pixels trigger

events which can be used to identify textures and acquire further information from the scene. As

events represents the intensity changes, the system is required to be designed with a memory to

correlate events over time. This concept is similar to the video processing and motion analysis

where both temporal and spatial features are necessary to design an algorithm.

Event-based applications consider two main approaches to process events [61]: (i) event-by-

event; (ii) event groups (event-frame). The former approach processes events individually over

time, while the latter integrates events over a time window to create a frame. Both approaches

have been considered in recent event-based applications which are reviewed in the following

section.

2.2.1 Event-based Camera Applications

Event cameras offer a higher temporal resolution of few microseconds compared to the conven-

tional cameras. Hence, most of the event-based applications are designed to tackle vision-based

challenges for high-speed systems. Moreover, the high dynamic range of event cameras makes

them capable of capturing events in an environment with low light conditions. In this section,

the main applications of DVS in robotics for the purpose of detection, tracking, and control

systems are provided.

A robotic goalie system is proposed in [62, 63] with a low reaction time of 3ms for the known

object size using cluster tracker algorithm. The clustering algorithm runs repeatedly on the trig-

gered events which reduce the memory and processing requirements of the system. Afterwards,
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a tracker is developed to track the clusters generated from the ball movement to feedback the

controllers in real-time. The same system with a conventional camera requires at least 500Hz

sampling rate as well as more memory and processing power.

In [64, 65], two event-based cameras (DVS) are employed to balance the pencil vertically from

the triggered events. Events are processed individually to estimate pencil line parameters in the

Hough space. Then, the line slope is estimated to feedback the controllers for balancing. The

intervals of processing events are below than 1ms which is significantly lower than traditional

frame rates. Thus, the system has sufficient time to detect slope changes and control pencil

balancing.

Computer vision algorithms have been widely applied to high-speed navigation systems for

Unmanned Aerials Vehicles (UAVs) [66] and autonomous cars [67]. Speed, power consumption

and cost are the main important factors to design a high-speed navigation system. Therefore,

a lot of studies consider event-based vision sensors as an instrument for measurements and

analysis of the scene. For example, analysis of flight safety in unknown environments in regard

to safety is reported in [68]. The study shows that event-cameras have a better advantage for the

dynamic scenes compared to mono and stereo cameras. In [69], events spikes are processed to

design a neuromorphic control system with Spiking Neural Networks (SNN) to control high-speed

landings. The designed system process events one-by-one in all the stages.

On the other hand, several studies consider a group of events to extract features and build

applications. In [70], the triggered events within a 3ms time-window are used to control quadro-

tors. The system has a low latency of 12ms which can track the line on the surface by using

Hough transform and a Kalman filter. The results indicate that event cameras can be used in a

closed-loop controller to achieve a system with a low response time.

In [71], an event-based system is proposed to estimate steering for self-driving cars. The events

are integrated over a time window of 50ms to create frames (event-frames). Afterwards, event-

frames are used to train a deep neural network to estimate the steering. The results indicate

that the network trained on event frames outperforms networks using conventional images.

One may question that conventional cameras can capture frames every 50ms too, and therefore,

subtraction of consecutive frames would result in the same output as the event-frames of the

previous application. In such a case, the advantage of neuromorphic vision sensors is the higher

dynamic range (140dB) compared to conventional cameras (60dB). As a consequence, event-

frames can capture small intensity changes that conventional cameras may not, or operate in

scenarios that conventional cameras suffer saturation. Furthermore, aggregated events present
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the complete history of intensity changes over the threshold value within a time-window, while

such information may be lost in conventional cameras, as each frame represents the the average

intensity value during the capture time.

The events can have either positive or negative polarity based on the changes in the intensity.

In each pixel, the higher intensity values in comparison to previous timestamp triggers positive

polarity events. In contrast, the lower level of intensity level compared to the previous timestamp

fires negative polarity events. Since the light conditions in the environment affect the polarity

of the events, the polarity information can be ignored to generalise the algorithm for various

environments. However, controlling the experimental setup and light conditions assist the system

to acquire further information from the polarity values.

In this thesis, the experimental setup is designed to identify the changes in the contact force

based on the polarity of events. The main elements to control this process are colour of the

objects and camera position in the experiments. The positive polarity events and negative

polarity events represent the increase and decrease of the object distance from the camera re-

spectively. Therefore, the events are considered as two independent variables (two channels) for

the development of the models.

As the event-based cameras have been widely used in mobile and robotic platforms, the effi-

ciency of transferring and processing events plays an important role in the system performance.

In [72], the events are downsampled spatially and temporally for the visual classification task.

At first, the events are accumulated over a time window to create event-frames. Both spatial and

temporal downsampling is performed on a single channel. A classifier is developed to investigate

the effect of the time window and frame size on the performance for different applications like

handwritten digit recognition and object classification. The results indicate that there is a trade-

off between the time window size and performance of the classifier. Interestingly, a time window

of 10ms increases the classifier accuracy significantly compared to the smaller time windows for

the Caltech101 dataset considering low spatial downsampling.

In addition, the accumulation of events over time is used for the compression of the stream.

In [73, 74], a compression technique based on the time aggregation of the events is proposed to

reduce the data rate. Authors demonstrate that the compression ratio increases for a wider time

window aggregation. In fact, increasing the time window aggregation up to a threshold improves

both classifiers accuracy and compression ratio. However, there is a trade-off between the time

window size and latency of the system in real-time applications like sensors which should be

taken into the account.
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As concluded in Section 2.1.2.1, vision-based tactile sensors are mainly limited by dynamic

range and speed. On the other hand, event-based applications consider neuromorphic cameras

based on four main factors: (i) Speed; (ii) Sensitivity; (iii) Memory requirements; (iv) Power

consumption. The studies in the literature indicate that event cameras offer a high temporal

resolution with low power consumption. The high dynamic range of event cameras provides

a high sensitivity even in challenging light conditions. Additionally, accumulation of events

over time reduces the memory requirements of the system. Therefore, event cameras are a

suitable candidate as an instrument to tackle challenges in vision-based tactile sensors. Since

the event cameras only capture the dynamics of the scene, image processing algorithms that

are developed for conventional cameras cannot be applied directly on the event-frames. The

relationship between the intensity changes and membrane deformation is very complex which

cannot be modelled by traditional computer vision methods. In Section 2.3, relevant machine

learning methods are reviewed to identify suitable modelling technique for this problem.

2.3 Machine Learning

In this Section, an overview of machine learning methods is presented. Figure 2.5 presents the

structure of the review while the relevant methods to this thesis are highlighted in blue.

Machine learning is a data-driven approach to solve a problem by learning from experience

[75]. The first step of designing a machine learning model is to define the problem as a function

which maps the inputs and outputs of the system while the system accuracy can be measured by

another function (loss function). For example, a vision-based tactile sensor receives a sequence of

images (inputs) and provides tactile information such as force measurements. The loss function

for this system can be considered as an error between the estimated force and the true force

measurements.

Machine learning algorithms aim to optimize the loss function by observing examples (training

data) and tuning the parameters based on the loss function iteratively. In general, increasing

the number of examples results in the improvement of the machine learning model. However,

other factors such as balance, diversity, groundtruth quality and data split ratio for evaluation

of models affect the model performance significantly [76, 77].

Machine learning methods can be divided into three main categories: (i) Supervised learning;

(ii) Unsupervised learning; (iii) Reinforcement learning. Supervised learning tasks require de-

sired outputs (labelled) for each set of inputs while unsupervised learning intends to deal with

unlabeled outputs (i.e clustering tasks). Reinforcement learning considers a different approach
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Figure 2.5: Diagram of machine learning methods. Blue blocks present related methods in this
thesis.

to receive feedback from the environment to define a reward for the learning algorithm to choose

the best possible actions sequentially. This research concerns the supervised learning methods

to develop a novel vision-based tactile sensor for grasping applications.

In addition, machine learning applications are divided into two categories: (i) Classification;

(ii) Regression. In a classification task, the machine learning model is designed to predict a

label corresponds to a give input. For example, an image or video is provided as an input to the

model and the model predicts the material of the existing object in the image. In a regression

task [78], the model is designed to predict desired values based on a given input. For example,

an image contact area between a soft object and a hard object is given and the contact force is

predicted.

Moreover, the problems can be approached as sequential (time-series/videos) and non-sequential

(images) tasks. Sequential learning adapts feature extraction as a function of time such as Recur-

rent Neural Networks (RNN) and Time-Delay Neural Networks. Therefore, the network learns

temporal relationships between the inputs and the outputs by receiving a feedback from previous

or future time steps.

Among the machine learning methods, deep neural networks and Gaussian processes have been
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shown remarkable achievements in computer vision. In the following Sections, different types of

neural networks and Gaussian process techniques are presented.

2.3.1 Shallow Neural Networks

Artificial Neural Networks (ANN) are bio-inspired machine learning models that intend to mimic

animals and human brain structures. In early work, a learning algorithm is proposed to solve

binary classification tasks. This algorithm is known as "Perceptron" which considers multiple

inputs with a single output to classify two different categories [79].

Several other techniques are developed to adapt and improve the Perceptron algorithm for

different applications by enhancing learning algorithms, increasing the number of nodes and

using various activation functions. One of the well-known types of neural networks is "Shallow"

neural networks where multiple neurons are stacked in a small number of hidden layers to regress

or classify multiple inputs with multiple outputs. In addition to the number of neurons, the

connections between neurons impact the network accuracy. Fully-connected network is the most

popular network which has a connection for all possible pairs of neurons between consecutive

layers. Such connectivity architecture allows each neuron to learn from all the input values

during the training. For instance, in [80] features of medical images are handcrafted and passed

to a shallow fully-connected network to segment regions of interest. Shallow networks have been

used widely in the past for both regression and classification problems.

The main advantages of shallow networks are fast training procedures, a low number of hyper-

parameters and capability of capturing simple relationships. Due to the limited number of

hyper-parameters and neurons, shallow networks are unable to achieve accurate results when

inputs and outputs of a network have a highly non-linear relation.

2.3.2 Deep Neural Networks

The recent development of hardware and learning algorithms provided this opportunity to im-

plement networks with a significant number of neurons and layers [81]. Deep Neural Networks

(DNN), also referred to as "Deep Learning", are multi-layer networks that have enormous num-

ber of trainable neurons. Due to the significant number of hyper-parameters, DNNs are capable

of learning a wider range of features and relations compared to the shallow networks. Over last

decade, enormous number of deep learning architectures have been designed to address a di-

verse range of problems in the computer vision. Auto-Encoders [82], Deep Belief Nets [83], Deep
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Boltzman Machines [84], Generative Adversarial Networks (GAN) [85] have achieved remarkable

results which are reviewed in [86]. Due to the dynamic nature of neuromorphic vision sensors,

this thesis mainly considers relevant architectures for sequential and hybrid neural networks.

In the following sections, evolutionary networks in computer vision field such as convolutional

neural networks, recurrent neural networks and time-delay neural networks are reviewed. The

most impacting research are also highlighted.

2.3.2.1 Convolutional Neural Networks

Convolution is a mathematical operation that is mainly used in signal processing to implement

filters by defining convolution matrices (kernels). Traditional image processing techniques rely

on convolution operations for most of the feature extraction and filtering methods such as edge

detectors, morphological operations, sharpen filters, etc.

Combination of convolution operations and neural network made a significant breakthrough in

computer vision. Convolutional Neural Network (CNN) are bio-inspired non-sequential models

that stimulate visual cortex of animals where each cortical neuron processes respective fields.

Convolutional layers extract regional features in the image based on defined kernels. Before

revolutionary CNNs, kernels and filters were designed by specialists for each task to extract useful

features from images. However, this approach is changed by considering several convolutional

layers in a deep network that are trained using appropriate data.

A typical CNN includes convolutional layers, pooling layers and fully-connected layers each

of which is designed to perform a specific task [87]. Convolutional layers extract features by

applying multiple filters in different sizes. Pooling layers are responsible for dimensionality

reduction of the input by down-sampling techniques such as maximum and minimum of the

neighbourhood pixels. Finally, fully-connected layers are considered to relate the extracted

features to the desired output.

CNNs have become a golden standard among researchers after a significant success of AlexNet

in ImageNet classification challenge 2012 [88]. AlexNet significantly improved the ImageNet

classification accuracy with the top five error rate of 17% to classify 1000 categories. This

network includes five convolutional layers, max pooling, drop out and three fully-connect layers.

Later on, a new architecture considering more layers and smaller convolutional kernels were

proposed [89], referred to VGG. Stack of many small size convolutional layers with non-linear

activation functions improves the discrimination of features through the network. This ma-
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jor advantage led the network to perform robustly against most of the other architectures for

classification problem in ImageNet Challenge 2014.

In contrast to the typical CNNs, a new type of layers (Inception) is proposed which considers

the various size of convolutional kernels at each layer [90]. Multiple convolution with different

kernel size at each layer enables the network to extract further features regarding the size of

the kernels. Figure 2.6 presents the architecture of inception module. Multiple convolutions at

1x1 Convolutions 3x3 Convolutions 5x5 Convolutionsmaxpool 3x3

Previous Layer

Concatenate Filters

Figure 2.6: Inception module architecture regenerated from [90]

each layer may increase the computation cost of the deep networks significantly. Therefore, an

alternative Inception module is introduced which reduces the dimension of data by adding 1x1

convolutional layers before main convolutions.

In addition to convolutional operations in layers, connections of the layers and learning al-

gorithms are of great importance in a network. A new type of network, known as "ResNet",

is suggested [91] which considers shortcut connections between convolutional layers (Residual

Layers). The identity shortcuts allow the network to consider the main input as well as the

processed images at each layer. Interestingly, it is demonstrated that this type of network can

be trained over 1202 layers without any optimization problem.

To increase the sensitivity of the network to informative features, a new method Squeeze and

Excitation is proposed with consideration of global average pooling for local descriptors at each

channel. To capture dependencies over channels, a non-linear gating method is considered to

correlate channels together.

CNN architectures have shown significant success in non-sequential applications [92]. For the

sequential data like videos, the same principle of 2D convolutional layers applies in 3D, known

as 3DCNNs [93]. Since the kernels are performed on both spatial and time domains, 3DCNNs

are robust to capture short spatio-temporal dependencies. For long-term dependencies, the
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CNNs are often combined with Recurrent Neural Network (RNN). In the following Section, an

overview of the most impactful sequential networks including Time Delay Neural Networks and

RNN architectures are provided.

2.3.2.2 Time Delay Neural Networks

Time Delay Neural Network (TDNN) is another type of networks for sequential data points.

Similar to RNNs, TDNNs models are mainly designed to capture dependencies of the data

points with past observations [94]. The main advantage of TDNNs is the ability to relate

temporal sequences to each other, enabled by their main characteristic and the delay nodes.

The number of delay nodes is a crucial parameter in the TDNN network which specifies a time

interval to capture patterns of a signal.

In addition, TDDNs requires fewer computations and often have faster training time com-

pared to RNNs due to the constant value of the delay nodes. The delayed node in TDDNs is

often assigned to a short time to capture the relationship of the current point with the previous

observations. A fixed and small number of time delay nodes helps to avoid vanishing gradient

problem as mentioned in Section (2.3.2.3). Since TDDNs are suitable for short-term dependen-

cies, the representation of inputs can be adapted with a memory to capture long-dependencies.

In Chapter 3, the effectiveness of TDNNs parameters by adapting the inputs is investigated for

a dynamic sensor.

2.3.2.3 Recurrent Neural Networks

Recurrent Neural Network (RNN) aims to solve sequential problems [81]. Unlike traditional

neural networks, RNNs behave dynamically which allow learning model to have a finite memory.

RNNs have been used widely for time-series regressions and classification problems such as speech

recognition [95], action recognition [96], and time-series predictions [97].

The main principle of RNNs is to provide feedback after each timestamp which provides

memory to the network. Traditional RNNs made remarkable progress to improve learning per-

formance for sequential data. However, long-term dependencies of variables cause a significant

problem, known as "Vanishing Gradient" problem [98]. The main reason for the vanishing gradi-

ent for traditional RNNs is that the feedback of each timestamp is not controlled. Therefore, the

recent timestamps have a significant impact on the training process which causes the network

to forget long-term dependencies. The vanishing gradient problem is also observed in very deep
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networks where the data fades in very deeper layers, and residual layers were designed to address

this problem which is discussed in Section 2.3.2.1.

To address the vanishing problems for RNNs, a new type of units is introduced for long

and short-term dependencies. Long-Short Term Memory (LSTM) unit consists of a memory

cell and three gates which assist the network to keep the meaningful dependencies and remove

unnecessary features over sequences [99]. Figure 2.7 presents an LSTM module where Xt. Ct, ht

represents the input, memory cell and hidden state respectively, where the subscript t represents

the timestamp.

Xt
ht-1

Ct-1 CtForget
Gate

Update
Gate Output

ht

Figure 2.7: Representation of a LSTM module with forget gate.

In a dynamic sensor (e.g. neuromorphic vision sensor), only the intensity changes are measured

in the scene at each pixel. In fact, the absolute intensity of the pixel is not directly measured

and can only be approximated through the whole history of measured changes. Assuming a

vision-based sensor, the tactile information depends on the deformation of the membrane in the

contact area. Hence, the system must capture dependencies from the start of the experiment to

evaluate the current state of the contact area.

For the sequential data, LSTMs are robust to capture both long-term and short-term depen-

dencies which makes them an appropriate candidate for dynamic sensors. In a tactile sensor,

long-term dependencies are crucial for estimation of the contact force since the current value

depends on the history of the force from start of the experiments for the dynamic sensors. On the

other hand, short-term dependencies must be captured to identify the variation of the contact

force in the recent frames where the network is able to learn incipient slippage point as well as

vibration patterns in the experiment.

On the other hand, CNNs offer an accurate feature extraction in 2D and capturing short-term



2.3. Machine Learning 28

dependencies in 3D. Therefore, a hybrid approach can be developed to extract spatial features by

CNN and capture both long-term and short-term dependencies with LSTM layers. In Chapter

4, LSTM and hybrid approaches are investigated and discussed. Both LSTM and CNN hybrid

approaches are computationally expensive which increase the training and inference time. In

the following section, Spiking Neural Networks are presented

2.3.2.4 Spiking Neural Networks

As mentioned in Section (2.3.1), neural networks are bio-inspired learning models to mimic

animals and human brain. Spiking Neural Network (SNN) is the third generation of networks

which mimics the human brain closer than other networks. This generation of networks considers

a potential threshold for each neuron to be activated. In contrast to other types of neural

networks, neurons of SNNs have two states of "ON" and "OFF" based on the threshold value.

Therefore, the neurons transmit information at activation time rather than each propagation

cycle. The activated neurons send a new signal to other neurons in the network which decays

over time. The time between the activation of neurons and the frequency of activated neurons

are used to encode information of a network.

In recent years, SNNs have been in the centre of attention, especially for neuromorphic com-

puting. Many sensors such as Dynamic Vision Sensors and Dynamic Audio Sensors as well as

processors like TrueNorth illustrated capability of neuromorphic devices in different applica-

tions. Neuromorphic devices have been proven low latency and power consumption compared

to other types of sensors for similar applications [60, 100]. Deep SNNs and combination of CNN

with SNNs have achieved a competitive performance on well-known image benchmark datasets

[101]. Moreover, SNNs illustrate a great performance by using neuromorphic sensors streams

(event-by-event) [102]. However, algorithms and hardware for conventional cameras have been

developed over decades with a remarkable success for various applications in practice. A lot of

frameworks and hardware choices are available which accelerate the development of the sensor.

In addition, there is a lack of unified frameworks and benchmarks for computations and mod-

els in spiking neural network field [103]. Therefore, event framing technique is considered in

this thesis to create artificial frames from the events which is compatible with ordinary neural

networks and GPUs.
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2.3.3 Gaussian Process

Gaussian Process (GP) is a stochastic modelling technique to predict and forecast variables

based on the combination of random variables over the data points. Increasing the number of

random variables in this process enables GP to be robust against highly non-linear functions. A

variety of kernels can be considered to fit a function with random variables corresponding to the

multivariate normal distribution [104]. The choice of the kernel functions and hyper-parameters

have a significant impact on the model to estimate the function between inputs and outputs.

In computer vision, GP has been widely used for both classification and regression problems.

For instance, an interesting approach for human tracking is proposed in [105], which considers

human joints position as a time-series regression task. It is worthy to note that modality of the

data is an important parameter to develop an appropriate machine learning method. In [106],

a new framework is introduced to improve the performance of the time-series GP classification

model for sparse and uncertain sampled data.

Recently, an increasing number of studies investigate deep architecture learning models. A

deep GP model is proposed in [107], where GP models are connected together. Each layer of

GP produces new inputs for the next layer and Bayesian optimization is considered to train the

model. However, it has been studied that GP loses its efficiency in high dimensional space by

assuming a stationary covariance for all points in the inputs [108].

One major problem of machine learning methods is that the accuracy of machine learning

models relies on the training data significantly. Therefore, any limitations in the training data

reflect on the sensor accuracy in real-world scenarios. In chapter 5, augmentation techniques

are reviewed which aim to generate training data artificially to improve the accuracy of machine

learning models.

2.4 Limitations and Direction

This chapter reviewed related work in regard to the tactile sensors, neuromorphic vision sensors

and machine learning methods. In section 2.1.1, non-optical tactile sensors were studied and it

was shown that non-optical techniques are suffering from low spatial resolution.

Different categories of the vision-based sensor were reviewed in Section 2.1.2.1 which indicates

that vision-based sensors offer a high spatial resolution while they are resistant to electromagnetic

fields. However, vision-based sensors have a limited sampling rate and dynamic range, typically
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30FPS and 60dB respectively. Cameras with high sampling rate are available commercially

but these cameras are large, costly and have a high power consumption which are not suitable

for robotic applications. Therefore, the main limitations of vision-based tactile sensors are as

follows:

1. Limited sampling rate

2. Low dynamic range

3. High power consumption

In section 2.2, neuromorphic vision sensors (event cameras) were presented and various ap-

plications in literature were highlighted. Event cameras provide a high temporal resolution

(few microseconds) with low power consumption. Nevertheless, the transformation of intensity

changes to the tactile information is very complex which requires advanced machine learning

techniques with capability of sequential modeling in time-domain.

In section 2.3, machine learning methods were studied and relevant research is highlighted.

Since the event cameras only capture the dynamics of the scene, sequential machine learning

models were reviewed. In a dynamic sensor, current measurements are depending on the history

of measurements. In fact, the sensor must have a memory to relate dependencies between

different timestamps. Therefore, machine learning techniques such as DNN, TDNN, GP, LSTM

networks, and hybrid CNNLSTM are further investigated in this thesis. Since machine learning

approaches are data-driven methods, lack of training data reduces the accuracy of the models

significantly. In chapter 5, augmentation techniques are presented to synthesise training data

and improve the models’ accuracy without performing real experiments.



Chapter 3

Temporal Neuromorphic Tactile

Sensing

3.1 Introduction

The main limitations of vision-based sensors were identified as camera sampling rate, dynamic

range and resolution for marker-based methods. In this chapter, a novel tactile sensor based on

a neuromorphic camera is proposed to acquire tactile information based on intensity changes of

the contact area in order to estimate the contact force and classify objects’ materials. The con-

tributions of this chapter are: (i) Design of a novel neuromorphic vision-based tactile sensor;(ii)

Development of Gaussian Process and Time-Delay Neural Networks to estimate the normal con-

tact force for objects with the same shape and size using spatial features (iii) Development of

a Deep Neural Netoworks (DNN) to classify objects’ material in a grasp by considering spatial

features. The results are validated on real-world experiments where the objects with the same

shape and size are grasped and released after a short time. To generalise the sensor for objects

with a different size, a novel method and experimental setup is proposed in chapter 4.

This chapter is structured as follows. In section 3.2, related studies in vision-based tactile

sensors are reviewed. Design of the novel neuromorphic vision-based sensor is presented in

section 3.3. The sensor operation principle and development of TDNN and GP are presented in

section 3.4. In section 3.5, a DNN model is designed to classify objects’ materials considering

various elasticity. In section 3.8, an overview of findings is presented and the chapter is concluded.

31
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3.2 Related Work

A general overview of various methodologies and modalities for tactile sensors was provided

in chapter 2. In this section, vision-based tactile sensors for the contact force estimation and

material classification are reviewed with a focus on the marker-based elasotmer methods.

Recent developments in visual technologies made cameras available in smaller sizes, lower cost,

and higher resolution. Furthermore, advancements of processors and computational devices

enabled the cameras to be considered as a Vision-Based Measurement (VBM) instrument to

measure physical properties, localisation of the objects, and to classify materials [109].

Vision-based tactile sensors observe the contact area, object, and elastomer membrane surface

to detect slippage and estimate the applied force. Different categories of the vision-based sensors

were reviewed in chapter 2. The most popular method for measuring the contact force is marker-

based vision sensors. In earlier work in [110], a camera and a force sensor are utilised to estimate

the deformation of an elastic object and marginal slip. A marker is placed in the center of

membrane to measure radius of the contact area while the force sensor measure the contact force.

In another approach [52, 111], a vision-based tactile sensor is proposed, known as GelForce, to

measure contact force in 3 dimensions by utilising a 30FPS camera and markers in the membrane.

Two layers of 24×24 markers with different depth and colours are considered to calculate the

deformation based on B-Spline wavelet transform [112].

Similarly, a membrane with dotted pattern on surface is designed in [113] to estimate the

contact force and stick ratio of the surface. The results are compared to a PVDF sensor which

indicate that the vision-based sensor achieves less noisy measurements for measuring shear-force.

An extended version of this work is presented in [114] to detect micro-slippage in advance by

quantisation of maximum markers displacement. Later on, the authors combined the func-

tionalities of the sensor into a touch-pad that acquire object orientation, slippage, 3-D force

measurements and the contact state [115]. Unlike other tracking-based methods, the authors

proposed re-identification technique based on the distance between neighborhood markers. How-

ever, the results show that the contact state in each region of the membrane includes false-positive

detection even when the membrane is deformed considerably.

A different approach in [116], considers features of objects’ surface to detect slippage. Authors

proposed a novel technique by using the Speeded Up Robust Features (SURF) algorithm to

extract and match the features. However, the proposed sensor cannot be used for transparent

or reflective materials due to the disturbance of light reflection. Moreover, a camera, a textured

membrane and a light diode are used in [117] to compute force magnitude and find directions for
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several rigid and soft contacts. The sensor has a range between 0-7N with resolution of 0.05N

while each frame takes 55ms to be captured by camera. Similar marker-based approaches are

used in [118–121] to measure the contact force in 3 dimensions. The marker-based approaches

aim to transform the membrane deformation into displacement vectors based on the membrane

strain. Therefore, the sensor is capable of measuring force in three dimensions.

In addition, researchers have attempted to adapt machine learning techniques for vision-based

measurements devices. For example, a Recurrent Neural Network (RNN) is trained to estimate

contact force using a pair of cameras [122, 123]. The authors demonstrated a low Mean Absolute

Error (MAE) of 0.0464N for the contact force estimation. However, the experimental setup is

controlled and the contact position of the tool is provided to the network. Furthermore, stereo-

vision allows the system to capture depth of the scene which is a less challenging task compared

to single camera methods due to the estimation of depth from stereo-cameras. Other stereo

vision-based force measurement methods can be found in [124–126] for a variety of applications

in tactile sensing field.

In addition to the force measurements, classification of materials assists the system to perform

tasks in an adaptive manner. For instance, fragile objects can be classified in order to prevent

breaking of the objects by controlling the contact force. In [127], a multi-modal approach is

considered to classify objects using both tactile and vision information. Authors present that

two-stream Convolutional Neural Networks (CNN) transforms the inputs into a latent space for

material classification. Although the multi-modal approach achieves a high accuracy of 90% for

texture recognition, the system has a poor performance for cross-modalities between tactile and

vision sensor.

In [128], a MicroElectroMechanical System (MEMS) tactile array is used to classify objects in

a single grasp. The results indicate that random forest learning method achieves 90% accuracy

for classifying 11 objects grasped in different orientations. Although the sensor can perform well

for objects of different shapes, the classification accuracy for objects of similar shape is reduced

significantly. Moreover, the sensor is sensitive to electromagnetic field interference and has a

limited resolution.

A hybrid method is developed in [129] which utilises a camera and a tactile sensor to acquire

tactile information dynamically. Authors demonstrated the challenges in dynamic vision sensing

such as vibration and noise which requires advanced modelling techniques.

As reviewed in chapter 2, most of the vision-based tactile sensors focus on the force measure-

ment under stable and static conditions, i.e. without dynamic variation of the applied forces.
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However, in many applications including robotic grasping, applied forces may vary significantly

and a fast response is required to properly handle the grasped object. Even-though many VBM

instruments and hybrid techniques have been contributing significantly in the field of tactile

sensing, no attention has been paid to employ neuromorphic vision sensors in this field. For

the first time, in [130], a neuromorphic vision-based sensor is utilised to detect incipient slip

using Dynamic Vision Sensor (DVS) which provides a low latency with low power consumption.

It is demonstrated that the sensor can detect incipient slip in grasping applications with an

average of 44.1ms using traditional image processing methods. Although this sensor has shown

the potential use of neuromorphic vision sensors for tactile sensing, it is unable to provide force

measurements during the grasp. This thesis proposes a novel technique to estimate the contact

force in a grasp which adds a further functionality to cover a wider range of applications.

In this chapter, a novel approach is proposed to estimate the contact force by using a neuro-

morphic vision sensor. Two machine learning techniques are implemented to learn the contact

force measures from the triggered events. Furthermore, it is demonstrated that the objects with

different Young’s modulus can be classified after a grasp which allows the system to identify the

objects’ materials.

3.3 Neuromorphic Vision-Based Tactile Sensor

In chapter 2, neuromorphic vision sensors and their applications were presented. One of the well

known neuromorphic vision sensors is DVS (Dynamic Vision Sensor) which has a high temporal

resolution of few microseconds [60, 131], significantly faster than ordinary cameras. DVS is the

first neuromorphic camera (invented by iniVation AG) that was available to research community

from early stages. Recently, other manufacturers such as Samsung, Prophesee and CelePixel and

AIT Austrian Institute of Technology have been producing neuromorphic vision sensors which

are available commercially. In this thesis, DVS is chosen based on availability in the market and

the support provided by iniVation AG to research community.

This vision sensor captures intensity changes logarithmically at each pixel rather than captur-

ing the whole scene in a fixed interval. At each pixel, the intensity values are compared against

the latest intensity values to trigger events (Figure 2.4). If the intensity level is increased, an

event with a positive polarity (1) is triggered. In contrast, if the intensity level is decreased,

an event with a negative polarity (0) is fired. Each event is characterised by location (x,y),

timestamp and polarity. In this thesis, DAVIS 240C is utilised due to the availability of the

sensor for the research groups. DVS has a resolution of 240×180 pixels with a latency of 12
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microseconds for the mean of 20 events. The sensor streams positive and negative events with

a precise timestamp and pixel location (x, y). Moreover, DVS requires lower power (4-15mW)

and less memory compared to conventional cameras.

The threshold level of the events is a crucial parameter for filtering noise and changing the

sensitivity of the sensor. Several factors such as environment lighting, distance of the objects,

colour of the object and camera lens affect the optimal threshold of the sensor. In general, there

is a trade-off between the threshold level of events and the sensor sensitivity. A low threshold

results in the high sensitivity of the sensor as well as increasing the noise level of the scene.

In this thesis, the threshold level is tuned to reduce the background noise by trial and error.

The grasping procedure is repeated and the background noise is observed visually to ensure the

minimum noise with the certain threshold. Most of the noise events are triggered with a positive

polarity, and therefore, the threshold for positive events is defined higher than the threshold

for negative events. Since the experiments are performed in various environments, the tuning

process is repeated for each experimental setup to find an appropriate threshold level. In future

work, the sensor will be covered by a case with a fixed lighting condition to eliminate the effect of

external factors such as environmental lighting conditions on the sensor. Therefore, the tuning

process can be performed only one time to achieve the optimal results in different environments.

The relationship between the triggered events and intensity changes is logarithmic which is

formulated in [60]. Equation 3.1 presents the correlation of temporal contrast (TCON) and

photo-current (I). A threshold is considered for the temporal contrast to fire positive (higher

intensity) or negative (lower intensity) which can be modified to change the sensor sensitivity

and filter the noise.

TCON = d(ln(I(t)))
dt

(3.1)

To establish the neuromorphic vision-based tactile sensor, a semi-transparent silicone mem-

brane (light-conductive) is located between the object and gripper. When a force is applied on

the object, the silicone deforms due to the elasticity effect. Therefore, DVS captures the intensity

changes within the contact area and triggers both positive and negative events, as presented in

Figure 3.2. In this chapter, the silicone membrane is molded with dimension of 4.0×2.0×0.2cm

to cover the contact area between the gripper plane and the object. The dimension of silicone

is considered based on the gripper size which can be adapted for different grippers.

The silicone properties and depth of the membrane have a significant impact on the sensor

sensitivity and the range of force estimation. In fact, after a certain amount of increase in force,
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the silicone membrane reaches a saturation point where further increase of the applied force

does not deform the membrane considerably. Hence, the sensor can estimate a limited range of

force which depends on the silicone membrane properties which is a case for all the vision-based

tactile sensors with a elastic membrane. Figure 3.1 illustrates a diagram of the sensor including

transparent grippers, a semi-transparent silicone membrane, DVS, and the object.

Figure 3.1: Event-based tactile sensor diagram

3.4 Force Estimation

In this section, two novel methods are proposed for the contact force estimation. In section

3.4.1, principles of the sensor operations are described. Afterwards, the grasping procedure is

analysed in section 3.4.2. Then, Time-Delay Neural Networks (TDNN) and Gaussian Process

(GP) methods are proposed in section 3.4.3 and section 3.4.4 respectively.

3.4.1 Sensor Operation Principles

As mentioned in section 3.3, DVS fires either positive or negative events depending on the

intensity changes in the scene. Since the semi-transparent silicone membrane has an opaque

surface, the contact area is barely visible prior to the contact of an object to the membrane.

Due to the deformation of the silicone membrane, the visible part of the contact area becomes

larger by applying more force, and intensity of the contact area increases significantly. Also, the

intensity of the contact area is changed due to the reduction of distance between the contact
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area and DVS. Accordingly, an increase of the applied force triggers the negative events while a

decrease of the applied force triggers positive events. In this thesis, positive and negative events

are presented in green and red respectively.

Deformation of silicone under a pressure is highly non-linear which depends on the type and

size of the membrane as well as the range of the applied force. Other factors such as direction of

force, shape of the contact area and temperature can affect this relationship. Consequently, the

correlation between events and the contact force is highly non-linear considering the following

parameters: (i) The deformation of silicone[132]; (ii) The logarithmic relation between changes

in intensity and triggered events which is presented in Equation 3.1.

To visualise the correlation of triggered events to the contact force, events are accumulated over

time interval where the applied force increases significantly. Figure 3.2 represents the triggered

events and image of the contact area where the contact force is increased. Figure 3.2(a) and

3.2(c) are captured by active-pixel module of DVS to visualise the actual image of the contact

area for demonstration purpose only. In Figure 3.2(b), the triggered events are accumulated

over 40ms time window where the most regions of the contact area are covered by the events.

On right bottom of the contact region, a number of events are triggered due to the noise and a

slight displacement of the silicone membrane.

(a) (b) (c)

Figure 3.2: (a) Image of the contact area when a low amount of force is applied. (b) Accumu-
lation of events over a 40ms time window during a grip. (c) Image of the contact area when a
high amount of force is applied.

As observed in Figure 3.2, the proposed sensor captures the membrane deformation without

markers in the membrane. In fact, each pixel plays the marker role in the membrane by trig-

gering events to capture the deformation of membrane. In this chapter, the triggered events are

accumulated from the start of the experiment by ignoring spatial information. Therefore, each

frame just contains an integer number which presents the number of events that are triggered

up to the current timestamp.
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3.4.2 Grasping Procedure

The contact force estimation from DVS events can be approached as a time series regression

problem. A single grasp can be divided into three main phases: (i) Grasping phase; (ii) Holding

phase; (iii) Releasing phase. The contact force changes significantly in the grasping and releasing

phases while in the holding phase the force variation is related to the vibration.

At the first instance when the object touches the membrane, a lot of negative events are

triggered due to the intensity changes in all of the correspondent pixels of the contact area.

Therefore, a first touch is determined when the first significant number of negative events are

triggered. Once the contact is obtained, negative and positive events represent the changes in

the applied force and vibration of the object.

In the holding phase, the applied force varies due to vibration and noise which requires a

very high sensitivity to be detected. In this chapter, only the grasping and releasing phases are

considered where a significant number of events are triggered. Finally, in the releasing phase,

the applied force is decreased which leads to trigger positive events within the contact area.

Since the threshold level of positive and negative events are varied, the accumulation of events

for each polarity has a different peak. Therefore, the number of events and the contact force are

normalised (maximum normalisation) to demonstrate the events and the contact force in Figure

3.3.

Both number of events and the measured force are framed over time intervals. The framing

process helps to differentiate meaningful events and reduce the impact of noise over a longer

period. In this chapter, only grasping and releasing phases are taken into account since the

range of contact force is limited in the holding phase. In an ideal grip, the grasping phase must

include only negative events. However, the object vibrates slightly in a short amount of time

to reach stability which causes triggering the positive events. There is a trade-off between the

filtering of the unwanted events and the sensor sensitivity which can be adjusted by changing

the DVS threshold.

In Figure 3.3, the first peak in the negative events represents the first touch of the object and

the membrane. Since applying force to the object reduces the distance between the object and

camera, the intensity values of the pixels decrease dramatically. Therefore, a significant spike

is occurred in negative events during the grasping phase. In contrast, the intensity level of the

scene increases significantly during the releasing phase. Consequently, peaks of positive events

are expected during the releasing phase. The threshold of the positive events is lower than the

one of negative events which makes the sensor to have a higher sensitivity for the decrease of the



3.4. Force Estimation 39

0 161 350 700 861 1008

Time (ms)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

N
o

rm
a

lis
e

d
 V

a
lu

e

Measured Force

Positive Events

Negative EventsGrasping

Phase
Releasing PhaseHolding Phase

Figure 3.3: Normalised value of the applied force which is measured by a piezoresistive force
sensor (blue), normalised number of negative events (red) and normalised number of positive
events (green) in a single grasp.

contact force. In an ideal grasp, only negative events are expected to be triggered by applying

more amount of force. However, vibration and instability of the grasp result in triggering positive

events as well as negative events. The first significant spike in the releasing phase demonstrates

a loss in the contact area which leads to the object slippage. Noticeably, positive events have a

higher amplitude during the holding phase. The main reason of this phenomenon is that micro-

vibrations change the intensity of the contact area significantly while the force sensor with a

limited resolution cannot capture these vibrations. Moreover, the force readings are filtered to

eliminate the noise which affect the force sensor sensitivity.

To correlate the triggered events and the contact force, a robust time-series learning technique

is required to capture the non-linear relationship over a time. In this chapter, TDNN and GP

models are implemented to estimate force during the grasping phase and the releasing phase.

Both TDNN and GP models are designed to correlate inputs and outputs temporally which

make these methods suitable for the contact force estimation. Accordingly, the force values

are measured by a piezoresistive force sensor at each time interval to train and test the machine

learning methods. It should be noted that the measured force values are used to train the models

and the accumulation of triggered events are considered as the inputs to the models. In section

3.6, more details of the experimental setup are provided.
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3.4.3 Time Delay Neural Networks

As mentioned in Section 2.3, TDNN are powerful learning models for sequential data. In this

chapter, a variety of networks with different number of hidden layers and neurons are tested to

find the best architecture. As discussed in chapter 2, TDNN capture the short-term features due

to the delay nodes. Since the number of events are accumulated from the start of experiment,

the history of triggered events are presented in the current timestamp. Therefore, long-term

information is presented at each timestamp which will be captured by TDNN. It should be noted

that this method would result in vanishing gradient for very long sequences as the accumulation

of events will be significant.

The accumulation of positive and negative events are passed to the network separately to

identify decrease and increase of the contact force respectively. Since polarity of the events

indicates the direction of normal force variations, accumulation of positive and negative events

are considered as independent inputs (features) of the network. In this chapter, the input has a

dimension of 2×30 for two features of thirty timestamps. Furthermore, the input layer consists of

four nodes for each variable including one node for the current and three nodes for the previous

timestamps. Followed by the input layer, k fully-connected hidden layers with n neurons in each

layer are considered to capture the non-linear relationship between the events and the applied

force.

The sigmoid activation function is assigned to all hidden layers after some initial experimen-

tation. A variety of experiments are performed to find appropriate parameters for the model

to achieve a good performance. In section 3.7, a variety of network architectures are analysed

comprehensively to investigate the impact of the number of neurons and hidden layers on the

network performance. Figure 3.4 demonstrates the deep TDNN network for the force estimation.

Assuming the relationship between the input x(t) and output y(n) are mapped by the function

H in Equation 3.2. TDNN aims to define H by optimising the weights (Wij) of ith neuron in

input layer to the jth neuron of the hidden layer as well as biases (bj) of jth neuron in the hidden

layer where the number of delay nodes are denoted as l in Equation 3.3. The function of input

and output layers are denoted as netj and yn respectively. Finally, the output of the network is

defined as a function of weight matrix (Wij) and the activation function δ(x) = 1
1+e−x of input

in Equation 3.4. The equations are adapted from [133] based on the sigmoid activation function

and 3 delay nodes (l = 3).

y(n) = x(t+ 1) = H[x(t), x(t− 1), x(t− 2), x(t− 3)] (3.2)
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Figure 3.4: A deep TDNN model with a time delay of three nodes (21ms) to estimate force
from accumulative events.

netj =
l=3∑
l=0

Wij ×X(n− l) + bj (3.3)

y(n) =
∑
j

Wjf(netj) (3.4)

The networks are implemented in Matlab 2019 using neural networks toolbox. In this process, a

cost function is defined based on the error of the estimated force from events in comparison to the

measured force using a piezoresistive force sensor. To optimise the error of the network, the cost

function f(x) is assigned as the sum of squares of the non-linear error function F (x) (Equation

3.5) where x is the input of the network. One common approach to solve such a non-linear

minimisation problem is the Levenberg-Marquardt which is a combination of gradient decent

and Gauss-Newton methods (Equation 3.6). In [134], it is demonstrated that the Levenberg-

Marquardt optimisation technique converges faster than gradient decent with a similar accuracy.

The Levenberg-Marquardt method searches for a direction in order to decrease F (x) at each

iteration of back-propagation (see [135] for details of calculations). In Equation 3.6, the Jacobian

matrix and damping factor (non-negative scalars) are denoted as (J) and (λ) respectively and

iteration number is denoted by k subscript. The damping factor is considered as 0.01 which

is multiplied by an identity matrix (I) to vectorise the parameter. The Levenberg-Marquardt
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method searches the directions which is given by a solution (pk).

min(f(x)) =
∑
i=1

F 2
i (x) (3.5)

(J(xk)TJ(xk) + λkI)pk = −J(xk)TF (xk) (3.6)

3.4.4 Gaussian Process

As mentioned in section 3.3, the triggered events and intensity changes in the scene have a

logarithmic relationship. Additionally, the silicone membrane behaves non-linearly over different

contact forces. Therefore, the Automatic Relevance Determination (ARD) squared exponential

covariance kernel is considered to build a robust model in order to find a highly non-linear

correlation between events and the contact force.

The input of GP model consists of the accumulation of positive events, accumulation of negative

events and timestamps. In other words, the input has a dimension of 3×30 for three features

of thirty timestamps. Although the classical GP is not trained sequentially, the timestamps

information allows the model to correlate timestamps with the output. For simplicity, the GP

optimisation is formulated for two variables. During the training, GP aims to minimise the error

by introducing latent variables based on inputs x and desired outputs y. The inputs are the

triggered events that are captured from the sensor and the outputs is the estimated contact force.

Equation 3.7 presents simplified (for linear regression) version of GP where coefficients and error

are denoted as α and ε respectively. Both α and ε are calculated during the training time which

are used later for the inference. Equation 3.8 presents the kernel function where xi, xj are two

inputs, σf is the signal standard deviation, and θ represents a logarithmic function of standard

deviation of length (Equation 3.9) and standard deviation of signal (Equation 3.10)[136]. Each

predictor (m) can have a different length scale (σm) while m = 1, 2, · · · , d.

y = xTα+ ε (3.7)

k(xi, xj |θ) = σ2
fexp[

−1
2

d∑
m=1

(xim − xjm)
σ2
m

] (3.8)

θm = log(σm) (3.9)

θd+1 = log(σf ) (3.10)

The GP model is implemented in Matlab 2019 using statistics and machine learning toolbox.
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One of the most important hyper-parameters in a GP model is the length scale (σm) which

affects the model performance significantly. In order to optimise the length scale, a Bayesian

optimisation technique is performed over 10 iterations to find the best length scale. In the

Matlab implementation, the Bayesian optimisation update the procedure for changing the GP

model after each evaluation. Afterwards, the length scale with the best performance is selected

and replaced in the kernel function to train the GP model. Finally, the same kernel function

with the optimised length scale and trained hyper-parameters are used to infer the model on

new inputs.

3.5 Material Classification

Acquiring information about the object properties such as material, friction coefficient, stiffness

and weight facilitate the grasping process. In this chapter, a novel technique to classify ob-

jects’ materials using DVS events from the grasping and the releasing phases is proposed. In

contrast to the contact force estimation, the input for the classification model consists of two

non-sequential features (accumulation of positive and negative events) without consideration

of time-domain variability in the GP model. However, accumulation of events represents the

time-domain features in the inputs. Figure 3.5 illustrates accumulation of events for different

materials in a single grasp considering a similar range of applied force.

It can be observed that the accumulation of negative and positive events are distinguishable for

different stiffness in a similar range of the applied force. The objects and the silicone membrane

deform differently for each material during the grasping phase and the releasing phase. The

number of positive and negative events follow different patterns for each object. Other factors

such as background noise and shape of the contact area affect the number of events.

A Deep Neural Network (DNN) model is developed to classify materials considering the grasp-

ing and releasing phases. The network is designed in Matlab 2019 using neural networks toolbox

with the following configurations. The network consists of k fully-connected hidden layers and

n neurons in each layer. The sigmoid activation function is selected for all the layers after initial

experiments. Furthermore, a soft-max function is used in the output layer to classify different

materials. The Scaled Conjugate Gradient (SCG) back-propagation method is utilised to train

the network. Figure 3.6 demonstrates the architecture of the proposed network for the material

classification.



3.6. Experimental Setup and Data Collection 44

0 22 50 100 123 144

Timestamp

0

500

1000

1500

2000

2500

3000

A
c
c
o

m
u

la
ti
o

n
 o

f 
P

o
s
it
iv

e
 E

v
e

n
ts

Material 1

Material 2

Material 3

Material 4

Grasping

Phase

Holding

Phase

Releasing

Phase

(a)

0 23 50 100 123 144

Timestamp

0

0.5

1

1.5

2

2.5

3

3.5

4

A
c
c
u

m
u

la
ti
o

n
 o

f 
N

e
g

a
ti
v
e

 E
v
e

n
ts

104

Material1

Material2

Material3

Material4

Grasping

Phase

Holding

Phase
Releasing

Phase

(b)

Figure 3.5: Accumulation of events in a single grasp for four different materials with a similar
range of the contact force. (a) Accumulation of positive events. (b) Accumulation of negative
events.

3.6 Experimental Setup and Data Collection

The experiments are designed to grasp four objects with different Young’s modulus: (i) Foam;

(ii) Rubber; (iii) Silicone; (iv) Steel. All the objects are formed in the same hexagonal shape

and size (0.75×0.65×3.55cm). To increase the contrast with an opaque surface of the silicone

membrane, all the objects are coloured in black. Since the objects are in the same shape and

colour, the classification method only relies on the elasticity of the objects rather than the object

texture or colour.

In each experiment, each object is gripped and a constant pressure is applied to hold the object

for 700ms. Then, the gripper returns to the starting position to release the objects. The DVS

sensor is located in a distance of 5cm from the static finger to minimise the noise and capture

the changes in the contact area. A lens with 4.5mm focal length is mounted on the camera

which can be adjusted regarding the size of the objects. The linear horizontal field of view of the
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Figure 3.6: A DNN model for material classification

lens corresponds to 9.8cm in 10cm distance. In this setup, each pixel of the scene corresponds

to 0.04mm2 area on the silicone surface. On the dynamic finger, a piezoresistive force sensor

(FlexiForce-A201) is located to measure the contact force.

The gripper composes of one dynamic and one static plane. The dynamic plane is controlled

by a servo motor (AX-12A Dynamixel) using a micro-controller (Arduino) to control the gripper

acceleration and position. The force is applied to the object by the dynamic finger with an angle

of 15◦ with respect to the z-axis. Figure 3.7(a) demonstrates the experimental setup: The DVS

observes the contact area through a static finger of the gripper. Figure 3.7(b) illustrates the

contact area from the view of the DVS.

3.6.1 Force Sensor and Synchronization

A piezoresistive force sensor of FlexiForce A201 type is employed as a tactile sensor to validate

the proposed event-based sensor. The force sensor has a response time < 5µs, percentage error

±< 3%, hysteresis <4.5% of full scale and is adjusted to measure forces from 0N to 111N.

Moreover, experiments are performed for a range from 0N to 3.7N. This range is selected based

on the saturation of silicone deformation. The force sensor is covered by a silicone layer in order

to mimic the same friction coefficient on both sides of the objects.

A Light-Emitting Diode (LED) is used to synchronise the DVS camera and the force sensor.
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(a)

(b)

Figure 3.7: (a) The Experimental setup includes the piezoresistive force sensors, servo motor,
and two fingertips. (b) The image of the contact area from the DVS point of view.

In each experiment, the LED is turned on and after few milliseconds off prior to the grasp.

When the LED is turned off, the time is recorded by the micro controller to start recording

the force measurements. This time is also detected by the DVS by finding a significant spike of

negative events (LED OFF) in the scene. Afterwards, the artificial frames are constructed by

accumulation of positive and negative events during a 7ms window. Each experiment is divided

into the grasping phase (from the 1st frame to 22nd frame), the holding phase (from 23rd frame

to 122nd) and the releasing phase (from 123rd frame to 144th frame).

The measured force varies significantly due to the vibration and movement of the dynamic

finger. A median filter is applied to smoothen the force values and filter the noise. Figure 3.8
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illustrates the distribution of force across 48 experiments, captured along all 144 timestamps.
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Figure 3.8: Each row represents an experiment along 144 timestamps while the colour indicates
the contact force at each point. The dotted green lines show the signal clipping boundaries for
the grasping, holding and releasing phases

As shown in Figure 3.8, the contact force decreases dramatically during the releasing phase.

Since the force sensor is mounted on the dynamic plane and it is covered by a silicone layer, the

measured contact force is small but non-zero.

3.7 Results and Discussion

This section presents the results of the proposed sensor which are validated against the piezore-

sistive sensor. In section 3.7.1, force estimation results are shown for the two proposed machine

learning models: TDNN and GP. Section 3.7.2, presents results for the proposed DNN model

that classify materials in a grasp.

3.7.1 Force Estimation

This section presents and analyses the results of the proposed TDNN and GP for force estimation.

The most common approach to evaluate a machine learning method is to partition the data into

training and test subsets. The model design and hyper-parameters are tuned to achieve the

highest performance on the test set. The training set is given to the machine learning method

to find appropriate hyper-parameters in order to minimise the error. The test subset (unseen
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data) is not involved in the training process. A significant disadvantage of this approach is that

researchers changes the model design and hyper-parameters based on the assessment on the test

subset. Therefore, the test subset is indirectly involved in the design of the method which makes

a bias in this process.

Another approach is to divide the dataset into three different partitions (training, validation

and test). The validation set assists the training process to stop when the network accuracy does

not improve on the validation-set. This method reduces the time of the training process and

prevents the over-fitting of the network. Afterwards, the hyper-parameters are optimised on the

validation set. An appropriate machine learning model and kernels can be selected by considering

the method performance on the validation set. Finally, the test subset is only used to report the

performance of the network rather than finding the optimal model and hyper-parameters.

In this chapter, the data is divided into three subsets: 87.5% for training (forty-two exper-

iments), 10.4% for validation (five experiments) and 2.1% for test (one experiment). The five

experiments in the validation set are selected randomly from three different ranges of the contact

force to make sure that all possible values of the applied force are covered. Furthermore, an ex-

haustive leave-one-out cross-validation method is deployed to test each experiment individually

over 48 folds. The leave-one-out method provides a comprehensive evaluation by testing the

models on all of the experiments individually.

The TDNN error is calculated over all the folds (48 folds) and the average of Mean Squared

Error (MSE) is calculated to compare different network architectures. To find the optimal

architecture, the number of neurons and hidden layers are varied. All the network weights are

initialised randomly and biases are set to zero at the first place. The networks are trained

in parallel on a CPU with double precision (Corei7-8700 6cores) using the MATLAB neural

network toolbox. Table 3.1 demonstrates the average MSE over all folds for different number

of hidden layers (k) and neurons (n). The lowest validation error (0.15N) is achieved through a

k/n n=5 n=10 n=15 n=20 n=25 n=30 n=35 n=40
k=1 0.23 0.19 0.18 0.19 0.20 0.18 0.16 0.16
k=2 0.21 0.19 0.16 0.17 0.17 0.17 0.17 0.17
k=3 0.19 0.20 0.18 0.18 0.16 0.17 0.17 0.17
k=4 0.20 0.19 0.16 0.17 0.18 0.17 0.17 0.15
k=5 0.20 0.16 0.20 0.18 0.18 0.16 0.17 0.16

Table 3.1: Mean Squared Error of the estimated force(N) on the validation set where the lowest
error is highlighted in red.

network with 4 hidden layers and 40 nodes. Since the validation experiments are chosen from

three different ranges of the contact force, it is expected to achieve a generalised model for the

force estimation. Note that choosing different experiments for the validation partition changes
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the performance of the network. Table 3.2 presents the average MSE over 48 folds for the

sequences of the unseen experiments. The average MSE is highlighted for the proposed network

Table 3.2: Mean Squared Error of the estimated force(N) on the test set where the error of the
proposed network architecture is illustrated in red.

k/n n=5 n=10 n=15 n=20 n=25 n=30 n=35 n=40
k=1 0.16 0.24 0.15 0.22 0.19 0.16 0.24 0.15
k=2 0.17 0.16 0.16 0.16 0.17 0.18 0.15 0.35
k=3 0.18 0.18 0.16 0.17 0.16 0.16 0.16 0.16
k=4 0.18 0.17 0.16 0.16 0.16 0.17 0.19 0.16
k=5 0.18 0.16 0.24 0.17 0.20 0.15 0.24 0.18

architecture which is the second best accuracy overall. Similar performance of the network for

both validation and test partitions indicates a good generalisation of the network.

Figure 3.9 illustrates the multi-layer TDNN response (red) and the measured force (ground

truth) for an experiment tested on unseen data considering leave-one-out cross-validation method.

As it can be observed, the estimated force follows the measured force pattern with a high accuracy

during the grasping phase where the estimated force drops to a steady level. In the beginning

of the releasing phase, the object loses all of the contact area with the fingertip which leads to a

significant spike in number of triggered positive events. After this moment, a slight number of

events are fired which indicates environment noise. Therefore, the network recognises the frames

that the object is not in contact with the fingertip and it remains steady. Since the force sensor

is mounted on the dynamic plane of the gripper, the measured force is affected by noise due to

the motion of the gripper in the releasing phase. Moreover, the force sensor hysteresis adds a

further delay to the measured force over the time. Consequently, the amount of measured force

is decreasing slower over the time rather than a sharp drop at the first frame of the releasing

phase. To evaluate the proposed GP model, the same folds as TDNN are considered to allow
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Figure 3.9: Measured force and estimated force for the TDNN on the unseen experiment during
the grasping phase (a) and the releasing phase (b).
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the comparison of models. The Bayesian optimization is performed on each fold individually

over ten iterations to tune the hyper-parameters. Figure 3.10 illustrates the estimated force by

the GP model for the unseen experiment in one of the folds. The average MSE of 0.17N is
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Figure 3.10: Measured force and estimated force by GP model on the unseen experiment during
the grasping phase (a) and the releasing phase (b).

achieved through the time-series GP method. The response of this technique appears to be able

to estimate the force in the grasping phase with a high accuracy. In the releasing phase, the GP

response decreases with a slight slope compare to the measured force in this selected fold. Since

the number of triggered events are close to zero in the releasing phase, the GP method learns to

estimate the measured force by considering the force values as a function of time. Figure 3.11

illustrates the averaged MSE and standard deviation for the estimated force on the all folds at

each timestamp for both TDNN and GP.

(a) (b)

Figure 3.11: Average MSE of the estimated force are presented by red and blue lines at each
timestamp during the grasping phase (a) and the releasing phase (b). The standard deviation
of MSE is presented by a highlighted area over the average of MSE with boundaries of +STD
and -STD.
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The proposed TDNN achieved slightly higher accuracy than the GP model. The delay nodes

in TDNN enable the modelling of temporal coherence of the sequences through a time window.

As regards to Figure 3.11, both TDNN and GP methods identify the start of the the grasping

and the releasing phases faster than the tactile sensor due to the force sensor hysteresis and

experimental setup. The estimated force by TDNN drops rapidly to a low steady level, indicating

the low latency of this method. Interestingly, this phenomenon is evident through most of the

experiments. Figure 3.12 illustrates the same behaviour of the TDNN in a different fold.
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Figure 3.12: Responses of the estimated force and the measured force (groundtruth) considering
two different folds.

Both GP and TDNN are well-known machine learning techniques with a low computational

cost to model a highly non-linear relationship of inputs and outputs. Since TDNN has multi-

ple delay nodes, the short-term dependencies are captured by the network during the training

procedure. On the other hand, it is expected to have a higher error for GP method where

the short-term dependencies are significant as GP learns the time relationships for the whole

sequence.

Unlike the TDNN, the GP response shows a slight decrease during the releasing phase. Even

though the triggered events in this phase is close to zero, the GP model estimates the force as a

function of time. Therefore, the GP model has apparently a lower error than the TDNN where

the number of the triggered events are low. However, the actual contact force must drop rapidly

when the object releases. Since the force sensor is mounted on the moving gripper, the measured

force includes noises until the gripper stops. Moreover, the force sensor hysteresis leads to have

a considerable delay to measure the real contact force when the force varies significantly in a

short amount of time.

As presented in Figure 3.11, the MSE of TDNN is lower than the GP model in the grasping
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phase. Although the GP model has a better response for the last 8 timestamps whereas the

measured force are not correlated with the triggered events; this part of the releasing phase

represents only noise since the object is not in contact with the gripper.

The proposed neuromorphic vision-based sensor cannot be compared directly to the work

of other researchers, since this method is the first work that introduces the force estimation

and material classification using a neuromorphic camera (DVS). Even though marker-based and

reflective sensors have shown a high accuracy, the conventional camera sampling rate limits the

sensor performance. For example, in [117], a vision-based sensors with resolution of 0.05N for a

maximum range of 7N is presented where each frame takes 55ms to capture. Moreover, most of

the vision-based sensors evaluate the sensor accuracy in a structured environment by minimising

the vibration and noise. In this chapter, the proposed sensor is evaluated in the grasping and

releasing phases of a grasp which includes vibration, noise and uncertainty in measurements.

In this chapter, the proposed sensor is limited to a range of 0-3.7N for a grasp which can be

adjusted by changing the silicone membrane properties. A number of experiment are performed

by considering forces higher than 5N and the silicone membrane reaches the saturation point.

Clearly, applying more force on the silicone membrane does not trigger further events since the

silicon membrane stops to deform. This limitation is existed in all the vision-based techniques

that estimate force. The range of force can be modified by considering a silicone membrane with

different shape, size and properties.

3.7.2 Material Classification

The elasticity of the objects is one of the key factors in differentiating objects. The proposed

classification model classifies the objects with different Young’s modulus considering the grasping

and releasing phases. As mentioned in section 3.6, four objects with approximately the same

dimensions are tested over a wide range of forces. The number of experiments for each material

is denoted in the brackets: Foam (11 sequences), Rubber (9 sequences), Silicone (14 sequences),

and Steel (14 sequences).

Four experiments are chosen for the validation set and leave-one-out cross validation is im-

plemented to evaluate the classification network accuracy. Table 3.3 represents the accuracy

of the network for different numbers of hidden layers and nodes. The highest accuracy for the

validation set is achieved through two models with 30 nodes. A higher number of neurons and

hidden layers might lead to achieve a better result while increases the training and testing time

significantly. Therefore, the network with 2 hidden layers (k=2) and 30 neurons (n) is selected
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Table 3.3: Accuracy of the material classification on the validation data

k/n n=5 n=10 n=15 n=20 n=25 n=30
k=1 80.21 76.56 83.33 84.38 85.94 83.85
k=2 70.31 81.25 84.38 85.94 86.98 90.10
k=3 64.06 77.60 81.77 85.42 86.98 88.54
k=4 67.19 77.60 78.65 84.38 84.90 89.06
k=5 60.42 68.75 76.56 81.25 86.46 90.10
k=6 60.94 69.79 74.48 81.77 85.42 86.46

to classify materials.

Table 3.4 illustrates the accuracy of the proposed network on unseen experiments over 48 folds.

Table 3.4: Accuracy of the material classification model on the unseen data (test set)

k/n n=5 n=10 n=15 n=20 n=25 n=30
k=1 70.83 68.75 62.50 70.83 62.50 68.75
k=2 58.33 62.50 68.75 75.00 60.42 79.17
k=3 50.00 58.33 56.25 72.92 72.92 77.08
k=4 60.42 58.33 72.92 68.75 60.42 75.00
k=5 50.00 45.83 54.17 62.50 68.75 72.92
k=6 39.58 58.33 66.67 58.33 70.83 75.00

The highest accuracy (79.17%) stands for the proposed network. Figure 3.13 demonstrates

the confusion matrix for these experiments considering leave-one-out cross-validation method.

As observed in Figure 3.13, the rigid material (Steel) has the highest accuracy with only one

error over all folds. The classification of soft materials with a closer Young’s modulus is a more

challenging process. The results indicate an average accuracy of 73.3% for Foam, Rubber and

Silicone.

As mentioned in chapter 2, many approaches consider multiple force sensors to classify mate-

rials and objects. To compare the proposed sensor accuracy against the piezoresistive sensor, a

neural network is trained on the piezoresistive sensor readings. The force readings are considered

as the input to the network to predict materials after a single grasp. The best network indicates

an accuracy of 50% on the unseen data which is 29.17% lower than the accuracy of the proposed

neuromorphic sensor. The main reasons of this phenomenon are the dimension of the inputs

(one dimension for the force readings) and lack of history information at each timestamp. In

[29], an average accuracy of 95% is reported for classifying eight surfaces of different texture and

material including carpet, wood, tile and sponge. The sensor includes strain gauges and PVDF

sensors embedded in the fingertip. Although the sensor achieves a high accuracy, the materials

have a different texture which provides additional information for material classification.
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3.8 Conclusion

In this chapter, a novel neuromorphic vision-based tactile sensor was proposed to estimate the

contact force and classify four materials in a grasp. The main contributions of this chapter are:

• Design of a novel neuromorphic vision-based tactile sensor

• Development of TDNN and GP to estimate the contact force for objects with the same

shape and size using spatial features

• Development of DNN to classify materials in a grasp using spatial features

A deep TDNN model with time delay of 3 nodes, four fully-connected hidden layers, and 40

neurons at each layer was developed to estimate force measurements. The TDNN estimates the

contact force with the averaged MSE of 0.16N during the grasping and the releasing phases of an

unseen grip. Moreover, a time-series GP model was developed which achieves the averaged MSE

of 0.17N. The results indicate a promising relation between the triggered events and the contact

force variation, especially if one takes into account that the source of the estimated errors may

come from the hysteresis of the piezoresistive force sensor that was used to provide the ground

truth. In addition, the proposed TDNN solution for the event-based force estimation seems to
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have a much lower hysteresis than the piezoresistive force sensor, despite the fact that it has

been trained using data from the force sensor.

Forty-eight experiments are performed on four different materials with a similar dimension

and different Young’s modulus. A multi-layer neural network is suggested to classify materials

in a single grasp using events only. The proposed network achieves a accuracy of 79.17% on

completely unseen experiments, almost 30% higher accuracy compared to the network trained

on piezoresistive sensor.

The spatial information of the events are not considered in this chapter. This approach reduces

the computational cost by eliminating spatial information. Accordingly, the networks model the

contact force with a few features which results in a decrease in accuracy. In chapter 4, a novel

technique is proposed that uses the spatial information of events for estimating the contact force.



Chapter 4

Spatio-temporal Neuromorphic

Tactile Sensing

4.1 Introduction

In chapter 3, a neuromorphic vision-based tactile sensor was proposed to estimate the contact

force for objects with the same size during the grasping and releasing phases using Time Delay

Neural Network (TDNN), Gaussian Process (GP), and Deep Neural Networks (DNN). However,

objects with different size have a variant contact area with the silicone membrane which requires

a complex dynamic method to relate events and force measurements at each timestamp.

To overcome limitations of the sensor for variant object sizes, a novel technique is proposed

in this chapter to estimate the contact force based on spatio-temporal event data by providing

memory to the sensor using different Long-Short Term Memory (LSTM) architectures. The

main contributions of this chapter are: (i) A novel neuromorphic tactile sensor for objects with

a different size;(ii) Development of LSTM-based networks to estimate the contact force using

spatio-temporal features.

This chapter is organized as follows. Related work is reviewed in section 4.2. The proposed

neuromorphic vision-based tactile sensor is described in section 4.3. Recurrent deep learning

methods for the force estimation are proposed in section 4.4. The validation process and results

are discussed in section 4.5 and section 4.6 respectively. Finally, conclusions and future work

are presented in section 4.7.

56
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4.2 Related Work

In chapter 3, the vision-based tactile sensors are reviewed by considering different categories of

the elastomer in the sensor and multi-modalities. In this section, a closer review in vision-based

sensor is provided to highlight machine learning and image processing techniques.

Recent vision-based sensors attempt to utilise advanced computer vision and machine learning

techniques to increase the sensor capabilities. For instance, a multi-task vision-based tactile

sensor (GelSight) is developed to estimate the contact force and detect object slippage [137] using

Convolutional Neural Networks (CNN). A pretrained CNN network (VGG-16) on ImageNet

is used for transfer learning in order to estimate 3D force vector and torque over the z-axis.

However, the results indicate that CNN networks cannot be generalised well on GelSight images

as different contact geometries generate various features in images for similar amount of force.

In [138], Finite Element Model (FEM) is taken into account to generate groundtruth for the

contact force distribution. Afterwards, an optical-flow-based tracking algorithm is considered

to create a feature vector which is correlated to the 3D reconstruction of the contact force by

neural networks with very high accuracy for an object with the same size and shape. Initially,

optical flow features are extracted from the contact area. Afterwards, the extracted features are

fed as inputs into a non-sequential deep neural network model to estimate the contact force.

Although the optical flow features are utilised for training of the network, still the network is

not sequential and cannot relate force features continuously in a dynamic manner. Conversely,

an inverse Finite Element Model (iFEM) is considered in [121] to reconstruct the contact force

distribution in three dimensions. However, the experiments are performed with a single object

of known geometry and the normal contact force is limited between 3-4N.

In addition to different algorithms and techniques in the vision-based tactile sensing, other

factors such as fingertip material and pins design affect the sensing performance significantly.

Ward-Cherrier et al. [53] designed a wide range of bio-inspired and 3D-printed fingertips (Tac-

Tip) with various specifications to localise objects with less than 0.2mm error based on pins

displacements. The experiments on different fingertips show that the pins specifications have a

significant impact on the tracking algorithm and the sensor accuracy.

In other work [139], a sequential network is utilised to estimate object hardness independent

from shape using GelSight. The sequences of images are captured in the loading phase and

subtracted from the first frame. Then, a CNNLSTM network (spatio-temporal) is trained on

sequences of subtracted images by considering the loading phase only. The dynamic network pro-

vides capability to the sensor to deal with shape-independent objects for the hardness estimation
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after a complete loading phase. Even though the changes in intensity obtained by subtracting

frames, still conventional cameras suffer from low sampling rate as well as low dynamic range

which limits the sensor performance.

Neuromorphic vision-based tactile sensing is relatively a new research field which aims to utilise

event-based cameras to acquire physical properties in the contact area. In the earliest work [130],

a novel method is proposed to employ a neuromorphic camera (DVS) in order to detect incipient

slippage using traditional image processing techniques. Similarly, a neuromorphic tactile sensor is

proposed in [140] to detect fast phenomena such as object slippage with high temporal resolution

of 500µs by accumulating events without consideration of spatial information.

Following my work in chapter 3, a considerable attention has been paid to neuromorphic vision-

based tactile sensors by researchers in 2020. For example, a contact-level classifier is developed in

[141] to classify objects size and the contact force range. Authors considered a similar approach

to chapter 3 by accumulating the events for the classification task. Afterwards, Support Vector

Machine (SVM) and K-Nearest Neighbors (KNN) machine learning methods are implemented

sequentially while both achieve approximately 89% accuracy for the object size classification.

Moreover, a feature based slip detection is proposed in [142] by using Harris detector. The

spatial features such as corners and edges are extracted in each event-frame. Afterwards, the

features of each frame are compared to the previous frames to validate the detection. In other

work [143], a new model of TacTip sensors (NeuroTac) is proposed which combines pin-based

membranes and neuromorphic vision sensors to classify objects’ texture with KNN learning

method. The results show that spatio-temporal coding of events improves the texture classifica-

tion by more than 7% compared to spatial features only. Table 4.1 summarises specifications of

vision-based tactile sensors in the literature for different applications.

Remarkable progress has been made in vision-based tactile sensors in terms of accuracy and

resolution. Nevertheless, most of the aforementioned research in literature considers a machine

learning approach without sequential layers for the measurements. Therefore, the sensor ignores

the history of measurements to estimate the current values. CNN-based methods like [137],

have shown deficiency of static network performance for objects with different geometry while

sequential networks in [139] can handle different shapes. Even though silicone material provides

a physical memory to the system, non-sequential networks suffer from time-related variables.

In contrast, the dynamic (sequential) networks adapt the measurements based on the previous

observed part of the sequences. For instance, a large and a small bolt have different contact

areas with the same contact force. Therefore, the static networks cannot adopt the measurements

based on CNN features only, while sequential networks take into account the object size in early
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Table 4.1: Comparison of state-of-the-art vision-based tactile sensor where σ represents standard
deviation). The resolution of 3D force sensors are considered for the z-axis (normal force)
measurements only.

Ref Camera Purpose Method Specifications

[138] Frame-based Force Distribution Optical Flow DNN
•Precise 3D force distribution
•Resolution of 0.003N (MSE)
•Size-dependent

[137] Frame-based Force Measurement CNN Transfer Learning
•3D force estimation
•Resolution of 1.44N (MSE)
•non-sequential network

[139] Frame-based Hardness Estimation CNNLSTM
•Various objects shape
•Only grasping phase
•sequential network

[121] Frame-based Force Distribution Marker Tracking
•Range of 3-4N
•σ =0.322N for normal force
•Spatial-temporal image processing

[130] DVS Incipient Slip Detection Morphological Operations
•Latency of 44.1ms
•Shape and material independent
•Traditional image processing

[140] DVS Incipient Slip Detection Image Analysis
•Slip detection
•Event-framing over 500µs
•Orientation estimation

Chapter 3 [144] DVS Force Estimation TDNN and GP
•Logical latency 21ms
•Resolution of 0.16N (MSE)
•Various materials

This chapter [145] DVS Force Estimation LSTM-Based Networks
•logical latency of 10ms
•Resolution of 0.064N (MSE)
•Spatio-temporal event data

stages and adopt measurements continuously.

4.3 Spatio-Temporal Force Estimation

In this chapter, a novel technique is proposed to estimate the contact force for objects with

different size. The pipeline of the proposed dynamic-vision-based tactile sensing is demonstrated

in Figure 4.1, where a neuromorphic camera (DVS) is employed to capture events. Firstly,

sequential frames are constructed from events. Afterwards, the constructed frames are processed

by Recurrent Neural Network (RNN) to estimate the contact force dynamically. Each stage of

the proposed framework is discussed in the following sections.

4.3.1 Construct Frames

The output of DVS is a stream of events, each characterised by position, timestamp and polarity

(xk, yk, τk, pk) where k is a counter for events and pk represents polarity of the pixel. Polarity is

defined in a binary format which be either 0 or 1 for negative and positive polarities respectively

,as show in Figure 4.1. In Chapter 3 [144], the events are accumulated over time without

consideration of position information for events to estimate the contact force. In this chapter,

an event framing technique is considered with spatial information of events to create sequential

frames.
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Figure 4.1: Schematic diagram of the proposed dynamic sensor for the continuous force mea-
surements in a grasp.

To process events as a group, events are accumulated within a time window (T ). A larger

time window increases the number of visible events within a frame. Consequently, each frame

has a considerable number of features. On the other hand, a short time window decreases the

sensor latency while providing few events at each frame. The window size must be chosen by

considering the application speed, the sensor latency and the object size. In this thesis, the

window size is selected as 7ms and 10ms for the chapter 3 and 4-5 respectively. This range of

time window provides a lower latency against the conventional cameras while making sure that

enough events are triggered at each frame for the grasping task. Furthermore, decreasing the

window size results in generation of redundant frames which increases the memory requirements

of the system. Positive and negative polarities (p) represent a reduction or increase in the

contact force respectively. Therefore, the accumulation of events are performed separately over

two channels. Adapted from [71], the framing process is formulated in Equation (4.1), where

Xt represents histogram of events in three dimensions for location of each pixel and polarity

p = {0, 1} , Kronecker delta function (Equation 4.2) and rectangle function (Equation 4.3) are

denoted as δ and Π respectively. Timestamp of each event is represented as τk where k indicates

the event number.

Xt(x, y, p) =
∑
∀k

Π
(τk
T
− 0.5− t

)
δxxk

δyyk
δppk

(4.1)
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δij =


0 if i 6= j

1 if i=j
(4.2)

Π(x) =


0 for |x| > 1

2

1
2 for |x| = 1

2

1 for |x| < 1
2

(4.3)

Each experiment is converted to a number of sequential frames (images) each of which represents

intensity changes within a time window. The experiments are slightly varied in the length and

empty frames are added to equalise the number of frames per experiment.

4.4 Dynamic Force Estimation

A dynamic sensor captures changes in measurements rather than their absolute values. Similarly,

DVS records intensity changes and the history of each pixel is required to relate the force

measurements to the triggered events at each frame. Therefore, RNNs are an appropriate method

to estimate the contact force based on history of frames over time. The main advantage of RNNs

is an internal state that enables the network to capture sequential dependencies between variables

over time. The major problem of basic RNN is the vanishing gradient when the network fails

to learn long dependencies and the gradient decent stops to converge. In a grasp, the current

contact force values can be estimated by looking at the history of the contact force. Since DVS

captures the dynamics of the scene, the long-term dependencies will have a direct impact on

the sensor performance.To solve this problem, Long-Short Term Memory (LSTM) and Gated

Recurrent Units (GRU) are proposed to control memory states [99]. In this chapter, three

architectures are proposed by combining LSTM layers with convolutional and dense layers to

estimate the contact force.

4.4.1 Long Short-Term Memory Units

LSTM networks have made a significant breakthrough in time-series applications such as speech

recognition and action recognition. A typical LSTM unit includes input gate, forget gate and

output gate which allows the network to forget unnecessary dependencies to prevent vanishing

gradients. Suppose that Xt is the input (image) of the contact area to the LSTM unit and ct is

a memory cell that accumulates states at each time.
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For every timestamp, input or update gates it will be activated and control the forget gate

(ft). Then, the forget gate decides the remaining images in the memory cell (ct). Afterwards,

the output gate (ot) controls the use of images from the final state of LSTM (ht). The forget gate

and final state of the LSTM cell is initialised as zero for the first step. The controlling process

of multiple gates allows the LSTM unit to be robust against the vanishing gradient problem to

capture dependencies between the contact force and constructed frames. The main equations of

an LSTM unit are presented in Equation.(4.4) where sig is the activation function and Hadamard

product is denoted as ◦. Two matrices for inputs weights and recurrent connections are presented

as W and U respectively. The initial value of c and h are defined as zero for the first step.

ft = sig(WfXt + Ufht−1 + bf ) (4.4a)

it = sig(WiXt + Uiht−1 + bi) (4.4b)

ot = sig(W0Xt + U0ht−1 + bo) (4.4c)

ct = ft ◦ ct−1 + it ◦ sig(WcXt + Ucht−1 + bc) (4.4d)

ht = ot ◦ sig(ct) (4.4e)

The subscripts of the weight matrices indicate the input gate i, the forget gate f , the mem-

ory cell c or the output gate o while biases for each gate are presented by the gate subscript

b. Often, LSTM gate’s activation functions are considered to be either sigmoid or hyperbolic

tangent function. All gates, including forget Equation (4.4a), input Equation (4.4b), output

gates Equation (4.4c) and memory cell Equation (4.4d) are dot-products of the weights matrices

with hidden states. In fact, LSTM cells operate on vectors and disregard spatial information of

inputs and hidden states.

A single LSTM unit is sufficient for basic applications whereas the input and output rela-

tionships are not highly non-linear. However, applications with a high degree of non-linearity

require further learnable parameters and multiple hidden layers to model behaviour of variables.

Stacking LSTM units adds further learnable parameters and enables the network to model very

complex relationships between the triggered events and the contact force with consideration of

the silicone deformation. The optimal number of hidden layers and LSTM cells requires to be

tuned by trial and error.
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4.4.2 Convolutional Long-Short Term Memory Layers

Convolutional LSTM (ConvLSTM) networks are relatively new modified versions of LSTMs

that can capture spatial-temporal dependencies. ConvLSTM is proposed in [146] to forecast

weather conditions where the spatial-temporal dependencies are significantly important. The

main difference of ConvLSTM layers is to replace multiplication operations with convolution

denoted as (*) for controlling the gates as shown in Equation (4.5).

ft = sig(Wf ∗Xt + Uf ∗ ht−1 + bf ) (4.5a)

it = sig(Wi ∗Xt + Ui ∗ ht−1 + bi) (4.5b)

ot = sig(W0 ∗Xt + U0 ∗ ht−1 + b0) (4.5c)

ct = ft ◦ ct−1 + it ◦ sig(Wc ∗Xt + Uc ∗ ht−1 + bc) (4.5d)

ht = ot ◦ sig(ct) (4.5e)

Opposed to LSTM layers, ConvLSTM layers maintain both spatial and temporal information

of each frame. Due to the non-linearity of silicone material, spatial and temporal event data

need to be taken into account for estimation of the contact force during different phases.

4.4.3 Convolutional Layers with LSTM

Convolutional Neural Networks (CNNs) are designed to extract both spatial and temporal event

data in the image by applying convolution operations of filters in a certain window size. CNN

networks have achieved significant success in different applications such as AlexNet [88] for

image classification task which made CNNs a gold standard in modern computer vision. In

addition, time-dependent applications such as video classification consider an architecture with

combination of CNNs and RNNs architectures [147]. As triggered events are accumulated in a

frame, CNNs are used to extract features of each frame to correlate accumulation of events with

force values. Afterwards, the output of CNN layers requires to be correlated with force over

time. Therefore, LSTM layers are considered after CNN layers to provide temporal memory for

the extracted features (CNNLSTM). In the final layers, the output of LSTM is connected to the

dense layers to estimate the contact force dynamically for objects with different sizes.

The main difference between CNNLSTM and ConvLSTM architectures is the order of per-
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forming convolution operations on the constructed frames. In CNNLSTM, convolution operation

applies on the frames to extract features which is followed by LSTM units to model extracted

features temporally over time. However, ConvLSTM operates convolution inside the LSTM

gates which maintains both spatial and temporal information of the constructed frames.

4.5 Experiments

This section presents detailed information of the experimental setup, the pre-processing stage

and the networks’ implementation.

4.5.1 Experimental Setup

Similar to chapter 3, the experimental setup includes an ATI F/T sensor (Nano17), a DVS

sensor, and a Transparent 3D printed plane (static plane) for the Baxter robot which is covered

by a silicone layer as shown in Figure 4.2.

Figure 4.2: Experimental setup to perform experiments using Force/Torque (F/T) sensor and
DVS on the Baxter parallel gripper.

The primary differences of experimental setups between this chapter and chapter 3 are sum-

marised in Table 4.2. The object is centered to the the plane to grasp different objects with the

same center of contact area on the silicone.

For each experiment, the gripper is calibrated first and the same process of closing and opening

the grippers are followed. Although the experiments are performed with the same configuration,
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Table 4.2: Comparison of experimental setup parameters between this chapter and chapter 3

Parameters Chapter 3 This Chapter
Object Material 4 materials 1 material
Object Size 1 size 3 sizes
Force Sensor FlexiForce-A201 ATI Nano17
Maximum Force 3.7N 3.12N
Maximum Length 1008ms 410ms
Time Window 7ms 10ms
Gripper PhantomX Parallel Baxter

the contact force values and experiments duration are slightly varied due to the silicone elas-

ticity, controller delay, and measurement uncertainty. As the sensor estimates the contact force

continuously, each experiment is divided into the grasping, holding and releasing phases as can

be seen by a visual summary of the experiments in (Figure 4.3). Thirty-five experiments are

performed on three bolts with size of 8mm,12mm and 16mm.

In each experiment, the contact force starts from zero and reaches the maximum of 3.12N

during the holding phase. The releasing phase is highly non-uniform across experiments due to

the elasticity of the silicone membrane.
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Figure 4.3: Each row shows one experiment over time. The colour represents the force values
(N) from low contact force (blue), medium contact force (white), and high contact force (red).
The green dotted lines differentiate between the grasping, holding and releasing phases.
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4.5.2 Pre-processing

The framing process accumulates events in two different channels, as described in section 4.3.

The time window is selected as T=10ms, which ensures that sufficient number of events are

accumulated in frames. Furthermore, the frames are cropped based on the largest contact object

contact area from 240×180 to 115×115 to reduce the memory requirements. The thresholds

of positive and negative polarity are tuned to reduce noise levels. The maximum number of

accumulated positive and negative polarity events across all experiments are considered in all

experiments to avoid saturation in the constructed frames, i.e. their pixel values do not exceed

the maximum 8-bit range. Thus, a weight function is applied to normalise the value of each

pixel in two channels. Since the implementation of RNN requires a fixed length of sequences,

the latter is derived by the longest experiment (410ms, 41 timestamps) and other experiments

are zero-padded to this length.

4.5.3 Neural Network Implementation

The proposed networks are tuned based on trial and error considering various hyper-parameters

including number of hidden layers, filters and dropout rate. The networks are designed in

python with Keras framework [148] and trained on a NVIDIA GTX 1080 Graphical Processing

Unit (GPU). LSTM cells are initialised with random orthogonal matrices which improves the

robustness of LSTM layers to prevent vanishing gradient [149]. The loss function is considered

as the Mean Squared Error (MSE) which penalise the error for higher force values.

Adam optimiser has shown efficient converge to optimise neurons’ weight efficiently in terms of

memory and speed [150]. Furthermore, Adam is appropriate for sparse and noisy data which is

considered in this chapter with learning rate of 0.001. Also, Adam coefficients of moving average

(beta1 and beta2) are set to 0.9 and 0.999 respectively.

The number of layers and network hyper-parameters are chosen by trial and error. The frames

represent events over a short period of time which reduce the number of features in each frame.

Additionally, each event in the frame is related to the contact force directly. As the objects

have a flat surface, the number of filters are retained minimal to reduce the number of hyper-

parameters. Therefore, convolutional layers are designed with three filters in size of 3×3 and

zero padding in each layer. Furthermore, drop out layers are used in the first three layers with

rate of 0.4 to prevent over-fitting on the training set.

The data is split into three sets of training (31 sequences), validation (3 sequences), and test
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(1 sequence) sets. The data collection process is time-consuming and costly since the objects are

required to be placed manually in the setup. Therefore, a limited number of experiments are

performed to validate the proposed sensor. To generalise this solution, other techniques such

as data augmentation (Chapter 5) and simulations can be considered to increase the volume

of the data. Since the experiments are limited in this chapter, leave-one-out cross-validation

method is implemented to evaluate the sensor performance. This cross-validation technique is

an exhaustive case of K-fold technique where K is equal to the total number of experiment (35

folds in this chapter). Consequently, 35 different models are trained by leaving one example

for the test in each fold for the testing purpose. The final results are achieved by taking an

average of the networks accuracy for all folds. In addition, the training process is controlled

by early stopping technique by considering 20 iterations after the last improvement of network

accuracy on the validation set. This process prevents the over-fitting problem by stopping the

training process. To select the validation set, a random experiment is picked up from each size

to ensure all object sizes are included. Therefore, the evaluation metric on the validation set is

representative for all the object sizes to prevent a bias towards a specific object size during the

training process.

4.6 Results and Discussion

The validation set is only used to tune hyper-parameters and select the optimal architecture.

Specifically, the average of Mean Squared Error (MSE) over all folds is calculated on validation

set to select the best hyper-parameters for each architecture. Figure 4.4(a) illustrates the average

MSE over all folds for the validation set considering a range of 1 to 7 hidden layers. The minimum

MSE is achieved with 4 hidden layers for ConvLSTM and CNNLSTM while LSTM network

reaches the best performance with 6 hidden layers excluding the dense layers. The models’

run-time is approximately 0.12 sec which can be further reduced with the speed optimisation

frameworks such as TensorRT. In average, the training time for a model takes 45 mins considering

ConvLSTM architecture and 35 experiments. The training time depends on GPU model, number

of experiments, and deep learning framework (Keras). Figure 4.4(b) presents the networks’

architectures and configurations including dropout layers for the three dynamic methods.

After selecting a model with the lowest MSE for each architecture, average of MSE on a

test set is calculated for evaluation purposes. Similar to [138], only non-zero measurements are

considered to provide a realistic assessment of the sensor. Finally, the same experiments are

used to train a TDNN network to compare the proposed methods with the previous chapter 3).
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Figure 4.4: (a) Average MSE of Validation over all folds by varying number of hidden layers from
1 to 7 for ConvLSTM (Blue), LSTM(Red) and CNNLSTM (Orange). (b) Network architectures
and configurations for ConvLSTM, CNNLSTM and LSTM.

Table4.3 presents the average of Mean Absolute Error (MAE) and Mean Squared Error (MSE)

over all the folds where the standard deviation is denoted as σ.

Although ConvLSTM validation error is higher than other models, this architecture generalises

better for the test set and achieves the highest accuracy considering all the phases. Figure
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Table 4.3: Average error of the estimated force and standard deviation (σ) for the test set.

Network/Errors MAE(σ) MSE(σ)
TDNN 0.398(0.410) 0.345(0.713)
LSTM 0.301(0.234) 0.160(0.261)

CNNLSTM 0.291(0.234) 0.157(0.259)
ConvLSTM 0.278(0.225) 0.145(0.237)

4.5(a) demonstrates the average of the estimated force and groundtruth over all folds during the

grasping, holding and releasing phases Figure 4.5(b) demonstrates the estimated force values

against the groundruth for different phases.
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Figure 4.5: (a) Average of the estimated force and groundtruth for three phases over all folds.
The highlighted area presents the standard deviation of values. (b) The scatter plot for estimated
force is presented in the grasping (blue), holding (red) and releasing (green) phases against the
groundtruth (black line).

The deformation of silicone material in different phases is highly non-linear due to the changes

in the contact force and object size. Most of studies in literature (see Table 4.1) consider only

the loading phase to eliminate the impact of silicone elasticity from the measurement. Table 4.4

presents the average of MSE and standard deviation of error for each phase considering all folds.

Table 4.4: Average of MSE (N) and standard deviation (σ) of the estimated force over all folds
for unseen experiments.

Phase Grasping Holding Releasing
Methods MSE σ MSE σ MSE σ

TDNN 0.309 0.572 0.190 0.426 0.490 0.425
LSTM 0.065 0.053 0.092 0.065 0.537 0.407
CNNLSTM 0.063 0.051 0.088 0.064 0.527 0.386
ConvLSTM 0.064 0.055 0.082 0.063 0.485 0.372

The results indicate that the proposed approach for force estimation is very promising for

the grasping phase where all three LSTM-based networks achieve similar results. Due to the
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Table 4.5: Comparison of Dynamic Time Warping Distance (DW ) and Bhattacharyya Distance
(DB) for three different networks’ architectures.

Phase Grasping Holding Releasing
Methods DB DW DB DW DB DW

LSTM 0.102 1.711 2.278 3.811 0.622 2.282
CNNLSTM 0.009 1.642 2.483 3.588 0.061 2.204
ConvLSTM 0.009 1.678 1.175 3.258 0.055 2.346

elasticity of the silicone membrane and vibrations, errors tend to be more significant during

the holding and releasing phases. Also, the difference between accuracy of different network

architectures increases continuously towards the end of releasing phase.

Furthermore, non-linearity of the silicone behaviour creates a variable time lag between the

F/T sensor and the proposed sensor. In order to investigate this problem, we perform Dynamic

Time Warping (DTW) and calculate the distance between the estimated force and groundtruth

in different phases. To measure similarity of distributions between the estimated force and the

F/T sensor, Bhattacharyya distance is considered for each phase of the grasp. Table 4.5 presents

average of Bhattacharyya distance (DB) and DTW distance (DW ) over all folds for each phase

of the grasp. Nevertheless, a slight time lag in the estimation leads to have a similar MSE in

the holding phase for both CNNLSTM and CONVLSTM.

As presented in Table 4.5, both CNNLSTM and ConvLSTM achieve similar results considering

DTW and Bhattacharyya distance in the grasping phase. However, ConvLSTM achieves signifi-

cantly lower DB during the holding phase. LSTM cells in CNNLSTM architecture perform on a

vector which results in loss of spatial-temporal information while Convolutional LSTM (ConvL-

STM) networks are more robust by keeping the input dimension inside LSTM layers. The low

values of DW and DB for ConvLSTM in the holding phase indicate that it follows the contact

force variations, caused by vibrations, better than other networks.

In Figure 4.6, the estimated force and groundtruth for different sizes of bolts are illustrated.

The ConvLSTM network achieves the highest accuracy for small objects while CNNLSTM per-

forms better predictions for medium and large objects. The main reasons for various errors are

limitation of data, random selection of experiments for the validation set, and non-linearity of

silicone behaviour considering a larger contact area. The experimental setup is uncontrolled

to evaluate the proposed method for practical applications. The experiment lengths are varied

slightly for different objects due to the elasticity of the silicone membrane. Therefore, a slight dif-

ference in the contact force measurements distribution is recognisable in the experiments which

affect accuracy of the network for different objects.
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Figure 4.6: The green line shows average of MSE for ConvLSTM and CNNLSTM networks
approximately. The red line illustrates the average of MSE for LSTM network.

As demonstrated in Table 4.1, the majority of the vision-based tactile sensors utilise static

(without memory) DNNs without considering history of events in the contact area. In [138],

Deep Neural Network (DNN) is employed with optical flow inputs to estimate the contact force.

The reported results (RMSE=3mN) are obtained in a controlled environment, where force values

are obtained after the stabilization of a single object (intender). When a static DNN, such as the

CNN-based transfer learning approach in [137] is applied in a variety of objects iwth different

sizes during the grasping phase, errors are much higher (RMSE=1.2N).

In contrast, we proposed a dynamic approach to estimate the contact force continuously for

objects with different sizes. Our approach provides a memory to the sensor in order to learn

objects geometry at early stage of the grasping phase and adopt the contact force estimation

during different phases. In the grasping phase, the proposed sensor achieves MSE=0.064N, com-

parable to state-of-the-art VBM sensors (Table 4.1), for objects with different sizes. In addition,

MSE of 0.082N is achieved during the holding phase where the object vibration is inevitable. It

should be noted that the holding phase has not been considered by other aforementioned VBM

methods.

Furthermore, we trained a new network (ConvLSTM 4 hidden layers) with small and large size

objects and validated it on the experiments with the medium object. Twenty-eight experiments

of large and small objects are used for training while twelve experiments of the medium size are

considered for validation and testing (six for validation and six for the test set). The results

indicate MSE of 0.159N and MAE of 0.385N on the test set during the all three phases. As

expected, the error is higher but still acceptable when the sensor is used on objects with sizes



4.7. Conclusion 72

different from the ones used for training.

4.7 Conclusion

In this chapter, a novel methodology is proposed to estimate the contact force dynamically con-

sidering spatio-temporal event data. The main contribution of this chapter are: (i) Development

of a novel neuromorphic visio-based tactile sensor to estimate the contact force for objects with

a different size ;(ii) Implementation of LSTM-based networks to estimate the contact force based

on spatio-temporal event data for objects with different sizes.

A novel dynamic approach is proposed to estimate the contact force for size-variant objects.

The main challenge of force estimation for size-variant objects is different contact area geometry

under similar amount of applied force. It is demonstrated that LSTM-based networks learn to

relate the contact area size to the corresponding contact force over time.

Three LSTM-based networks are developed and implemented to estimate the contact force

based on history of changes in every pixel considering both spatial and temporal information.

The proposed sensor is validated on Baxter robot for three bolts with different sizes. ConvL-

STM achieved the best results, specifically MSE=0.064N for estimating the contact force in the

grasping phase and MSE=0.082N in the holding phase, despite the inevitable vibrations. The

sensor has a low logical latency of 10ms which is suitable for real-time grasping applications.

The main advantage of the proposed approach is the combination of convolutional networks

with recurrent layers which enables the sensor to estimate the contact force based on the object

size relatively. The ConvLSTM architecture learns object geometry in early frames and estimate

the contact force during a grasp.



Chapter 5

Data Augmentation

5.1 Introduction

Deep learning exhibits state-of-the-art performance in many fields including robotic grasping

where a big data is required in training. However, deep learning models trained with small

datasets commonly show worse performance. When large datasets are unattainable and ex-

pensive to generate, data augmentation can be a reasonable choice. In robotic grasping, small

experimental datasets are sometimes common, and the problems to be solved have fewer input

variables than that in other image recognition applications. Thus, deep learning is suitable for

robotic grasping problems, such as tactile sensor for force estimation, and data augmentation is

an effective and necessary method to achieve a generalised solution.

In chapters 3 and 4, a neuromorphic tactile sensor was presented to estimate the contact force

using machine learning techniques. The proposed models were trained on all objects that are

used in a grasp. Therefore, the experiments were conducted to collect data for each object for

both training and validation purposes. Since performing experiments is required for each object

size, the data collection procedure is time-consuming and costly for real-world applications.

To solve this challenge, augmentation techniques are proposed to generate artificial samples

by perturbing existing samples in the training set. In this chapter, it is demonstrated that the

augmentation methods improve the networks’ accuracy without performing further experiments

This approach reduces the cost and time of data collection process by creating a synthetic dataset

from the conducted experiments. A new set of virtual experiments are performed and both

image-based and temporal (time-domain) methods such as rotation, resize, and time shifting are

implemented. A novel technique is proposed that shifts events across time dimension to generate

73
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further synthetic samples. To evaluate each method, a network is trained on the original samples

and the results are compared against the networks that trained on original and synthetic samples.

The main contributions of this chapters are: (i) Development of time-domain and image-based

augmentation for the neuromorphic tactile sensor to perform on objects with a different size. (ii)

Proposing a novel event-based augmentation technique, "Temporal Event Shifting", to improve

the sensor performance.

This chapter is organised as follows. The state-of-the-art studies of augmentation techniques

are reviewed in section 5.2. The proposed image-based and time-domain augmentation methods

are described in section 5.3. The experimental setup and procedures are presented in section

5.4. The results are demonstrated and discussed in section 5.5. Finally, the outcomes of this

chapter are concluded in section 5.6.

5.2 Related Work

Data augmentation techniques aim to generate synthetic data for training of machine learn-

ing models. Specifically, in the supervised learning, the augmentation methods preserve the

groundtruth for the generated samples. Augmentation techniques are divided into two main

categories [151]: (i) Network-based augmentation; (ii) Algorithmic data manipulation. Network-

based augmentation methods focus on creating networks to generate artificial samples from the

real data such as Generative Adversarial Networks (GAN) introduced in [85].

Algorithmic data manipulation techniques apply fundamental operations on the data to gener-

ate realistic samples. For images, geometric transformation of the training data such as rotation,

translation and shear has shown an improvement for classification tasks [152]. Another study

[153], geometric translations and dropout layers are utilised to improve traffic signs recognition.

The results indicate that the validation accuracy was improved by more than 5% considering

rotation, translation and shearing augmentation methods. In addition to spatial methods, other

image-based augmentation techniques such as image distortion, morphological, and noise injec-

tion techniques have increased the networks’ accuracy for image classification [154].

In the augmentation process, many variables are involved which can be tuned by consider-

ing the real scenarios to achieve a network with a higher accuracy. In [155], a new framework

(AutoAugment) is proposed to augment training data automatically. The proposed approach

considers both feature-space and data-space augmentation methods to generate synthetic data.

For validation, each experiment is performed three times to account for random initialisation

of weights in the training process. From another point of view, effectiveness of refining the
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labels for augmentation is investigated in [156]. The author demonstrates that general augmen-

tation methods like cropping results in inaccurate labels for specific classes. Therefore, rules

and conditions must be applied in augmentation process by considering samples of each class

independently.

Time-series augmentation methods consider time and frequency domain features to generate

artificial samples. One of the common approach in time-domain is shifting inputs in regards

to the groundtruth. In [157], signals are shifted randomly to make the model robust against

the shifted signals. Moreover, authors considered a combination of pitch shifting in frequency

domain and time warping to improve the accuracy of the model for classifying environmental

sounds. Window slicing is another popular approach in time-series classification which considers

a sub-sample of original signal during both training and testing process of the model [158].

GANs are a class of machine learning models that includes two networks jointly learned to

synthesise realistic artificial samples. The first network (known as generative) learns to gener-

ate samples from latent feature space while the second network (discriminator) identifies the

originality of the produced samples. Figure 5.1 presents the concept of GAN architecture with

generative and discriminator networks.
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Figure 5.1: GAN structure with discriminator and generator networks to produce realistic
artificial samples. The diagram is adopted from [159].

Although GAN achieved very interesting results in [85], there is a lack of stability for training

in practice [160]. Several studies have modified the GAN structure to improve the generated

samples. For instance, a cascade CNN with pyramid (multi-scale) features is proposed in [161]

which has produced high-quality realistic samples. In [162], a novel class of architecture, Deep

Convolutional Generative Adversarial Networks (DCGAN), is presented to generate samples in

a unsupervised manner.

In addition to the image generation, time-dependent GANs are designed to capture temporal

features and produce time-series samples. In [163], recurrent neural networks are employed in

both generator and discriminator to produce continuous time-series samples. Similarly, recurrent

conditional GAN is proposed in [164, 165] with conditions in time dimension to generate multi-

dimensional time-series samples. A lot of time-series GAN with various architectures are designed

recently, which are reviewed in [166] comprehensively.
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GANs have shown a significant progress in computer vision applications recently. However,

training a GAN requires a considerable number of training data to achieve acceptable results.

Furthermore, training a GAN is a time-consuming process and often results are required to be

confirmed by human. In algorithmic augmentation methods, features are tailored for the specific

application based on logic that rules out impossible scenarios in the process.

Evaluation of the augmentation methods often is performed on validation set by using the

augmented data in the training process. Since deep neural networks can easily overfit to the

training data, validation performance provide more intuitive evaluation metric. For instance,

algorithmic and GAN augmentation methods are used in [167] to evaluate the effectiveness of

each method for a classification task on the validation set. Similarly, various augmentation

methods are proposed in [168] to classify medical images. The the networks’ accuracy are

evaluated on the validation set to analyse the effectiveness of augmentation techniques.

Even though image augmentation techniques have been studied widely in the literature, no

studies have been conducted to investigate event-based augmentation for different applications,

including the tactile sensing applications presented in this thesis. It should be noted that the

proposed augmentation techniques are completely different from event-based simulators such in

[169] which aim to simulate events from the recordings of conventional cameras. In this chapter,

time-domain and image-based augmentation methods are presented and compared to generate

more data for a grasping task.

In the following section, image-based and time-series augmentation techniques are proposed

to improve the network accuracy by generating synthetic samples.

5.3 Event Frame Sequence Augmentation

Events are characterised by location (x,y), timestamp and polarity. Similar to section 4.3.1,

event frames are constructed by accumulation of events over a time window while preserving

the spatial information. The sensor has a dimension of 240×180 which covers the contact area

and the background. To reduce the memory requirements of the system and effect of the back-

ground noise, each frame is cropped to 140×150 pixels by considering the largest contact area

size. Afterwards, the frames are downscaled to half (70×75) by adding closest neighbourhoods

to a single pixel which results in a further reduction in the frame size. The resizing operation is

performed by using OpenCV library on individual channels. Then, two channels are combined

into one matrix to create the event frames. For visualisation purpose, the image is populated

with the created matrix considering red and green channels. Figure 5.2 presents the cropping
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and resizing process over the two channels.

Figure 5.2: : Frames are constructed by accumulation events considering two channels for posi-
tive and negative polarities. Left images show the constructed frames while the middle and right
images illustrate the constructed frames after cropping and resizing respectively.

After construction of the frames, the augmentation methods are applied to generate further

artificial sequences for training the networks.

5.3.1 Image-Based Augmentation

Parallel grippers apply force on the object from both sides simultaneously, as shown in Figure

5.4. Therefore, the object orientation remains the same through the grasp after the object

stabilization. Assuming that objects have the same shape, two main features are varied between

different objects: (i) Size; (ii) Contact area orientation. Both of the feature variations can be

implemented by affine transformations in the training data.

Rotation: Each grasping experiment, the contact area may be rotated around the central

contact point. However, the object orientation remains the same through a grasp using parallel

gripper. Hence, the same rotation transformation is applied on all frames rather than varying

along the sequence. Xt(x, y, p) represents the sequence of the original frames with spatial coor-

dinates (x, y) with polarity p at timeframe t. For each experiment, the newly generated frames

X ′t(x′, y′, p) are formulated according to Equation 5.1.

X ′t(x′, y′, p) = Xt(x, y, p) (5.1)

While Equation 5.2 represents the rotation around the centre of the object (xo, yo) by an angle
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φ. x′
y′

 =

cosφ − sinφ

sinφ cosφ

×
x− xo
y − yo

 (5.2)

Resize: In order to augment the images to the desired size, the original images are required to

be resized considering an specific scaling ratio β. The scaling ratio is determined based on the real

object sizes where β > 1 and β < 1 for the resizing to the larger and smaller sizes respectively.

We choose linear interpolation to assign values to the pixels. The resizing implementation is

based on the OpenCV library, explained in [170]. Finally, a margin with zeros is considered to

maintain the image size.

5.3.2 Noise

Noise in event-based applications is mainly derived from environmental light. To artificially

apply noise on the training set, a set of experiments are recorded without any movements in the

scene. Afterwards, the triggered events are considered as noise which are accumulated over a

time window over two different channels. Finally, the frames in the training set are added to the

noise frames to generate artificial samples.

5.3.3 Time-series Augmentation

In the grasping process, a lot of parameters such as DVS threshold, silicone material, sensor

hysteresis and uncertainty cause a variable delay between the applied force and the triggered

events. Time-series augmentation methods aim to generate artificial samples by considering

transformations along the time dimension.

Frame Shifting: One of the simplest augmentation techniques in time domain is to shift

frames index by a certain value (j) while preserving the groundtruth. This approach assists the

network to deal with a slight lag between different experiments. Since shifting frames removes

j frames from the input, new frames are required to be added to keep the sequence length fixed

and are all set to zero values. Equation 5.3 presents the frame shifting process where the new

frames are denoted as X ′t and j presents the shifting value. The frame shifting is applicable in

two directions (i) Left: The frames are shifted to the earlier timestamps (j < 0); (ii) Right: The

frames are shifted to the future timestamps (j > 0).

∀t, X ′t(x, y, p) = Xt+j(x, y, p) (5.3)
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Temporal Event Shifting: Similar to the frame shifting, we propose a novel approach to

shift events across the frames, called "Temporal Event Shift (TES)". The proposed method

selects a fraction ζ of events (0 < ζ < 1) randomly in each frame. These events are removed

from the current frame and added to the next or previous j frames. Figure 5.3 demonstrates the

procedure for temporal event shifting to right while preserving the spatial information of events.

Frame i
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Frame i+j
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Replace
ReplaceRandom Event

Selectio
n

Frame Selectio
n

Figure 5.3: : Temporal event shifting diagram when a ratio of events is shifted to the future
frames (j>0).

To shift the events to the past frames, j value is considered as negative number. This process

is formulated in Equation 5.3 where the new frame is denoted as X ′t. ∀t, p, create randomly a

frame Zt(x, y, p) such as:

Zt(x, y, p) ≤ Xt(x, y, p), ∀x, y (5.4)

∑
x,y

Zt(x, y, p) = ζ ·
∑
x,y

Xt(x, y, p) (5.5)

X ′t(x, y, p) = Xt(x, y, p)− Zt(x, y, p) + Zt+j(x, y, p) (5.6)

5.4 Experimental Setup

Similar to chapter 4, the real experiments are conducted on a Baxter robot including F/T sensor,

silicone membrane, DVS, and 3D printed transparent planes. The transparent silicone membrane

has 50 shore hardness and 8mm depth. Furthermore, the range of contact force is set to 0-25N

which is significantly higher than the force range in chapter 3-4. Figure 5.4(a) presents the

experimental setup for the grasping task.

Similar to chapters 3-4, three bolts with 12, 15 and 18mm diameter are used for the grasping

process as show in Figure 5.4(b). However, the time for each phase is different from the other
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(a) (b)

Figure 5.4: :(a) A DVS is mounted on the left plane to observe the intensity changes in the
contact area through the silicone membrane. A F/T sensor is located on the right plane to
record force values through the grasp. (b) A bolt with 18mm diameter painted in black.

chapters. For splitting the data, we choose the small and large bolts for the training (48 se-

quences) while the medium bolt experiments (12 sequences) are considered for the validation.

Figure 5.5 presents the force values recorded by F/T sensor for the training (a) and validation

sets (b).

5 10 15 20 25 30 35

Timestamps

45

40

35

30

25

20

15

10

5

E
x

p
e

ri
m

e
n

t 
N

u
m

b
e

r

0

5

10

15

20

Force (N)

(a)

5 10 15 20 25 30 35

Timestamps

12

11

10

9

8

7

6

5

4

3

2

1

E
x

p
e

ri
m

e
n

ts
 N

u
m

b
e

r

0

5

10

15

20

Force (N)

(b)

Figure 5.5: Each row demonstrates the force values that is captured by the F/T sensor over
time. (a) Training set: 48 experiments are conducted using the small and large objects. (b)
Validation set: 12 experiments are considered considering the medium size object.

Two configurations are set for the gripper to grasp the object with a different applied force.

The experimental setup is not fully controlled which results in a slight variation of force between

experiments with the same configuration. Therefore, a slight variation of force over time is

visible.
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5.4.1 Preparation of Frames

The experiments have the maximum length of 360ms. In this chapter, 36 frames are conducted

for each experiment by accumulation of events over a 10ms window. The frames are cropped

to 140x150 to reduce the noise and eliminate the background which is selected based on the

largest object contact area. Afterwards, the frames are resized to 70x75 pixels considering the

accumulation of neighborhoods. The resizing ratio is selected based on the maximum saturation

level of each pixel over the time window. The force readings have a resolution of 2ms which

is measured by the F/T sensor. After the synchronization, force measurements are read every

10ms to synchronize them with the frames.

5.4.2 Training Configurations

In chapter 4, a variety of LSTM, CNNLSTM and ConvLSTM architectures are tuned to find the

most accurate network. The ConvLSTM architecture with four ConvLSTM hidden layers have

achieved the least error for the force estimation. In this section, we choose the same architecture

to compare effectiveness of the augmentation techniques on the networks’ accuracy.

Adam optimizer is used to minimize the training loss (MSE) for the training set while moni-

toring the validation loss for selecting the best network. The training process finishes when the

validation loss stops improving after 20 consecutive epochs. All the models are trained with the

same configuration to provide a fair comparison. Keras framework is used to set the training

configuration using an NVIDIA 1080 GPU.

As demonstrated in Figure 5.5, the experiments are divided to two sets: training (48 sequences)

and validation (6 sequences). The augmentation methods increase the volume and variation of

training set to improve the accuracy of the trained model. To evaluate the effectiveness of each

augmentation technique, the training set is doubled (96 sequences) by synthesising as many

samples as the real ones.

5.5 Results and Discussion

To evaluate the augmentation techniques, the training data size is doubled with the artificial

samples while preserving the groundtruth. Since the random initialisation of weights affect

the training process, the random seed is controlled for 10 runs. The final results is obtained

by averaging the errors over the lowest error on the validation set using the same random
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initialisation. Figure 5.6 presents the average of MSE for the validation set where the red line

shows the standard deviation of MSE for the image-based augmentation methods.
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Figure 5.6: : MSE for geometric augmentation methods. y-axis shows the average of MSE(N)
for the trained networks after 10 repetition with random initialisation. The red lines represent
the standard deviation of MSE(N) for each method.

The network trained without augmentation (No Augment) achieves the MSE of 7.89N with

STD of 2.09N. The standard deviation of more than 25% indicates instability of training process

with respect to the random initialisation. The rotation of images between 0 and 45 degrees

(Rot45) provides a slight improvement in network accuracy. The best result from the geometric

augmentation approaches is achieved by the resizing method for the desired object size. The

scaling factor of resizing is considered as 1.25 and 0.83 for small and large objects respectively.

On the other hand, we consider a background noise for further augmentation. The background

noise includes both events polarities which are added the original frames to double the training

samples. The results indicate an slight improvement of 10% in MSE and standard deviation

compared to the networks that are trained without augmentation.

The results indicate that the MSE of network is reduced to 6.05N and the standard deviation

is decreased to 1.04N, a decrease of 50%. Therefore, the resizing augmentation method is the

most effective image-based augmentation method, which makes sense as the challenge in our

experiments was to train the networks for an unseen object size.

Two time-series augmentation methods, mentioned in section 5.3.3, are tested: Frame Shifting

(FS) and the proposed Temporal Event Shifting (TES). For the FS method, j is varied between

-3 and 3 to find the most effective value to shift the frames. Figure 5.7 presents the effectiveness
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of frame shifting augmentation with different j values.
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Figure 5.7: Comparison of average MSE for frame shifting methods. x-axis shows the j value
for frame shifting and the red bar illustrates the standard deviation of MSE over 10 runs.

Shifting one frame to left (FS-1) results in the lowest MSE of 5.51N which is 30% less than the

MSE achieved without augmentation. Furthermore, the STD of errors has reduced significantly

to one fourth (0.41N) of the networks trained on the real data.

For the TES method, the ratio of the events selection (ζ) is considered as 0.25, 0.50 and 0.75

with the same j variations as in the FS method. Figure 5.8 demonstrates the average MSE of

the validation set considering different j and ζ. Among the TES augmentation configurations,

two frames shift to the left with 50% threshold (TES-2(0.50)) results to the minimum MSE

of 5.98N with 30% reduction of standard deviation (0.53N) compared to the results without

augmentation.

In FS-based augmentations, the amount of new data generated is limited to one new sample

for original sample considering a fixed j value. On the other hand, in TES-based augmentations,

the random seeds affect the selection of events, and as a consequence an unlimited number of

new samples can be produced for specific values of j and ζ. We produced an experiment to

generate 480 artificial samples by varying the seed for FS-2(50) method. The results show that

increasing the generated samples does not improve the network performance where an average

MSE of 6.25N with 0.82N standard deviation is achieved. The main reason for this phenomenon

is that the groundtruth remains the same, despite the significant variation in the input.

Most of the augmentation techniques in time domain improve the networks’ performance. The

main factors that affect the events through the time dimension are the F/T sensor hysteresis,
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Figure 5.8: Comparison of average MSE of the networks for Temporal Event Shifting augmen-
tation technique. x-axis and y-axis present the j and ζ values respectively. The MSE value
of each method is illustrated on z-axis. The color of each bar surface represents the standard
deviation (STD) of MSE over 10 runs.

non-linear behaviour of the silicone membrane, uncertainty and vibrations. These factors are

inevitable in a real-world applications which shows the benefit of the augmentation methods in

the time domain.

Due to the increase of the sensor range from 3N to 25N, the results of this chapter have a

considerably higher error compared to chapter 3-4 results. The main factors for this high error

are the elastomer elasticity and DVS threshold. Design of a new elastomer by targeting the

contact force range will improve the sensor performance significantly.

As discussed in chapters 3 and 4, a grasp is divided into three phases. The grasping phase

is defined where the contact force increases to the maximum level (The first 5 frames). The

holding phase includes a slight variation of force during the time from 6th frame to 30th frame.

Finally, the releasing phase where the force values are decreased continuously to zero (The last

5 frames). Figure 5.9 presents the average of estimated force (blue) and groundtruth (red) for

two examples of the validation set over 10 runs. The top row (a,b) demonstrates the average of

the force predictions for training without augmentation while the middle row (c,d) presents the

the average of estimated force considering FS-1 method. The bottom row (e,f) demonstrates the
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average of estimated force and groundtruth using TES-2(0.50) method. The highlighted area

illustrates for the standard deviation of the estimated force over 10 runs. The phases of a grasp

are differentiated by the green line in each figure.

(a) (b)

(c) (d)

(e) (f)

Figure 5.9: Each column presents an experiment from the validation set.Top row presents the
average of estimated force and grountruth without augmentation. The middle row demonstrates
the output of the network for FS-1 augmentation method. The bottom row (e,f) presents the
average of estimated force and groundtruth for TES-2(0.50) augmentation method.

The results indicate that both frame shifting and temporal event shifting augmentation reduce

the standard deviation of the predictions in all three phases. In fact, the impact of random



5.5. Results and Discussion 86

initialisation is decreased by augmenting the training data. In Figure 5.9(b) and (d), a clear

improvement of the estimated force in the most part of the vibration phase is visible. Even

though the frame shifting results in a lower MSE and standard deviation, temporal event shifting

method captures the maximum contact force (at 5th timestamp) more accurately in most of the

cases.

In order to investigate the impact of augmentation methods on all the measurements, 12

predictions of 10 models are considered for grasping, holding and releasing phases. The final

results include 4320 points which are demonstrated in Figure 5.10. The black line presents the

contact force measured by F/T sensor. The estimated force are presented by cross while blue,

red and green are for grasping, holding, and releasing phases respectively. Figure 5.10 compares

the estimated force using FS-1 and TES-2(50) augmentation techniques.
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Figure 5.10: (a) shows the estimated force for the model without augmentation. Figure (b) and
(c) demonstrates the estimated force for the model which is trained with FS-1 and TES-2(50)
augmentation techniques respectively.

As observed in Figure 5.10, FS-1 and TES-2(50) augmentations improve the force estimation

in the holding phase. Both augmentation methods shift events to the earlier frames to create

artificial samples. The main reason of this phenomenon is that the number of triggered events

increases significantly after applying the certain amount of force. Therefore, shifting the events

to the left allow the network to relate more events to the contact force in the early frames.

Furthermore, the silicone membrane has a non-linear deformation which absorbs a ratio of the

contact force particularly in the transition phases. The force absorption coupled with the F/T

sensor hysteresis introduce a variable delay between the triggered events and the contact force.

The image-based and time-domain augmentation methods synthesise the training data from

different prospective. Therefore, a combination of both methods provide both spatial and time-

domain feature in the generated samples. Since the best accuracy is achieved by resizing and

FS-1, these two methods are combined to generate a new set of synthetic samples. There are

two ways to combine the two methods: (i) Perform each augmentation method independently to

generate artificial samples ;(ii) Hybridise both augmentations methods on samples to generate
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a set of synthetic samples. The results indicate that independent augmentation of each sample

achieve a better accuracy than simultaneous combination of methods. The independent sample

generation method reduces the average MSE of the networks to 5.71N with standard deviation

of 1.06N which is slightly higher than FS-1 method. The hybrid augmentation method results

in a high MSE of 7.20N with standard deviation of 1.22N, significantly higher error compared

to FS-1 method. Figure 5.11 demonstrates the average MSE of the proposed augmentation

methods where the standard deviation is highlighted as a red line.
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Figure 5.11: Comparison of average MSE for the proposed augmentation method. The inde-
pendent and hybrid methods are considered for FS-1 and resizing methods that achieved the
lowest error for time-domain and image-based techniques respectively. The standard deviation
of each method is presented as a red line.

In the image-based augmentation techniques, resizing the object to a desired size results in the

best accuracy. Since the network learns the relationship between the applied force and triggered

events based on the contact area, resizing the training data simulates the experiments for the

new size of an object.

In chapter 3, a noticeable delay was observed in the releasing phase where the network always

respond faster than the F/T sensor. Similarly, In chapter 4, a high standard deviation and
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error are demonstrated on the releasing phase. In fact, the elasticity of silicone membrane has

a significant impact on the delay between the triggered events and the contact force. Therefore,

the augmentation methods in time-domain improve the network accuracy remarkably whereas

FS-1 results in the lowest average of MSE.

5.6 Conclusion

In this chapter, augmentation methods are investigated to improve the force estimation using

an object with a different size. Image-based and time-domain augmentation techniques are

implemented to add new training samples by perturbating existing ones, aiming to improve the

network accuracy. The main contributions of this chapters are: (i) Development of both spatial

and temporal augmentation techniques to increase the sensor accuracy for the objects with a

different size. (ii) Proposing a novel event-based augmentation technique, "Temporal Event

Shifting", to synthesise data temporally while preserving the spatial information of the events.

The results indicate that both time-domain and image-based augmentations improve the net-

work accuracy. The best results are achieved by synthesising training data with FS-1 which

improves the network accuracy by approximately 30%. This is followed by independent aug-

mentation using FS-1 and resizing methods with MSE of 5.98N, almost similar performance

to FS-1. Therefore, the proposed methods reduce the number of required experiments which

decrease the cost and time of data collection process.



Chapter 6

Conclusion

6.1 Introduction

In summary, this thesis proposed a novel neuromorphic vision-based tactile sensor for the con-

tact force measurements and material classification. This novel sensor captured the intensity

changes within the contact area between objects and the gripper soft membrane. The intensity

changes were modelled into the contact force measurements and material classification using

machine learning techniques. This thesis is the first work that demonstrates the utilisation of

neuromorphic vision sensors in tactile sensing for the contact force measurements and material

classification.

A comprehensive review of tactile sensors, neuromorphic vision sensors and relevant machine

learning techniques was provided in chapter 2. This is followed by proposing a novel neuromor-

phic vision sensor in chapter 3 to estimate contact force and classify materials using Time-Delay

Neural Networks (TDNN) and Gaussian Process (GP). Afterwards, spatio-temporal deep learn-

ing models such as Convolutional LSTM (ConvLSTM) were investigated in chapter 4. The

spatio-temporal networks achieved a higher accuracy compared to temporal networks. Finally,

a novel technique was proposed in chapter 5 considering both spatial and temporal features of

the events to augment the dataset. Use of data augmentation improved the networks’ accuracy

without the need to perform further real experiments.

The review of the state-of-the-art solutions that tackle this problem has brought up the fol-

lowing research questions:

1. How a neuromorphic vision sensor can be used to acquire tactile information?

89
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2. What are the suitable machine learning techniques for the contact force estimation and

material classification?

3. How synthetic data can be generated to improve machine learning accuracy for the tactile

measurement systems?

These questions were thoroughly investigated to enhance vision-based tactile sensor which is

the aim of this thesis. Accordingly, the contributions of this thesis have been made for question 1

in section 6.2.1, question 2 in section 6.2.2-6.2.3, and the third question in section 6.2.4.

The rest of this chapter is structured as follows: at first, the contributions stated in chapter 1

are revisited in section 6.2. This is followed by proposing directions for future work in section

6.3 and epilogue in section 6.4 respectively.

6.2 Summary of Contributions

This thesis presented and validated the following novel contributions:

1. The first neuromorphic vision-based sensor to measure the contact force and classify ma-

terials in a grasp using a neuromorphic camera (DVS).

2. A Time Delay Neural Network (TDNN) and a Gaussian Process (GP) to find the correla-

tion between the triggered events and the contact force.

3. A deep Long Short-Term Memory (LSTM) network with convolutional layers to estimate

the contact force from spatio-temporal event data.

4. Geometric and time-domain augmentation techniques applied on spatio-temporal event

data to enhance the force estimation accuracy for an unseen object.

The following sections discuss these contributions in more details.

6.2.1 Neuromorphic Vision-based Tactile Sensor

A thorough review of literature for vision-based tactile sensors was presented in section 2.1.2.1

and advantages and disadvantages of each method were highlighted. This is followed by more

narrower review of vision-based methods in sections 3.2 and 4.2 which indicates that this thesis
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is the first work to develop a neuromorphic vision-based sensor for contact force estimation and

material classification.

In chapter 3, a general framework was proposed to demonstrate the elements of a neuromorphic

vision-based tactile sensor. This is followed by a description of sensor operations in 3.4.1 which

indicates a relationship between the contact force and triggered events. This relationship was

investigated for a robotic grasping task in 3.4.2 which shows the correlation of positive and

negative events with the contact force variations. The experiments in chapter 3-5 validated

the relationship between the contact force and events by applying different machine learning

methods to correlate the triggered events with the contact force.

The main advantages of the proposed sensor are high temporal resolution and wide dynamic

range compared to other vision-based tactile sensors. The high temporal resolution enables

the sensor to capture intensity changes with a low latency which is necessary for real-time

applications. The wide dynamic range increases the sensor sensitivity to perform in challenging

environments with low-light conditions. Furthermore, neuromorphic vision sensors offer a low

power consumption and memory requirements which are significantly important parameters for

robotic applications.

6.2.2 Temporal Force Estimation and Material Classification

Chapter 3 also presented a novel method to estimate the contact force and classify materials

from triggered events. Initially, the number of events are accumulated over time to formulate

the input of the system, which also provides a memory. Afterwards, TDNN and GP models were

applied to estimate the contact force. In addition, a DNN was implemented to classify materials

in a grasp. Forty-eight experiments were performed considering Foam, Silicone, Rubber and Steel

materials with the same shape to validate the proposed methods. The modelling parameters for

all three models were tuned and the results were cross-validated against the FlexiForce-A201

sensor using leave-one-out method.

The results indicate that the contact force can be estimated in grasping and releasing phases

with high accuracy based on temporal event data. The logical delay of TDNN was 21ms (ap-

proximately 47FPS) which is lower than conventional cameras sampling rate. Moreover, object

materials were identified by the proposed DNN after a single grasp. The classification accuracy

of 79.17% was achieved with the neuromorphic sensor, which is almost 30% higher than the

classification of piezoresistive measurements, using a similar methodology.
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6.2.3 Spatio-temporal Force Estimation

In chapter 4, a novel technique was proposed to estimate the contact force using spatio-temporal

event data. The framing algorithm was formulated in section 4.3.1 to preserve the spatio-

temporal information of the events. Afterwards, three LSTM-based networks, namely, CNNL-

STM, ConvLSTM and LSTM, were developed to estimate the contact force in a grasp.

The methods were tuned and cross-validated against a ATI Nano F/T sensor using leave-

one-out method. The results showed that ConvLSTM outperformed CNNLSTM and LSTM

networks. In fact, spatio-temporal event data assisted the network to relate the contact force

to the events based on the size of the contact area. Furthermore, a deep analysis of results

was provided in section 4.6 while the similarity measurements of the network estimations and

groundtruth were compared.

This contribution demonstrated that in addition to temporal event data, spatial event data

improves the modelling of the intensity changes into the contact force. Therefore, the networks

with spatio-temporal modelling capabilities such as ConvLSTM and CNNLSTM learn the rela-

tionship between the triggered events and the contact force robustly.

6.2.4 Data Augmentation

The proposed neuromorphic vision-based tactile sensor in chapter 3 and 4 was developed based

on deep learning methods to estimate the contact force and classify materials. To reduce the

cost and time of data collection process, augmentation techniques were investigated in chapter 5.

Assuming change of the object size in the experiments, time-domain and spatial-domain methods

were proposed to augment the training data. In spatial domain, rotation and resizing techniques

were investigated where the resizing method improved the network accuracy significantly. On

the other hand, Frame Shifting (FS) technique was implemented to synthesise the training data

in time-domain. Furthermore, a novel approach, Temporal Event Shifting (TES), was proposed

to augment events across the time-domain while preserving the spatial information.

Sixty experiments were performed by considering three objects with the same shape, but

different sizes (small, medium and large). The training data consisted of large and small objects

while the medium object was selected for the validation set only. A ConvLSTM network was

trained 10 times with random initialization using both real and augmented data to investigate

the impact of augmentation. The results indicated that FS-1 and combination of TES-2(50)

with resizing method achieve a competitive outcome by improving the network accuracy by
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approximately 30%.

For a practical application, the sensor must be capable of accurate measurements for unseen

objects. Hence, a large data set is required to be collected for objects with various sizes and

shapes. The proposed augmentation methods reduce the required number of experiments for the

sensor. For example, experiments for 10 different sizes of a specific object will be reduced to two

sets of experiments only. The experiments for the largest and smallest objects may be used to

augment data for the other 8 different sizes considering the proposed augmentation techniques.

Therefore, time and cost of data collection will be decreased significantly.

6.3 Limitations and Future Work

This thesis proposed the first neuromorphic vision-based tactile sensor for the contact force

estimation and material classification. Thus, several future research directions are suggested in

this relatively new field as follows.

Membrane Design and Calibration: As reviewed in chapter 2, design and material of the

sensor membrane impacts significantly the sensor performance. A wide variety of membranes

may be designed for different applications in regard to range of force, size of gripper, object shape

and sensor sensitivity. Since neuromorphic vision sensors fire events based on thresholding the

intensity changes, a benchmark can be conducted to optimise the events threshold by considering

an specific range of force. This approach will lead to create a calibration process to increase

traceability of the measurements for different membranes.

Event Representation: In chapter 3, the events were accumulated over time for each ex-

periment to be used for machine learning methods to estimate the contact force. This approach

is limited to relatively short sequences since longer sequences with a lot of force variations will

saturate the accumulation of events curve. The proposed methods are based on the accumulation

of events without restarting the state of the system. For a long sequence, derivative of events

accumulation becomes insignificant after certain period. Therefore, the learning algorithm can-

not converge to the optimal point due to the vanishing gradient problem. Consequently, the

predicted results would not be accurate for a long sequence. To address this problem, a long

sequence can be broken down to multiple sequences with a state for each part of the signal.

The state of the sensor imitates the memory for the sensor to link the current sequence with a

final force value of the previous sequence. This procedure can be implemented in real time after

prediction of the contact force for each sequence. In addition, other techniques such as weighted
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accumulation of events and time surfaces [171] may be developed to deal with longer sequences

or continuous online operation.

Machine Learning: Spatio-temporal LSTM-based networks proposed in chapter 4 has demon-

strated improvement in the networks which are using memory and spatial features. However,

the experiments were performed with a similar length by repeating a grasp with the same con-

figurations. This approach limits the sensor functionality for handling sequences with multiple

grasps. For future work, a sliding window approach can be considered to train a network on

temporal windows for longer sequences with stateful configuration.

On the other hand, attention-based deep learning models have become popular for learning

long sequences in computer vision and natural language processing [172]. Therefore, attention-

based models may be investigated for the contact force estimation as well as texture or material

classification. As reviewed in section 2.2, in the paradigm of neuromorphic signal processing,

algorithms are divided into processing signals event-by-event or events as groups. This thesis

considered the latter approach of processing events as a group by constructing frames over time.

However, Spiking Neural Networks (SNN) may be implemented to process event-by-event to

achieve an end-to-end neuromorphic system. Finally, it is noteworthy to mention that for future

work, the proposed networks may be trained in a multi-task manner to reduce number of models

into one general model for the contact force estimation, material and texture classification.

3D Force Measurements: In thesis, the force measurements were estimated along one

dimension (normal force) for parallel grasping. However, three-dimensional force measurements

provide further information about the contact area in order to feedback controllers for correction

of grasp. The same principle of the proposed sensor in this thesis may be extended by performing

experiments on humanoid grippers to apply force in different directions. Since the membrane

deforms in regard to the contact force vectors, the events will be triggered with a different

pattern. Therefore, a supervised machine learning method can be implemented to estimate the

contact force in three dimensions.

Data Augmentation: As shown in chapter 5, augmentation of event-frames improved the

network accuracy significantly. However, the groundtruth remained the same for all experiments

which limits the generalisation of augmentation techniques. A novel approach may simulate the

contact area using modelling software for deformable materials. Afterwards, the relationship

between the contact force and events may be acquired from the real experiments. Finally, the

simulations may be represented by events which can be used for training purposes, similar to

the proposed framework in [173]. Furthermore, a deep learning method such as Generative

Adversarial Networks may be adapted to generate synthetic samples for material or texture
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classification as well as contact force estimation.

In chapter 3-5, the objects are coloured in black to increase the contrast between the contact

area and background. To generalise the sensor for objects with different colours, a black layer of

rubber can be attached to the surface of the elastomer to eliminate the noise. Furthermore, the

speed of the grasping has a significant impact on the triggered events in a fixed time-window.

Therefore, further experiments with a variety of speed can be performed to improve generalisation

of the sensor for different speeds.

6.4 Epilogue

This thesis successfully proposed a novel class of vision-based tactile sensors, the neuromorphic

vision-based tactile sensor, to measure the contact force and classify materials in a grasp. The

proposed sensor relied on modern machine learning methods to model intensity changes within

the contact area into the contact force. This novel sensor was validated through different sets

of experiments in the thesis. It was demonstrated that both temporal and spatial event data

of the contact area can be used to model the soft membrane deformation, and therefore, the

contact force measurements. The main advantages of the proposed sensor are high temporal

resolution and wide dynamic range which enable the sensor to perform robustly in real-time

applications. Moreover, novel augmentation techniques were proposed to reduce the time and

cost of data collection process. The results were promising and this novel sensor could be adapted

for practical robotic applications in future.
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