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ARTICLE INFO ABSTRACT
Keywords: With the rapid technological advances of the recent years, the practical instances of the metaverse have become
Light field more immersive and engaging than ever before. In their most frequent forms, the 3D virtual worlds of the
Metaf’erse ) metaverse are enabled by virtual reality headsets. This means that the user is completely disconnected from
g;liétr;;iziexpenence its real environment and is fully immersed in such a virtual world. The quality of experience of virtual reality
and other headset-based technologies is now definitely a hot research topic, and the findings of the relevant
scientific efforts are continuously emerging. However, as a headset-free immersive 3D technology, light field
visualization is greatly underinvestigated with regard to the concept of the metaverse. In this paper, we address
the applications of light field metaverse, compare its advantages and disadvantages to more conventional
metaverse technologies, and discuss the most important issues regarding user experience. The paper highlights
the user-oriented considerations for the development of general-purpose and dedicated light field displays.
Additionally, our work examines state-of-the-art display systems and the current feasibility of a light field

metaverse.

1. Introduction But what exactly makes a network of 3D virtual worlds a metaverse?
The Merriam-Webster dictionary defines it as “a persistent virtual
The term “metaverse” first appeared 30 years ago, when Ameri- environment that allows access to and interoperability of multiple
can writer Neal Stephenson published his science fiction novel Snow individual virtual realities”. There are numerous application-focused
Crash [1]. The book describes the computer-generated universe as an definitions as well, with gaming and entertainment in their centers.
urban environment, which is basically composed of the sides of a single Many refer to “Second Life” — launched in 2003 — as one of the first
road that runs around an artificial planet. Access to the book’s meta- real metaverse, although there were already notable attempts in the

verse is possible through a global communication network, via either
a virtual reality (VR) headset or a dedicated terminal (i.e., a booth).
Those connected to the metaverse appear in the forms of customized
avatars, equalized in height.

The metaverse depicted by Stephenson is a familiar one today. Since
1992, computer technology and global connectivity have developed
immensely, and many implementation efforts throughout the years
have pointed towards the aforementioned description of a metaverse.

decade of Stephenson’s book.

On the level of user equipment, personal computers, smartphones,
and tablets are relevant, particularly since massively multiplayer online
role-playing games (MMORPG) are often classified as instances of the
metaverse concept, due to their different options for social interaction.
Evidently, VR headsets are looked at as the de facto equipment for the
metaverse — similarly to Stephenson’s book — as they disconnect the
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users from their surroundings and immerse them in an artificial reality.
Augmented reality (AR) and mixed reality (MR) also play a notable role
in today’s implementation efforts. Both rely on headsets — similarly to
VR - and retain a portion of the real world. This latter statement means
that users are not completely disconnected from their surroundings, as
in the case of VR.

However, as it has been already stated, both VR, AR and MR use
headsets to provide a connection to the metaverse. Headsets, in general,
are not only cumbersome - like stereoscopic 3D glasses — but they
also have numerous drawbacks, such as VR sickness [2-5] and general
simulator sickness or cybersickness [6,7]. Of course, the fact that VR
headsets disconnect the users from the real world is indeed a significant
advantage in terms of immersion and the sense of presence, yet it
should be noted that sensing the surroundings has its benefits — e.g., it
lowers the risk of potential accidents. AR and MR solutions do enable
perceptual access to the real world, but such can be counterproduc-
tive for immersion. Technically, the more a person perceives from its
surroundings, the more difficult it is to immerse the individual; and
the more a person’s view is “enhanced” — and thus obscured - the less
reliable movement and interaction becomes in the real world.

VR, AR, and XR are not the only 3D visualization technologies that
benefit from the continuous stream of research efforts. Another note-
worthy form of 3D imaging is light field, which is the realization of the
hundred-year-old dream of Lippmann regarding integral imaging [8].
Projection-based light field technology offers glasses-free 3D visualiza-
tion. It is completely different from near-eye light field displays [9-141],
which, as the name suggests, place the plane of visualization near the
eye. Projection-based light field displays have projectors either behind
or in front of the holographic screen. If the projector array is behind
the screen (i.e., the viewer is on the other side of the screen), then
we call the system a back-projection display; if it is in front of the
screen (i.e., the viewer is on the same side), then we call it a front-
projection display. The first projection-based light field displays were
created roughly two decades ago, and even though several innovative
displays emerged over the years — including a tileable LED wall [15]
and a quadcopter telepresence system [16] — such technology is still
not widely available. In fact, real light field displays are only accessible
to a handful of institutions at the time of writing this paper.

Light field displays are not to be confused with multi-view displays,
which rely on so-called “sweet spots”. It means that 3D visualization
can be experienced only from a given set of positions, and the same
perspectives may be seen from all positions. Instead, light field displays
use the entire viewing area to visualize the content, and the perspective
changes continuously and smoothly in accordance with the viewing
angle.

Light field technology has all the potential to be utilized for the
purpose of the metaverse. As no viewing gear is required and the
parallax imitates real life, light field displays enable a more natural
sense of 3D. However, it has not yet been considered as a metaverse
technology. One could add that it was proposed by Fattal [17] earlier
this year, but the presentation was narrowed down to light-field-based
mobile devices.

In this paper, we address the suitability of projection-based light
field displays in the context of metaverse applications. We analyze
the advantages and disadvantages of such systems, and compare them
to the more conventional metaverse technologies, such as VR. We
detail the constraints of the technology, and the potentials that may
be unlocked through research and development. We separately discuss
general-purpose and dedicated displays, as they may greatly differ in
terms of capabilities. Finally, the paper highlights present-day feasi-
bility, from both a technological perspective and through the lens of
Quality of Experience (QoE) [18].

The most prevalent motivations of this work are that users of a
light field metaverse are not disconnected from their environment —
contributing to personal safety — and other users in the vicinity - in-
troducing potential social immersion — and that glasses-free 3D enables
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a more natural sense of 3D perception. Additionally, wearing viewing
devices may be rather inconvenient for certain users. This is particu-
larly relevant for the tactile sensitivity of individuals affected by autism
spectrum disorder [19,20] and attention deficit hyperactivity disorder
(ADHD) [21,22], and for those who suffer from anisometropia [23,24]
or other medical conditions (e.g., astigmatism [25]). While wearing
viewing gears may be just a minor nuisance for some, it may pose
significant difficulties for others — which may even be prohibitive,
isolating the individual from specific systems and services. As present
and future technologies are meant to be as socially inclusive as possible,
it is essential to take into consideration and to accommodate those with
special needs.

The remainder of this paper is structured as follows. Section 2
briefly reviews the conventional metaverse technologies. Section 3
addresses projection-based light field displays in the context of the
metaverse. Section 4 studies the applications of light field metaverse,
the QoE of which is discussed in Section 5. Section 6 concludes the

paper.
2. Conventional immersive metaverse technologies

In this section, we provide a concise review of the head-mounted
solutions for the metaverse.

Let us begin with a brief history of head-mounted solutions [26,27].
In 1838, Sir Charles Wheatstone outlined the concept of “stereopsis” or
“binocular vision”, leading to the development of the first stereoscopes.
In 1935, American science fiction writer Stanley Weinbaum published
Pygmalion’s Spectacles, in which the main character explores a fictional
world using a pair of goggles. In 1956, cinematographer Morton Heilig
created Sensorama, the first VR machine. This movie booth combined
3D, color video with audio, smells, and a vibrating chair to immerse the
viewer in the movie. In 1960, Heilig patented the first head-mounted
display. Also in 1965, Ivan Sutherland presented a paper outlining his
concept of the “Ultimate Display”; a virtual world so realistic that the
user would not be able to differentiate it from reality. This is widely
considered to be the blueprint for modern VR. In 1968, he created the
first AR headset. The headset was called “The Sword of Damocles”,
which displayed computer-generated graphics that enhanced the user’s
perception of the world. In 1977, Massachusetts Institute of Technology
researchers introduced the Aspen Movie Map; a virtual tour of the
streets of Aspen, which was created by using photographs taken by a car
driving through the city. In 1979, the McDonnell-Douglas Corporation
integrated VR into its head-mounted displays (HMDs) for military use.
A head tracker in the HMD followed the pilot’s eye movements to
match CG images. During the 1980s and 1990s, several technologies
were realized, including stereo glasses, wired gloves for tracking hands,
early commercial VR goggles, virtual cockpit, VR training simulator for
astronauts, VR arcades, VR gaming consoles (such as Nintendo Virtual
Boy), and so on. The next impetus came with the launch of Oculus
Rift in 2012, and its acquisition by Facebook in 2014. From this point,
numerous companies began working on head-mounted devices. In the
following, with the help of a few key examples, we explore each of
these technologies.

VR is a computer-generated simulation of a realistic experience.
Here, it is important to note that “computer-generated” is not to be
confused with “synthetic” or “artificial”, as the visualized content may
be a recording of the real world. Typically, VR blocks out the real
world and replaces it with a virtual world [28]. Again, the virtual
world may be generated by a computer, or by interactively playing
back recorded media. VR has applications in a variety of domains, such
as gaming, education, entertainment, healthcare, and many more. The
most common problems associated with VR headsets are headaches,
nausea, eyestrain, and the possibility of running into objects or other
people. The cybersickness caused by VR gears is closely connected to
latency [29,30]. Despite its issues, VR is perceived as the de facto
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technology for the metaverse, and as authors of this manuscript, we
expect it to maintain its dominance in the following years.

In the case of AR, the computer-generated content is added onto
- or embedded into - the real world experience, so that both can be
experienced together. Traditionally, AR was a headset-free experience,
where computerized elements were added to the real world around
the user. For example, AR was used to project tabletop games onto
a physical surface, arrange digital furniture in a physical space, and
drop animation (AR Stickers) into a camera shot. Pokemon Go is a
notable example for AR experience. In most cases, AR may be viewed
with an updated mobile device, equipped with a camera. Basic AR that
overlays simple information over what the user is looking at operates
satisfactorily with 3-degrees of freedom (DoF). However, most AR
applications require 6-DoF in some form, tracking the users’ physical
position so that the system can maintain consistent positions for the
images it projects in 3D space.

Almost all head-mounted devices offering 6-DoF are classified as
MR headsets. While there is almost no confusion in the literature
regarding what constitutes VR, there is hardly any agreement on what
the terms AR, MR, and XR mean with regard to the reality-virtuality
continuum [31]. Rauschnabel et al. recently attempted to provide a
framework for AR and VR [32]. Similarly, Mann et al. introduced a tax-
onomy, frameworks, and conceptualization of various “realities” [28].
An extensive review of metaverse technologies, along with a discus-
sion on the reality-virtuality continuum, appears in the work of Lee
et al. [33]. For the purpose of this work, we classify smart glasses,
smartphones, and similar devices as AR devices, and full-fledged HMDs
as MR devices.

MR headsets are classified as optical see-through (OST) and video
see-through (VST) [34,35]. In VST, a camera captures a digital video
image of the real world, and transfers it to the graphics processor in
real time. Then the graphics processor combines the video image feed
with computer-generated images (i.e., virtual content) and displays it
on the screen. Since the video processing is done before showing the
content to the user, it is possible to control the brightness and contrast
of both real-world and virtual elements for a seamless experience. It
also has a better registration through the tracking of head movement.
However, there are drawbacks, which include low resolution of reality
(i.e., screens do not match the human eye resolution), a limited field
of view (which is possible to increase but it is rather expensive), and
eye parallax (eye-offset) due to the camera’s position, which is usually
at a distance from the viewers exact eye location. The VSTs can use
smartphones like in the case of Samsung Gear VR, where the phone is
used as a display, placed few inches away from users eyes, which is
totally different from experiencing AR in handheld smartphones.

OST displays operate by using optical elements that are half trans-
missive and half reflective to combine real-world and virtual elements.
The mirror allows a sufficient amount of light from the real world
to pass through, making it possible to see the surroundings directly.
Simultaneously, computer-generated images are projected onto the
mirror through a display component placed overhead or on the side,
which creates a perception of the combined world. OSTs show the
world in real resolution and free from parallax (caused by the offset
of camera position in relation to the viewer’s eye). These are safer
to operate since the user can see even if the power fails — making
it an ideal option for military and medical purposes. However, the
use of mirrors and lenses reduces the brightness and contrast of both
virtual and real-world perception. Some of the recent cutting-edge MR
headsets are Microsoft Hololens 2! and Magic Leap 2, both of which
are OST devices, and the Varjo XR-3,° which is a VST device.

1 https://www.microsoft.com/en-us/hololens
2 https://www.magicleap.com/device
3 https://varjo.com/products/xr-3/
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Fig. 1. Light field parametrization with parallel planes.

3. Light field as a metaverse technology

In this section, we overview light field visualization and its key
performance indicators (KPIs), and address projection-based light field
displays in the context of the metaverse, highlighting advantages,
potentials, disadvantages, constraints, and recent advances. The section
also provides a brief outlook regarding near-eye light field technology.

3.1. Operation principles

Unlike other visualization technologies of the metaverse, light field
displays do not have active screens. This means that the screen of a
light field display does not have active internal components. It is a
curved surface built of a holographic micropattern, which transforms
the incoming light rays. The light rays originate from the projector
array, located either behind or in front of the screen — as explained in
Section 1. The collection of transformed light rays composes the light
field.

The easiest way to understand the description of each light ray is
via the (s,,u, v) coordinates of the plenoptic function. Let us imagine a
finite 3D scene. Due to its finite nature, we can evidently place a plane
behind the scene, and another one, parallel with the other, in front of
the scene. Trivially, two coordinates identify a point on a 2D plane.
If we take coordinates (s,f) on one plane, and coordinates (u,v) on
the other plane, then connecting the two coordinate pairs (i.e., points)
determines a line in the 3D space. The concept is illustrated on Fig. 1
[36].

It is not challenging to realize that a given (s,t,u, v) set of coordi-
nates can only determine one specific line, and a given line can only
be determined by one specific (s,7,u,v) set of coordinates, making the
description free of redundancy. There are numerous alternative param-
eterizations as well, such as determining two points on the surface of
a sphere, or using single point on a curved surface and describing the
directions that originate from that point. Research efforts investigate
these alternative solutions in practice, such as the angularly-continuous
(s, t, ¢) format of Cserkaszky et al. [37].

The glasses-free 3D visualization of projection-based light field dis-
plays is perceived as the light rays reach the pupils of the viewer. The
3D visual experience enabled by such displays is detailed in Section 5,
as a crucial component of QoE. The QoE of light field visualization fun-
damentally depends on essential KPI values [38], which are reviewed
in the following subsection.

3.2. Key performance indicators

There are numerous KPIs of light field imaging, describing both
the system and the visualized content. In the scope of this paper, we
briefly review the four KPIs that are the most relevant to the light field
metaverse: spatial resolution, angular resolution, field of view (FOV),
and depth budget.
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Fig. 2. Emission range for HOP displays.

Spatial resolution can be approached as the 2D-equivalent resolu-
tion of visualization. It is, in fact, somewhat similar to the resolution
of 2D imaging. However, certain distinctions must be made. First of
all, light field visualization is not an inherently pixel-based technology.
Even if we wanted to define pixels, their grid would not be uniform.
Secondly, spatial resolution directly corresponds to pixels if and only if
the visualized content is generated from a series of 2D views. In that
case, spatial resolution is the 2D resolution of the views. For the system
itself, spatial resolution is determined by the capabilities of the optical
engines of the projector array. Generally, this KPI defines the sharpness
of visualization, similarly to 2D technologies. However, insufficient
levels of spatial resolution result in blur instead of pixellation. It needs
to be noted that spatial resolution is relative, and it is the best at
the plane of screen. As visualized objects or portions of the content
are placed farther out of the plane, the smallest addressable volume —
also known as voxel — becomes greater. Therefore, a more formalized
definition of relative spatial resolution can be expressed as

_ L _ €h)

Rs =+ ,
7 +d Xtan(Ry)

where R, is the resolution in the plane of the screen, d is the distance
from the plane of the screen, R, is the angular resolution [39].

Angular resolution is generally one of the most important KPIs of
light field visualization in all usage contexts. It defines the density
of distinct rays. At the time of writing this paper, light field displays
are typically horizontal-only parallax (HOP) systems, which means
that they provide the corresponding perspective as the viewing angle
changes horizontally, but not vertically. Systems that incorporate both
horizontal and vertical change are known as full-parallax (FP) displays.
The emission ranges — with respect to a single point on the screen — of
HOP and FP displays are demonstrated in Figs. 2 and 3 [39]. Angular
resolution may be conceptualized as the number of views when the
input of the system is described as a series of 2D views. However, this
approach depends on the FOV — which shall also be explained in this
subsection. In the industry and the academia, there are two primary
methods for defining angular resolution. The more general one is the
degree which describes the smallest angle between two distinct rays
— with respect to a given point on the screen - that the system may
produce. So if the angular resolution is, for example, 0.5 degrees, then
two tiny pinhole cameras looking at a point of the screen may see two
distinct light rays if they enclose an angle of 0.5 degrees. This definition
is illustrated in Fig. 4. Another way of describing the angular resolution
is from the perspective of 2D source views. This is particularly useful
if the content is indeed generated from a series of views, but this is
the aforementioned case which depends on the FOV. If we have, for
example, 90 source views over an FOV of 45 degrees, then the angular
resolution is 2 views per degree. Note that 0.5 degrees and 2 views per
degree define the same angular resolution.

The FOV of light field displays is not to be confused with the FOV
of conventional 3D metaverse technologies. Generally speaking, head-
gear-based technologies approach the FOV from the perspective of the

Displays 78 (2023) 102430

screen

light rays

Fig. 3. Emission range for FP displays.

screen of the display

L)
1
1
1
1
1
1
1
1
1
1
1
1

Iy angular resolution

\ -
-
-
-
-

%

~

~-~o

distinct light ray A

-
-
-
-
-

distinct light ray B

Fig. 4. Definition of angular resolution.

viewer. In the case of light field displays, FOV has nothing to do with
the viewer. Instead, it describes the system. The FOV is an angle,
measured from the screen of the display, in which the system creates an
observable light field. A larger FOV enables more freedom of movement
for both HOP and FP displays, and also allows the accommodation of
more simultaneous viewers. It is important to add that while the FOV
is described with a single value (i.e., the viewing angle of the display),
it is actually the area on which all the emission cones — measured from
the screen of the display, as shown in Fig. 2 — overlap. For the sake of
simplicity, in the figures of Section 4 that aim to illustrate use cases,
the valid light field of a system is not based on emission cones.

The final KPI that needs to be mentioned in the context of light
field metaverse is the depth budget. Basically, it describes the maximum
depth of visualization. Depth is the perceived distance between the
plane of the screen and the front-most and back-most portions of the
3D content. As we typically refer to one-way depth as Field of Depth
(FOD), depth budget is basically the twice of this measure. The FOD
depends on the pixel size (Sp) — at the plane of the screen — and the
angular resolution (R,), and the relation can be formulated [40] as

S
FOD = tan(; " ®)
and therefore, the depth budget can be expressed as
DB=2x—SP 3)
tan(R )

The KPI is called depth budget as it does not need to be fully
utilized. There are, of course, certain reasons for avoiding great depth
values. One is that light field visualization is always the sharpest at
the plane of the screen. It is closely connected to this fact that content
portions with greater depth values are more susceptible to issues related
to low angular resolution. These considerations are discussed in detail
in Section 5, along with the other components of the QoE of light field
metaverse.

3.3. Advantages and potentials

There are many advantages of projection-based light field visual-
ization, particularly in comparison with other 3D technologies. The
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first one is that the 3D contents of light field displays can be viewed
without the need of any viewing device. As detailed in Section 2,
such devices may have numerous shortcomings. Moreover, the lack of
viewing devices also reinforces a more natural experience. After all, the
whole concept behind light field imaging is that we only perceive light
rays in our 3D reality, and the de facto most realistic scenario is thus
the recreation of such light rays.

Again, the lack of viewing devices means the lack of the associated
issues. Additionally, no viewer tracking or movement prediction [41]
is required for light field visualization, as the entire system FOV is
utilized all the time. This, of course, may be subject to research, as
one may easily consider this to be an immense waste of resources.
However, providing a continuous parallax and full visualization over
the entire FOV not only nullifies the need for tracking, but also enables
the accommodation of an arbitrary number of simultaneous viewers,
limited only by the size of the valid viewing area (VVA). The VVA
primarily depends on the FOV, as the correct 3D visualization may
only be perceived within the FOV. However, it is influenced by angular
resolution as well. Technically, if a viewer is too far away from the
plane of the screen, then the visualized content may perceptually
appear to be more 2D than 3D. Regarding the terminology of the VVA,
experts often refer to the area defined by the FOV (i.e., the overlapping
emission cones) as VVA, independently from the adequate viewing
distance.

The systems available today are HOP displays, as stated earlier. FP
displays hold much potential, as the vertical parallax component is
required for a faithful representation of our world. However, for the
vast majority of use cases — included the applications of the metaverse —
horizontal parallax is considered to be sufficient. First of all, the eyes of
a human being are separated horizontally. Secondly, movement — and
thus change in viewing angle - in such contexts is usually horizontal.
For instance, during an exhibition of cultural heritage, visitors can
walk around the exhibited contents, and there is no notable change
in vertical perspective if visualization is at more-or-less eye level. Of
course, FP systems could benefit almost every single use case, and thus,
they hold great potentials for the future.

Another important potential is achieving super resolution. In order
to understand the phenomenon of super resolution, let us go back to
Fig. 4. In this view of the projected light field, if we approach the
eyes of a human being as pinhole cameras, and these cameras are
fixed in both position and orientation, then the brain may enable a 3D
experience if one eye collects the visual information of distinct light
ray A, and the other one collects the visual information of distinct light
ray B. It is necessary to highlight that the eyes do not change position
(i.e., the head of the individual does not move) and orientation (i.e., the
eyes do not change viewing direction), as they may both compensate
the 3D experience. For super resolution, a single eye must collect the
visual information of both distinct light rays A and B. If this is achieved,
then the individual may focus on certain portions of the visualized
content. Normally, the eyes focus on the plane of the screen, regardless
of projected depth. Note that the perceived ray density fundamentally
depends on the viewing distance; the farther the viewer is, the higher
density is required. For the ultimate light field metaverse experience,
super resolution shall be an absolute must, as it ensures that the focal
behavior of the eyes of the user in the metaverse is analogous to their
behavior in the real physical world.

3.4. Disadvantages

The first disadvantageous property most scientists and experts of
the field think of regarding light field visualization is the cost of
such display systems. It is true that at the time of writing this paper,
high-performance projection-based light field displays are immensely
expensive, particularly when compared to other metaverse technolo-
gies. While such expenses are expected to lessen over the upcoming
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years, yet, sadly, the price is not the only disadvantage of light field
visualization.

Such display systems are also “‘expensive” when it comes to the
amount of data that needs to be stored, transmitted, and processed.
This issue may be mitigated by efficient compression and alternative
formats, but the future realization of super resolution shall definitely
increase the pressure posed by data size.

High-end light field displays also require more power to operate,
and with great power, comes great responsibility towards heat manage-
ment. Metaverse applications may be used continuously for extended
periods of time, for which, the glasses-free nature of the technology is
indeed an advantage. However, proper cooling is essential for both the
computer cluster that manages the optical engines, and, of course, the
optical engines themselves.

From a manufacturer’s point of view, it is extremely challenging to
realize FP visualization and super resolution. More rays mean that more
optical engines need to be placed in the projector array, which is not
only an issue on its own due to the potential unit sizes, but it is also
problematic for cooling.

From the perspective of the users of light field metaverse applica-
tions, the size and weight of such systems may be daunting. However,
this may only be an issue for larger wide-baseline solutions. Addition-
ally, it should be pointed out that all these issues are disadvantages that
may be handled as the technology progresses. Yet there are constraints
that are not expected to go away, and thus, should be kept in mind
when designing applications of the light field metaverse.

3.5. Constraints

One major constraint of projection-based light field visualization
is that such systems cannot draw virtually infinite distances in 3D.
First of all, the (s,#,u,v) approach — similarly to all the other surface-
based approaches — necessitates a finite 3D content space. Secondly,
as mentioned earlier in the section, the more visualization leaves the
plane of the screen, the more susceptible it becomes to insufficient
angular density (i.e., the more effort is required towards maintaining
its quality).

How does this constraint translate to the applications of light field
metaverse? Let us imagine a 3D first-person shooter video game or
simply any sandbox-like open-world game (either in first- or third-
person view). It is common to have scenarios in open virtual areas,
where the player may look towards virtually-infinite distances. Imple-
menting such a scenario for light field visualization would result in
greatly degraded contents. Today, there are two primary practices for
handling the issue of having a “background” for the visualized content.
The first one is simply using a plain color. This is quite common for
the industrial use case of prototype review, particularly if the selected
color contrasts the colors of the prototype. The other one is placing a
2D image near the plane behind the 3D scene. Of course, in this case,
the image shall be immensely blurred, so it serves aesthetic purposes
instead of practical ones.

The other major constraint is only applicable to front-projection
displays. In such a setup, the optical engine array is on the same side of
the display as the viewer. According to the designs of the state-of-the-
art front-projection light field displays, it is actually possible to occlude
the light rays coming from the optical engines, simply by being too
close to the screen. When this happens, a shadow is cast on the screen,
which should evidently be avoided. Therefore, for front-projection light
field displays, the viewing distance is constrained. In essence, viewers
should not approach the screen beyond a specified distance. As an
example, whenever QoE research was carried out on the Holovizio C80
light field cinema system,* the closest viewing distance was aligned
with the position of the optical engine array.

4 https://holografika.com/c80-glasses-free-3d-cinema/
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3.6. Recent advances

Let us now review the relevant advances of the past years in
light field technology. Perceived quality is absolutely essential to the
success of light field visualization, although practical measurements
and experiments that rely on real light field displays are limited by the
scarcity of such devices. Until early 2022, only 29 experiments were
carried out [42]. Among the recent works are the experiments of Simon
et al. [43], Guindy et al. [44], and Kara et al. [45], addressing adequate
viewing distances for individuals with reduced visual capabilities, the
application and assessment of conventional camera animation, and the
effect of angular resolution and 3D rendering on static industrial mod-
els, respectively. Ak and Le Callet [46] reviewed the quality evaluation
of light field visualization, which was also recently standardized by the
IEEE [47].

A vital part of quality-related research is the creation of tools for
objective quality assessment, also known as objective metrics. Their
task is to estimate the subjectively perceived quality. By doing so, con-
tents (e.g., screen contents [48]) and solutions (e.g., compression [49])
can be evaluated without the need of lengthy subjective tests with
numerous test participants. Their efficiency is assessed via datasets
(reference-quality and degraded contents) which also include subjective
ratings [50]. Methods are classified based on the need for the reference.
If it is fully needed, then it is a fully-reference (FR) metric. If it is only
partially needed, then it is a reduced-reference (RR) metric. If it is not
needed at all, then it is a no-reference (NR) metric. For example, Min
et al. [51] created an FR metric that takes into consideration view
structure matching, near-edge mean square error (MSE) and multi-
view quality analysis, the RR metric of Paudyal et al. [52] measures
distortion in the depth map, and the work of Meng et al. [53] proposes
an NR metric based on angular-spatial characteristics. There are many
NR metrics published in the scientific literature, as they are evidently
the most practical — and, of course, the most challenging as well.
NR metrics for light field quality assessment were proposed by Shi
et al. [54], Zhou et al. [55], Shan et al. [56], Luo et al. [57], Guo
et al. [58], Xiang et al. [59], Ak et al. [60], and many others. In
the scientific world of QoE, FR solutions are also known as blind
metrics [61-65], as they do not see what the best possible quality
representation could be.

Many works were published on super resolution. However, note that
in research, super resolution refers to content resolution enhancement.
Furthermore, the super resolution discussed so far was defined in
the angular domain. Among scientific contributions, enhancing spatial
resolution is quite common as well. In fact, it is looked at as the default
interpretation of term. In order to distinguish the two, the term “super
resolution” usually covers spatial resolution (also denoted as ‘“spatial
super resolution” and “image super resolution”), while “angular super
resolution” is the terminology that is in alignment with the super res-
olution discussed in this section. Such content resolution enhancement
can be achieved via adaptive feature remixing [66], deformable con-
volution [67], deep combinatorial geometry embedding and structural
consistency regularization [68], zero-shot learning [69], and many
more. The recent work of Yu et al. reviews such techniques. Regarding
angular resolution, techniques rely on geometry-aware networks [70],
edge-aware inpainting [71], structure and scene information [72], Con-
volutional Neural Network (CNNs) [73,74], and several other methods.
The work of Wang et al. [75] investigates spatial-angular interaction,
similarly to the contribution of Cao et al. [76].

3.7. Outlook: Near-eye light field displays

As mentioned in Section 1, not every single light field display offers
glasses-free 3D visualization. Yet as this is a not-so-well-known fact, this
article provides a brief outlook regarding such devices. Near-eye light
field displays are sometimes called “light field stereoscopes” [13], as
they follow the same usage principle as the conventional stereoscopes
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(i.e., one display is assigned to one eye). The prototype of Lanman and
Luebke [9] uses a pair of OLED panels that are covered with microlens
arrays. The microlens arrays are thus situated between the eyes and
the displays, and they create a virtual image perceptually behind the
display. An important aspect of the implementation is that it enables
the reallocation of driver electronics (e.g., can be waist-mounted). The
proposed display of Zhao et al. [11] uses microlens arrays as well, but
it also utilizes the structure parameters prioritization method, in order
to increase the FOD. It is also possible to carry out pupil tracking [77],
which is therefore analogous to some of the more conventional devices,
in the sense that a portion of the physiology of the user is tracked - from
which, of course, the orientation of the pupils is the most important.
The work of Zhan et al. [78] relies on Pancharatnam-Berry phase
lenses, which are basically half-wave plate optical elements, the crystal-
axis of which is changing spatially [79,80,80]. It is possible to use
active driving (via the application of voltages to switch between lens
profile patterns), as well as passive driving (via an external polarization
rotator). The recent work of Gao et al. [81] highlights that such displays
do not result visual fatigue, which is definitely a benefit in contrast
to other head-mounted 3D technologies. Still, at the end of the day,
these solutions rely on head-mounted devices that are situated closely
to the eyes of the individual, and thus, they disconnect the user from
the real world. Additionally, they all share the disadvantages of other
head-mounted technologies when it comes to use cases such as the
metaverse.

4. Applications of light field metaverse

In this section, we study the potential applications of light field
metaverse. The section aims to comprehensively cover every applica-
tion, but note that the future may hold use case contexts that do not
exist at the time of writing this paper - particularly enabled by the
technology at hand.

4.1. Telepresence

Light field telepresence may be approached as an individual service
within the metaverse, or an integral component of something more
complex. The scientific community often looks at light field telep-
resence as the next great enabler of the sense of presence, which is
also detailed in Section 5. The operational concept is analogous to
a conventional laptop or smartphone videochat in the sense that a
symmetric two-way telepresence solution should be equipped with both
a capture system and a display system at the two ends. Examples for
single-user and multi-user scenarios are provided in Figs. 5 and 6,
respectively.

In today’s phase of experimental and prototype solutions, the im-
plemented telepresence systems are rather asymmetric. For example,
Zhang et al. [16] introduced a levitating prototype, which is basically
a quadcopter that provides a live 3D image of the individual’s head.
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Fig. 7. Light field telepresence system with a synthetic content [82].

A symmetric variation of this approach would mean that such a fly-
ing device is also equipped with a light field camera or a camera
array to capture the presence of others. The wide-baseline solution of
Cserkaszky et al. [82] technically looks like a human-sized mirror that
may easily portray the entire body of an individual in a true-to-scale
manner. Photographs of the prototype with a synthetic content and
with actual live content are shown in Figs. 7 and 8, respectively.

Asymmetric light field telepresence may be implemented via
general-purpose light field displays — and, of course, an appropriate
camera system on the other end. Naturally, there are certain drawbacks
of relying on existing commercial solutions. One issue is that such
displays rarely replicate the true scale of the visualized individual by
default. Yet this issue is not something that could not be handled on the
level of visualization software (i.e., automatically zooming in or out on
the captured light field, based on the dimensions of the display and the
represented individual). The other notable attribute of general-purpose
light field displays that does not align well with the requirements of
telepresence is that they are typically landscape oriented, which means
that it is not feasible to visualize an individual as shown in Figs. 7 and 8.
However, it is actually adequate for waist-up representation, and mul-
tiple individuals may be visualized simultaneously. An implementation
of such visualization is shown in Fig. 9.

4.2. General social activities

In the light field metaverse, there are two main approaches for
representing an individual in the virtual space of social activities. One is
to rely on light field telepresence, which means that the actual physical
presence of the individual is captured and shared with other users of
the metaverse. Another approach is to follow the concept of today’s VR
applications and represent the individual with a synthetic 3D avatar.
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Fig. 8. Light field telepresence system during operation [82].

Fig. 9. Light field telepresence on the general-purpose HoloVizio 721RC [83].

In order to maintain the “gadget-free” nature of the light field
metaverse, motion and posture should be tracked by either a dedicated
tracking system or cameras. By choosing the latter, the implementation
shall enable the option to seamlessly switch between a synthetic avatar
and the genuine physical appearance. Of course, it is expected that
the majority of users shall have a strong preference towards synthetic
avatars in order to protect their privacy while engaging in the vir-
tual world. In fact, it is quite likely that many applications would
restrict representation to avatars, as the sense of anonymity may greatly
contribute to certain social activities in the metaverse.

With today’s motion-tracking technologies and general-purpose dis-
plays, it is quite feasible to implement avatar-based social activities
for the light field metaverse. It is important to add that in the case of
3D avatars, the true-to-scale, portrait-oriented visualization of the users
may be less important.

4.3. Education and cultural heritage
While many view the metaverse to be “all fun and games”, the

truth is that it holds immense potential for education purposes and
for sharing a digital/digitized form of cultural heritage. Already in
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the current implementations of the metaverse, dedicated users invest
tremendous efforts into “importing” cultural heritage into the virtual
worlds. Additionally, genuine artworks are also created in these virtual
environments.

Light field technology has already been explored in the context of
cultural heritage. For example, the EU H2020 i-MareCulture project®
utilized the HoloVizio C80 system (mentioned earlier for being a front-
projection light field display) to visualize artifacts of underwater cul-
tural heritage at an exhibition of the Thalassa museum in 2019.

As the example shows, conventional light field displays are appro-
priate for the visualization of cultural heritage. The same is expected
in the context of education and training. Of course, certain instances
of specialized training require dedicated displays; however, as authors
of this manuscript, we do not consider specialized training to be a
purpose of the metaverse. Yet education is indeed an important use
of the metaverse, as virtual-community-based skill sharing may greatly
benefit society.

An example for skill sharing via light field metaverse could be
regarding a household activity. In such a scenario, the receiver of the
online assistance could simultaneously perceive the activity that is to
be mimicked in glasses-free 3D, and his or her own actions in the real
world.

4.4. Gaming

There are two major aspects regarding gaming in the light field
metaverse that need to be highlighted. First of all, it has already been
mentioned that light field technology suffers the constraint of not being
able to visualize virtually-infinite distances. However, certain game
genres do not do that at all, and they are perfectly appropriate for light
field visualization. Namely, real-time and turn-based strategy games
tend to look towards the virtual ground from an elevated position. This
camera operation makes the presentation of the game view evidently
finite, as the viewed game space fits into a well-defined bounding
volume. Furthermore, this is applicable to any type of isometric game
genre, and it can also be extended to any game that does not necessitate
the visualization of virtually-infinite distances.

A quite unique property of light field displays is that the visualized
angular domain may be split. In the case of 2D split-screen gaming, a
portion of the screen is allocated to one player, while another portion is
allocated to the other player. In practice, during a two-player scenario,
the screen is split in half either vertically or horizontally, which means
that none of the players may utilize the entire screen. For four players, a
player only uses a fourth of the screen. This is also rather inconvenient
in the sense that it negatively affects competitive gaming, due to the
potential “screen peeking”, which means that a player may gain an
unfair advantage by seeing the screen of the other player. While such
a division of the screen is possible for light field displays as well, it is
better to split the screen in the angular domain. A two-player example

5 https://imareculture.eu/
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is shown in Fig. 10. Technically, one portion of the FOV is allocated to
one player, and another portion is allocated to the other player. This
means that both players may use the entire screen for gaming, yet they
see two completely different views. They may also move within the
viewing area. Of course, the middle of the FOV is an invalid viewing
area in such a case, as a mixture of the two light fields is projected
there.

From a financially-realistic point of view, it is expected that light
field gaming shall emerge as arcade-like video games, before the dawn
of affordable personal computers. However, it is debatable whether
dedicated or general-purpose light field displays shall be used for
such purpose. The advantage of using general-purpose displays is that
it may house a great multitude of games, increasing flexibility and
deployment efficiency. On the other hand, dedicated systems may be
carefully tailored to satisfy every possible requirement towards the
specific game.

4.5. Online dating

Online dating in the light field metaverse — which is practically an
instance of the telepresence — should be separately addressed. It may
benefit a lot from the true-to-scale realistic visualization of individuals.
It is quite common in today’s online dating applications that the ap-
pearance of the individual is reduced to a single 2D image, which, in
many cases, may be misleading (e.g., intentionally, via photo editing).
This typically causes disappointment during the first physical meeting,
not to mention all the instances of the so-called “catfishing” practices.

In the case of light field visualization, individuals may be accurately
portrayed in a glasses-free 3D manner. Whether it is a form of live
telepresence or stored visual data, the appearance of the individual is
not distorted by the constraints of 2D capture. It is feasible for both
dedicated and general-purpose systems, yet the same considerations
apply as in the case of telepresence.

4.6. Other applications and activities

Similarly to the state-of-the-art conventional metaverse, applica-
tions are only limited by imagination — and, of course, by technological
constraints. Members of the digital society may do whatever they wish
to do in the virtual world. For example, one of the candidates of the
2020 US election established an island in the life-simulation video game
Animal Crossing.® In fact, it is possible to carry out voting in a virtual
world that may have consequences in the real world.

One concern of the applications of light field metaverse may be
privacy. This is already a hot topic in the conventional metaverse [84-
86]. In addition, in the case of the applications of light field metaverse,
anyone within the allocated FOV may perceive the content perspective
of an individual. On the other hand, in the case of VR, the surrounding
individuals in the real world have no information what a given person
sees through the viewing device.

5. QOE of light field metaverse

In this section, we discuss the different aspects and considerations
of QoE. The section also reviews the relevant findings of the scientific
community.

6 https://edition.cnn.com/2020,/10/18/business/biden-animal-crossing-
island-trnd/index.html
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5.1. Immersion

Immersion is one of the most important QoE aspects of the meta-
verse, yet at the time of writing this paper, no subjective study has
addressed it so far as a research question. One way to do that is
conventional subjective ratings. On their own, such subjective results
may not be completely useful, as the quantification of immersion may
be subjective as well. Instead, comparisons of immersive technologies
could report better the immersion achieved by light field metaverse.
Another method is to involve physiological measurements, as used
by the scientific literature. A great example for this is used in the
cognitive experiment of Bouchard et al. [87]. It was shown in the
context of VR that the sole idea of live presence induced differences
in the measurements obtained through functional magnetic resonance
imaging (fMRI). Such experiment should be carried out for light field
visualization as well.

Evidently, there is a major consideration that a light field metaverse
is not as immersive as a VR metaverse. Again, as of now, no data
supports one claim or the other.

5.2. Sense of presence

The sense of presence may be classified into two distinct subsets.
The first one is the sense of oneself. In the case of light field metaverse,
one may naturally see oneself in exactly the same way as in everyday
life. In VR, this is more complicated, particularly if a synthetic avatar
is used. Although keep in mind that for light field metaverse, the indi-
vidual perceives a different self-reality for avatar-based representation.
Basically, the other participants of the virtual world see a synthetic
avatar, while the user sees factual reality.

The other one is the sense of others. This is closely connected to the
previously elaborated subset. If there are multiple users on one side of
a telepresence system — as portrayed by Fig. 6 — the individual may
perceive each other in the real world. On the other hand, if two users
are connected via VR, even if they are next to each other in the same
room, they can only see each other’s digital representation.

5.3. 3D visual experience

For light field visualization, the 3D visual experience primarily
depends on ray density. As explained earlier, the 3D experience requires
two distinct rays to reach the two eyes, with respect to a single point
on the screen. Based on the trigonometric implications of this require-
ment, the formalized calculation for viewing distance was tested in a
subjective study on binocular disparity [88]. The results indicate that
the theoretical distance — at which the two eyes are barely addressed
by two distinct light rays — provides a visual experience that is halfway
between 2D and 3D. For light field metaverse, it is imperative to
guarantee 3D perception. Of course, the ultimate goal is to guarantee
super resolution, as it is the key to the proper perception of depth.

5.4. The parallax effect

A smoothness of the parallax effect is essential to the overall visual
experience, and thus, to immersion. Similarly to the 3D experience, it
depends on the angular resolution of visualization. While the scientific
literature indicates that artifact mitigation is possible [89], distur-
bances of the parallax effect should be completely avoided, as they
may greatly penalize the QoE of the light field metaverse. The most
immersion-breaking issue is the crosstalk effect, which fundamentally
depends on the depth and the structure of the visualized content.

An example is shown in Fig. 11. The left and the right side of the
figure show the same 3D object with two different ray density values.
The one on the left has an angular resolution of 1 degree. Due to the
great depth and the structural complexity of the visualized dodecahe-
dron grid, both the closest and the farthest portion of the mathematical
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Fig. 11. Demonstration of angular resolution reduction [89].

body suffers degradation. This is additional made worse by the fact
that one degraded region can be seen through the other. However, the
content can still be easily recognized. If we look at the right side of
the figure, this is not necessarily the case. The angular resolution of
1.5 degrees already imposes severe crosstalk on the model. In the light
field metaverse, such degradation not only breaks immersion, but may
also perceptually exhaust and irritate the user. For long-term metaverse
usage, future research should address such effect of parallax issues.

5.5. Interaction and user interface

As detailed in Section 4, applications of light field metaverse may
necessitate interaction. 3D interaction on light field displays was ex-
plored by Adhikarla et al. [90]. The authors found that using a light
field interface may have a lower performance than conventional con-
trols. In the case of various metaverse applications, conventional con-
trols may remain dominant (e.g., in competitive gaming). Yet it should
be noted that applications in which task performance is not essential
may benefit from the ease of intuitive 3D interfaces. Furthermore,
multi-user interaction may be necessary as well, due to the circum-
stances of the potential applications (e.g., multiple players using a
single system).

5.6. Perceptual fatigue

For the long-term usage of the applications of light field metaverse,
visualization must not — or at least, should not — exhaust the user.
This is particularly important, since certain applications may be used
over extended periods of time. This was already mentioned in the
case of parallax degradation. However, this QoE consideration needs
to be separately highlighted. Every single global statistics on personal
digital device usage (i.e., computers, tablets and smartphones) show
that people spend more and more time watching screens. Likewise,
especially the younger generations, spend more and more time on social
media. Therefore, it is expected that such devices should be usable
for extended periods of time without perceptual issues and fatigue.
Basically, the success of the solutions depends on it. Due to the natural,
glasses-free 3D nature of light field visualization, it is expected that
long-term usage shall be less exhausting than the conventional head-
mounted technologies of the metaverse. Yet these are only expectations,
and they need to be supported by scientific results. Measuring the
perceptual fatigue of the state-of-the-art light field displays shall be
one of the most important future research questions of the scientific
community. If the data provides positive indications and light field
displays become an affordable everyday technology, then the way shall
be paved towards a world of light field metaverse — which, hopefully,
shall not be some sort of a dark digital dystopia.
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5.7. Audio

While this paper primarily focuses on visualization quality, it needs
to be noted that audio quality shall contribute to the overall experience
as well. Of course, this is applicable to only those use cases where
audio is actually present — and meaningful (i.e., more than a generic
background music to accompany the 3D visualization). For example,
the exhibition of cultural heritage is not inherently dependent on the
inclusion of audio content. However, a dominant portion of light field
metaverse applications either necessitate audio or may greatly benefit
from it, and thus, it is relevant to be discussed.

First of all, audio quality and visual quality are heavily intertwined,
hence multimodal approaches must be considered when assessing qual-
ity [91], as well as audio-visual correspondence [92]. Audio cues
also affect gaze, the tracking of which is crucial to understanding
the connection between QoE and visual attention [93]. Probably the
greatest audio-related contribution to the successful implementation of
light field use cases in general shall be delivered by 3D sound — which
is, quite fittingly, often labeled as “sound field”. As light fields are
enabled by projector arrays, sound field are enabled by speaker arrays.
For instance, the prototype of Shin et al. [94], the design of Gupta
and Abhayapala [95], and the ESPRO 2.0 of Noisternig et al. [96] are
composed of 16, 18 and 350 loudspeakers, respectively. It is expected
that such solutions — especially the more complex ones — will be mostly
limited to dedicated visualization systems. Naturally, general-purpose
light field displays can be empowered by sound field; however, the first
generations of consumer-grade models are not expected to be equipped
with such audio by default.

6. Conclusion

In this paper, the potential applications of light field metaverse
were discussed, along with the technological advantages, disadvantages
and constraints, and the consideration of QoE. Light field visualization
allows the user to be “connected without disconnection”; the viewing-
device-free nature of the technology enables the awareness of the
physical environment, including other users of the same system. It
also creates novel opportunities for certain applications, such as split-
domain gaming. Although there is already a rich scientific literature
of light field QoE, numerous vital research questions are still unan-
swered [42]. The most important of these topics include — but are not
limited to — immersion, parallax degradation, and perceptual fatigue.
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