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Abstract: Among novel capture and visualization technologies, light field has made significant
progress in the current decade, bringing closer its emergence in everyday use cases. Unlike many
other forms of 3D displays and devices, light field visualization does not depend on any viewing
equipment. Regarding its potential use cases, light field is applicable to both cinematic and interactive
contents. Such contents often rely on camera animation, which is a frequent tool for the creation
and presentation of 2D contents. However, while common 3D camera animation is often rather
straightforward, light field visualization has certain constraints that must be considered before
implementing any variation of such techniques. In this paper, we introduce our work on camera
animation for light field visualization. Different types of conventional camera animation were applied
to light field contents, which produced an interactive simulation. The simulation was visualized and
assessed on a real light field display, the results of which are presented and discussed in this paper.
Additionally, we tested different forms of realistic physical camera motion in our study, and based on
our findings, we propose multiple metrics for the quality evaluation of light field visualization in the
investigated context and for the assessment of plausibility.

Keywords: light field; camera animation; light field displays; light field cameras; visual quality;
quality of experience

1. Introduction

As light field (LF) technology is rapidly advancing, its presence in the industry is
continuously growing, and researchers are addressing new applications of LF capture
and visualization. While the large-scale penetration of the consumer market is still a
moderately long-term goal, the availability of real light field displays (LFDs) already
allows experts to investigate the relevant use cases, which may progressively evolve into
common daily activities of future societies. Such use cases include medical applications
(e.g., radiology [1,2]), telepresence [3,4], cinematography [5], digital signage (e.g., via light
field LED wall panels [6]), and many more.

The effectiveness, efficiency and general success of LF use cases fundamentally rely
on visualization quality and the Quality of Experience (QoE). The latter is a complex
phenomenon, which cannot be determined solely by the Key Performance Indicators (KPIs)
of the visualized content and the display(s) involved in the use case. According to the
Qualinet White Paper on Definitions of Quality of Experience [7], “QoE is the degree of
delight or annoyance of the user of an application or service. It results from the fulfillment
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of his or her expectations with respect to the utility and/or enjoyment of the application or
service in the light of the user’s personality and current state”.

An important factor that may contribute to the delight or annoyance of the user in LF
use cases is the camera animation. Basically, it is the behavior of the camera, which specifies
the perspective of the user. In a static scenario of LF visualization (i.e., the position and
orientation of the camera do not vary), the perceived perspective of the scene is completely
based on the viewing position of the user (i.e., the viewing angle with respect to the screen).
This is not to be confused with static content, which means that the scene itself does not
vary over time. An example for a static scenario with dynamic content may be a large-scale
LF telepresence system [4]. While the “content” (i.e., the visualized person) is indeed
dynamic, the cameras that capture the individual do not move, and thus, the perceived
orientation at the other end of the system does not change either. Let us now imagine a
use case in which the camera does move. This can be an LF cinema, where the presented
motion picture is either captured by cameras or rendered by a computer cluster. For the
sake of simplicity, let us consider the latter, as real LF cinematographic capture is a road
paved with countless significant obstacles. While no scientific contribution has identified
visualization-related perceptual issues of LF technology thus far, inappropriate usage of
camera animation may degrade the QoE through different forms of visual discomfort. For
example, in the case of stereoscopic 3D (S3D) visualization, not only camera movement
may affect 3D measurement accuracy [8], but it also changes the perception of the cinematic
space [9], and may greatly contribute to visual fatigue [10]. Another example for immersive
3D technologies is the case of virtual reality (VR). The work of Oh and Son [11] provides a
comprehensive overview of the cybersickness that may apply to VR usage, and emphasizes
how camera animation may negatively affect the user, separately discussing translation
acceleration [12] and speed [13].

Apart from cinematography, other LF use cases with camera animation include train-
ing and education, digital signage, gaming, and many more. Medical use cases can be
relevant as well, if instead of applying changes to the content (e.g., rotating the representa-
tion of an organ), the camera is animated. This is also applicable to specific instances of
industrial use cases (e.g., prototype review) and cultural heritage exhibition.

Although a great number of the potential utilizations of LF technology requires camera
animation, it has not been thoroughly investigated for LF technology yet. This is particularly
relevant due to its aforementioned connection to QoE. Furthermore, as stated earlier, camera
animation may also affect effectiveness and efficiency (e.g., task performance).

The aim of this scientific contribution is to apply and study camera animation in the
context of LF visualization. Our work fundamentally builds on the extensive literature
on camera animation that is already available for conventional 2D displays. The efforts
presented in this paper take into account the limitations and challenges that apply to LF
capture and visualization [14], which resulted an interactive simulation on a real LFD.

Furthermore, the implemented camera animations were extended to include realistic
physical motions. Similarly to the different camera animation techniques, the realistic
camera motions were simulated and tested on a real LFD. The plausibility and effectiveness
of these motions were evaluated via different metrics, such as the number of collisions,
occlusions, and blurry regions.

The remainder of the paper is structured as follows. Section 2 provides a quick
overview of the science behind the practical applications of LF and presents the state-of-
the-art LF camera technologies. Camera animation is detailed in Section 3, separately for
general and for LF camera animation, including our criteria of evaluation. The visualization
and assessment of LF camera animation is introduced in Section 4. Section 5 concludes the
paper and highlights the potential continuations of the investigated research topic.
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2. Light Field Capture and Visualization
2.1. Brief Historical Overview of Light Field

The technical term LF is known as the radiance at a point in a certain direction [15].
LFs are represented as 7D plenoptic functions that incorporate the spatial and angular
information of light rays [16,17]. This function can be reduced to 5D, and in free space—
in which no occluders are present—4D is considered sufficient. This is due to the fact
that the radiance along a line remains unchanged unless intercepted [15]. Although this
information about light distribution is indeed important, conventional cameras do not
capture most of this information. However, LF cameras have the capability to re-capture
the aforementioned lost information [18].

Regarding visualization, LFDs convey realistic visual experiences to spectators via
the natural, glasses-free 3D perception of the content. They can be designed by means of
parallax barrier and integral imaging [19]. Real LFDs have already been implemented in
practice, among which are the HoloVizio displays. These displays utilize a holographic
screen and a set of optical modules from which light beams are emitted. The 3D view itself
is composed by the holographic screen at which these beams arrive [20].

Before valiantly jumping in medias res of the technical details, let us review the greatest
milestones that let us arrive at this point. Throughout history, numerous attempts have
been made to formulate visual elements in relation to the visual information of the world.
In order to extract such information, lights rays filling a part of space are inspected. The
most notable attempts for this were the following:

1. Leonardo da Vinci described light rays filling space as “radiant pyramids” that inter-
sect and cross one another [21].

2. Michael Faraday used the term “lines of force” to describe light rays, claiming that
LFs are more or less analogous to magnetic fields [22].

3. Frederic E. Ives managed to record parallax stereograms in 1903 by means of a single-
lens apparatus [23].

4. LF photography was first introduced by Gabriel Lippmann in 1908. He provided
the theoretical foundations for LF photography under the name of “integral pho-
tography” [24], and proposed a setup where multiple crystalline lenses are placed
hexagonally—similarly to a beehive.

5. In 1939, Arun Gershun introduced the term “light field” to describe light rays filling
space by their radiometric properties [25].

6. The first plenoptic camera was proposed by Edward Adelson and John Wang in 1992,
consisting of a single lens and a sensor plane, in front of which a lenticular array was
planted [26].

The most recent works on LF visualization include novel display systems such as
the Aktina Vision [27], the aforementioned LF LED wall [6], one solution with a space-
multiplexed voxel screen [28] and one with a ladder-compound lenticular lens unit (LC-
LLU) [29]; various camera systems [30–32]; compression methods [33–35]; view synthe-
sis [36–38]; reconstruction [39–41]; objective quality assessment [42–44]; subjective stud-
ies [45–47]; and the advances of JPEG pleno [48]. Regarding LF QoE, while the vast
majority of the scientific literature focuses on perceptual thresholds and personal prefer-
ence [49–54], the research questions of future works will address immersion, interaction,
human-computer interface (HCI), inter-user effects, perceptual fatigue, super resolution,
and many more [55].

2.2. Classification of Light Field Displays

Today, the devices of projection-based LF visualization are grouped into the categories
of horizontal-only parallax (HOP) and full-parallax (FP; do not confuse with First-Person
cameras, also abbreviated by FP) displays. On a theoretical level, vertical-only parallax
(VOP) displays are feasible as well, and they are precisely as complex as HOP displays, but
the horizontal separation of the human eyes and the primarily horizontal movement in
potential use cases make HOP displays significantly more relevant.
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FP displays can visualize contents recorded by FP cameras, while HOP displays evidently
need to select a subset of the content. In practice, high-quality visualization demands that the
capture device and the display device have LFs that match as much as possible.

The baseline for a camera system arranged as a linear array is the Euclidian distance
between the leftmost and the rightmost camera. As this metric is crucial for the operation
and assessment of LF cameras in general, our work extends to other types of LF camera
systems as well.

2.3. Camera Setups for Light Field Displays

Let us now define the capture surface of an LF camera. First, we determine a set of
points by taking the individual spatial positions for each sensor per pixel. Then, we can
tessellate a piece-wise flat spanning surface between the neighboring points to obtain the
capture surface.

The normal of the capture plane is the average of the camera direction vectors. This
scientific discussion excludes camera systems with any two rays that have an angle larger
than ±90 degrees, as such systems should always be treated as 2 or more separate systems
from this perspective. The plane contains the point of the capture surface for which the dot
product of the point with the normal vector of the capture plane is minimal.

We define the capture rectangle by evaluating the intersection points of all light rays
measured by the LF camera with the capture plane, and by calculating the axis-aligned bounding
rectangle around them. We call this bounding rectangle the as capture rectangle. Please note
that in the 1D linear case, the capture rectangle and the baseline are one and the same.

HOP LF cameras can be differentiated further into narrow-baseline (baseline shorter
than 1 m) and wide-baseline LF cameras. Due to having smaller baselines, narrow-baseline
LF cameras are more portable compared to wide-baseline LF cameras [14]. On the other
hand, reconstruction accuracy is limited in narrow-baseline LF cameras since accuracy
is linearly proportional to the baseline. Moreover, narrower baselines lead to “sub-pixel
feature disparities”, resulting in the deterioration of spatial resolution [56,57]. Since both
the angular and spatial information are captured by LF cameras for light rays, LF images
provide easier methods for depth map estimation [17]. Analogous to the aspect of accuracy,
wide-baseline LF cameras are better in depth map estimation since the baseline is inversely
proportional to the depth estimation error [56].

LFDs provide a naturally-wide baseline due to their large screen size Sx,y, optimal
observer distance Dobserver (usually 1 to 4 m, depending on screen size and the choice of
vertical perspective [58]), and outward facing light emission angle FOVx display (45 degrees
to 170 degrees). For HOP systems with a planar screen—as seen in Figure 1—baseline
Bx display corresponding to an LFD can be calculated as:

Bx display = 2 ∗ Dobserver ∗ tan(
FOVx display

2
) + Sx (1)

Sx

Bx display

Dobserver

FOVx display

Figure 1. View of the display setup to calculate the baseline.
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In general, the more a camera system covers the whole baseline during the measure-
ment of the LF, the better match it is going to be for the LF of the display—assuming the
same camera count and camera parameters, such as resolution and field of view (FOV).
As baselines are typically in the range of 3 to 24 m for practical display sizes, LFDs are
optimally matched by wide-baseline cameras. Table 1 sums up the differences between
narrow-baseline and wide-baseline LF cameras.

Table 1. Comparison between narrow-baseline and wide-baseline light field cameras.

Narrow-Baseline
Light Field Cameras

Wide-Baseline
Light Field Cameras

Length Measured in centimeters
(less than 1 m)

More than 1 m

Reconstruction accuracy Limited and can lead to
sub-pixel feature disparities

Better

Depth map estimation Limited Better
Spatial resolution Deteriorated Enhanced
Portability Relatively portable Not portable

In practice, LF cameras are either plenoptic cameras or arrays of pinhole cameras.
In the case of conventional cameras, an object space point is projected into a single pixel.
For plenoptic cameras, a light ray emitted from a point is projected to many positions of
the sensor [59]. The plenoptic camera is trivially named after the plenoptic function itself.
In their studies to discover how the human visual system (HVS) is capable of extracting
the geometric information from the viewed images, Adelson and Bergen introduced the
plenoptic function which defines the “total geometric distribution of light” [60]. Plenoptic
cameras were made commercially available by Lytro (until 2018), and are still available for
purchase from Raytrix (https://raytrix.de/ accessed on 1 August 2022).

As the name implies, camera arrays are multiple cameras that are arranged in arrays
to capture the same scene in a synchronized manner. Several possible arrangements can
be done, for instance, HOP camera arrays—usually arranged in a linear or arc setup—or
FP camera arrays—usually arranged on a 2D grid or spherical arrangement. Camera
arrays can be built in various configurations from any type of industrial camera that has a
synchronization port. For example, LF camera arrays are offered by Fraunhofer IIS (https:
//www.iis.fraunhofer.de/en/ff/amm/for/forschbewegtbildtechn/lichtfeld.html accessed
on 1 August 2022).

To determine how well a camera system performs on an LFD, we need to establish
an error metric. First, we have to define the observer rectangle (observer line for HOP) for
the LFD. This rectangle lies on the observer plane, which is parallel to the display plane.
The observer rectangle is the minimum axis-aligned bounding rectangle of all intersection
points of emitted rays and the observer plane.

Then, we convert all camera rays into a Cartesian coordinate system, where we have
defined the mathematical representation of the display rays and the observer rectangle,
using a 4 × 4 affine transformation matrix, also known as the region of interest (ROI)
matrix [61]. The coordinate system places the display plane on an xy plane at z = 0. We
further restrict the parameters of the ROI matrix to contain uniform scaling, and we want
to set the matrix in such a manner that after the transformation, the observer plane and the
capture plane are equivalent. We recalculate the capture rectangle in the new coordinate
system. It is easy to see that the only valid display rays—for which we can reliably render
from the captured camera rays—lie in the intersection of the observer rectangle and the
capture rectangle.

The closest camera ray to a display ray can be found by finding the minimum of the
following sum for each camera ray: sum of the distance of the camera ray intersection with
the display surface to the display ray’s emission point and the distance of the display ray’s
intersection point with the observer plane and the camera ray’s eye position.

https://raytrix.de/
https://www.iis.fraunhofer.de/en/ff/amm/for/forschbewegtbildtechn/lichtfeld.html
https://www.iis.fraunhofer.de/en/ff/amm/for/forschbewegtbildtechn/lichtfeld.html
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An error metric for a set of camera rays, an ROI, and an LFD with a planar surface can
be determined as:

Ed rayn
=

1
4
(

abs(Odn x − Icn x )

Sx
+

abs(Odny − Icny)

Sy
+

abs(Idn x −Ocn x )

Sintx

+
abs(Idny −Ocny)

Sinty

) (2)

for all n ∈ Ni and

Ecapture =
∑n∈No

1 + ∑n∈Ni
Ed rayn

N
, (3)

where N is the total number of display rays; Ni is the set of display rays inside and No is
the set of display rays outside the intersection of the observer rectangle and the capture
rectangle; Sint is the (2D) size of the intersection rectangle; S is the (2D) size of the display
surface; Odn is the origin of the nth display ray; Idn is the intersection point of the display
ray and the observer rectangle; Ocn is the closest camera ray origin to the nth display ray,
Icn is the closest intersection point to Odn on the display plane of all camera rays with origin
Ocn ; x and y denote the x and y components of the points and sizes. Figure 2 illustrates the
camera space and display space.

Camera space Display space

camera plane display screen

observer rectangle

Ocn
(Ocnx

, Ocny
)

Icn
(Icnx

, Icny
) Odn

(Odnx
, Odny

)

Idn
(Idnx

, Idny
)

Sx

Sy

Sintx

Sinty

Figure 2. Camera space and display space.

To extend this metric to LFDs with non-planar surfaces, Euclidian points and distances
measured on the display plane and divided by the display size need to be replaced with u, v
surface-normalized parametric points and distances. Distances inside the projected area of
the pixel on the observer plane and the emission surface on the display surface, respectively,
can be treated as zero to improve the metric. In the case of additional color mixing from
multiple camera rays, the metric can be extended to include all selected camera rays for a
display ray and Ed rayn

needs to be weighted by the weights used for mixing color from the
chosen camera rays.

From this metric, it is easy to see that it would be extremely difficult to build LF capture
systems for most LFDs where Ecapture ROI = 0 holds true. However, it is straightforward to
define new virtual cameras (sets of capture rays that match the display rays exactly) for
any given ROI transform of a virtual scene that matches the criteria for the ROI transforms
listed above. Therefore, using virtual cameras is a superior option to test camera-related
problems, as they are both easy to place and move using only the ROI matrix and they are
free from capture error by definition.
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3. Camera Animation
3.1. General Camera Animation
3.1.1. Cinematography Camera Animations

Among the main components of cinematography are camera movements and shots,
which play important roles in storytelling. In this section, we discuss the most relevant
types of cinematographic camera movements.

Pan is short for panoramic. It describes the left and right horizontal camera movements
without changing the position of the camera. However, the strobing effect arises when the
camera is being moved too fast, which accounts as a limitation for the pan movement itself.

Similarly to pan, tilt does not change the position of the camera. Yet, unlike pan, tilt
describes the vertical (up and down) motion of the camera. Furthermore, it needs to be
stated that tilt is not used as frequently as pan since the majority of events in everyday life
(and thus in cinematic content) occur along the horizontal plane.

The camera movement known as zoom encompasses an optical change in focal length.
In the world of cinematography, it is crucial that zoom is only used when such visual
method is necessary (i.e., carries meaning for artistic and/or storytelling purposes). More-
over, hiding or suppressing zoom is somewhat advisable in order to avoid drawing the
attention of the audience to the zoom effect, as it may degrade immersion. This can be
achieved by combining zoom with other camera movements, such as pan, dolly or tilt, or
with certain movements of the actors and objects in the scene.

Dolly is often called “move in/move out” and “push in/push out”. The move in/out
camera movement combines both the wide and the tighter shots of the scene. This move-
ment is used to focus the attention of the audience efficiently rather than cutting the scene
from a wider to a closer shot. There are also many other cinematic uses for this type of
camera movement. For example, dolly is commonly used as a form of pulling back from a
scene upon the entrance of an actor. During this type of dolly, the camera moves towards
or away from the subject of interest. Unlike zooming, the camera is a wheeled cart (or
mounted on a track/motorized vehicle), so the camera itself moves. This gives a sense of
world movement around the subject. In other words, the background appears to be moving
behind the subject, which further enhances the sense of motion.

Truck movement is rather similar to dolly. However, it moves the camera horizontally
(left and right) instead of in and out. This type of camera motion is typical for the cinematic
use of following a moving entity (e.g., a character in action).

In the case of pedestal—similarly to the concept of dolly and truck—the camera moves,
but this movement is vertical (up and down). It is frequently used to capture tall/high
entities (e.g., the cinematic introduction of a tall character or a tall building).

3.1.2. Simulation Camera Animations

These types of camera animation are used extensively in video games, where the
player interacts with and perceives the surrounding environment by means of virtual
cameras. For perceiving the virtual world from a certain perspective, the main components
of a camera system have to be set (i.e., the position and the orientation of the camera) [62].
In this part of the section, we discuss the most relevant types of simulation cameras.

Fly/Walk/Point-of-View (POV)/First-Person (FP) cameras are most commonly used
in video games. The idea is to view the scene from the perspective of the character, the
avatar of the player, or the player-controlled vehicle (e.g., first-person cockpit view or view
from the front of the vehicle). This technique appears in a multitude of video game genres,
among which first-person shooters (FPS) and driving/flying simulators are very well
known. Hence, the technique of FP camera can provide a significant sense of immersion.
Although FP cameras may add reality to the game, its field of vision is rather limited.
Furthermore, in addition to video games, FP cameras are sometimes used in cinematic
content to present the perspective of a given character. Such storytelling techniques are
also referred to as the POV shot [63].
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The idea of Second-Person (SP) camera animation is to view the entity of interest
from the perspective of another entity. For example, the main character is viewed from
the perspective of a different character. This camera was incorporated in games such as
Battletoads (©Masaya, 1991), where the fight is viewed from the POV of the opponent.

Unlike FP and SP cameras, Third-Person (TP) cameras are separated from the focus of
the entity of interest. In this case, the context of the game is viewed from the perspective of
an external position (i.e., a virtual camera) and not from the perspective of an actual entity.

Orbiter cameras always have their “lookat” point at the center of the bounding volume
of the object of interest. The camera can rotate around this fixed point on a sphere with a
fixed radius. In some implementations, it is possible to change the length of the radius or
to scale the scene to achieve close-up or zoom-like effects. Such cameras are often used in
industrial and medical applications.

3.2. Camera Animation Design for 3D Displays

Camera interaction for 3D displays varies on a case-by-case basis, but for most solu-
tions, it sticks to a single-interaction type. Head-mounted augmented reality (AR) and VR
devices almost exclusively use the FP camera model. Volumetric displays usually opt for
orbiter camera interactions. The only exception to this rule is the case of S3D cinema, which
retains its richness of expression and uses all camera movements that do not change the
focal length. Changing the focal length would require a change in the baseline (or lenses)
and a possible calibration of the system. Recalculating the stereo base is usually calculated
with the Bercovitz formula [64] as:

B = P
L× N
L− N

(
1
F
− L + N

2 L× N
), (4)

where B is the stereo baseline; P is the parallax aimed for; L is the far clipping plane; N is
the near clipping plane; F is the focal length of the lens. The only exception to this rule is the
case of animated movies, where calibration is not required and the frame-by-frame changes
in baseline or lens parameters are not an issue. Moreover, the cameras with asymmetric
perspective that converge on a virtual screen can be used to provide a higher-quality
stereoscopic image pair. The same stereo camera rigs are equipped with apparatus to
change the baseline and consequently the focal length; however, most directors would
prefer to cut due to the fact that this operation changes the “flatness” of on-screen objects.

3.3. Light Field Camera Animation

As stated earlier, LF cameras are used to capture information about light distribution.
In other words, for each ray arriving at the sensor, its amount of light is captured [18]. In
our case, the LF of a virtual scene is captured by an error-free virtual LF camera. Camera
movement is facilitated through the ROI matrix. In practice, display rays are evaluated
once and are transformed with the inverse of the ROI matrix to be in world space. As all
other virtual objects and lights are also in the same coordinate system, we can easily render
the individual rays.

Previous works on LF virtual camera animation for LFDs involved orbiter cameras
or cameras using scene-centered rotations with dolly and truck without camera-scene
interactions [65,66]. By implementing the various camera animation types, we can evaluate
their usefulness for LF visualization. We generated animations for some typical scenarios
used in cinematography, where we included an object of interest for the film, which is
especially important for the FP and TP cases.

The following criteria were used to evaluate usefulness:

• General visibility of the scene along the observer line during animations.
• Frequency of immersion-breaking occluders.
• Frequency of collisions and course corrections within the scene.
• Frequency of depth-related artefacts.
• Occurrence of depth of field changes.
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The implementation is flexible enough to work across a whole range of LFDs, specifi-
cally lenticular and projection-based ones. It was built by using the clustered rendering
modules of Holografika. It also used the Bullet Physics library [67] to provide a level of
realism for the scene. The application is implemented as a testing framework, where any
combination of existing scenarios’—namely camera motion—scene and scene-dependent
interactions can be rendered in real time to aid the evaluation. Our findings can be directly
applied to the motion and operation of physical LF cameras with comparable baselines, ob-
serving the scaling factor of the ROI transform, when capturing for scenes with comparable
aspect ratios.

4. Visualization of Light Field Camera Animation Used in Cinematography

In our work, camera animations by means of virtual cameras were implemented and
tested on a real LFD, namely the HoloVizio C80 (https://holografika.com/c80-glasses-
free-3d-cinema/ accessed 1 August 2022). This LFD has an aspect ratio of 16:9 with a
screen size of 3 m× 1.8 m, hence being the perfect candidate for testing camera animations
due to its sheer size, simulating a cinema screen. The viewing angle of the screen is 45
degrees with a brightness of 1000 cd/m2. The tested scenes consisted of simple 3D shapes,
including a generic ground, boxes, cylinders, planes, cars, and suspension elements. In
order to simulate the physical properties of the modelled shapes, the “Bullet Physics
Library” was used.

4.1. Simulation Camera Animations

First, we simulated and tested the different camera animation techniques mentioned
in Section 3.1. By using the aforementioned elements for scene composition, we created
an aisle of columns, between which a car was moving forward. The animated content
was generated via a C++ code that was directly run by the renderer of the LFD (i.e., no
additional software was used to model and render the source views of the scene, and thus,
there was no need for conversion). The investigated camera animations were pan, tilt,
zoom, dolly, truck, and pedestal. Figure 3 depicts the visualization of camera animations on
the LFD (captured by a regular pinhole camera during operation). In order to get a better
overview of the scene from multiple perspectives, orthographic views were added. Figure 4
shows the orthographic camera views for the scene. In addition to testing cinematographic
camera animations, simulation camera animations were tested as well. Figure 5 shows the
simulation camera animations (FP and TP cameras).

(a) (b)

(c) (d)

Figure 3. Cont.

https://holografika.com/c80-glasses-free-3d-cinema/
https://holografika.com/c80-glasses-free-3d-cinema/


Electronics 2022, 11, 2689 10 of 17

(e) (f)

Figure 3. Cinematography camera animations on the light field display. (a) Pan. (b) Tilt. (c) Zoom.
(d) Dolly. (e) Truck. (f) Pedestal.

(a) (b) (c) (d)

Figure 4. Orthographic views. (a) Top view. (b) Right side view. (c) Left side view. (d) Front view.

(a) (b)

Figure 5. Simulation camera animations. (a) FP camera. (b) TP camera.

Discussion and Assessment

As a result of visualizing the different camera animations on the LFD, a series of
inferences could be made. As discussed earlier, a set of criteria was used to evaluate
camera animations. Those include general visibility, frequency of immersion, collision and
depth-related artefacts, and the occurrence of depth of field changes.

The perceptual assessment was carried out via expert evaluation. In this context, this
means that various light field experts of the institution rated the investigated aspects of
the different camera animations, choosing from a set of descriptive, subjective options
for each aspect (e.g., collision frequency was either none, low, medium or high). The
evaluations were based on the plausibility of the visualized content on the LFDs, as well
as prior expert knowledge of the optical limitations and challenges of LFDs. A total of
5 experts (4 males, 1 female; age range between 29 and 66; average age 42) completed
the evaluation, the results of which are presented in Table 2. For a subjective study with
naïve test participants—where quality ratings are collected via a standardized assessment
scale and then statistically analyzed—the results of 5 individuals would not be considered
sufficient, particularly due to the potential rating deviation. In the scope of this work, expert
test participants classified visualization attributes based on a specified set of descriptors
(e.g., None, Low, Medium and High for frequency), and after the tests, they had to reach a
consensus for each of the 50 items.
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Table 2. Results of camera animations visualized on the light field display.

Camera Animation General
Visibility

Occluder
Frequency

Collision
Frequency

Depth-Related Artefacts’
Frequency

Expected Depth of Field
Changes Not Occuring

Pan Good Low None Low N/A
Tilt Mediocre None Medium High N/A
Zoom in Mediocre None High High Yes
Zoom out Mediocre Low Low Low Yes
Dolly in Mediocre None High High N/A
Dolly out Mediocre None Low Low N/A
Truck Good Low None Low N/A
Pedestal Mediocre High Medium Medium N/A
FP Bad None High High N/A
TP Mediocre None High High N/A

Starting off with the cinematographic camera animations, the pan and truck move-
ments turned out to have the best general visibility, followed by tilt, zoom, dolly, and
pedestal. Occluder frequency is the rate by which the camera is occluded throughout its
animation. Pan, zoom out, dolly out, and truck camera animations had the lowest occluder
frequency, followed by tilt and pedestal. However, the highest occluder frequency was
noticed in the case of zoom in and dolly in motions. Collision frequency is the rate by
which the camera collides with objects from the scene when being animated and would
need to stop, land or change trajectory. Collision is not expected for this scene, only for
the pedestal case, as the one and only collider in the scene is the ground. Camera collision
can be implemented for LF visualization in several different ways. It can be evaluated
in world space against the bounding volume of the LF, the axis-aligned bounding box
of the bounding volume, the ROI box, the center of the ROI box, the observer line or
the axis-aligned bounding rectangle of the intersection points of display rays and the
maximum addressable depth plane towards the observers. The current implementation
used the observer line for collision, as this behavior matches that of a physical LF camera
system the best. Depth-related artefacts arose when objects that were previously in the
right range of depth for sharp visualization got close or over the range for the sharp region
of the depth of field. Due to the arrangement of objects in this scene, this metric follows
the occluder frequency quite closely. For some cases, such as tilt, the amount of ground
that is visible changed significantly, resulting in more artefacts, while keeping the number
of occluders similar throughout the motion sequence. For dolly out, this occurrence of
depth-related artefacts became smaller in the back, and more frequent in the front. For
dolly in, the opposite applied. As for 2D camera animations, zooming in and out results in
the change of the camera’s focal lens. Although the same effects are expected to occur when
utilizing zoom on LFDs, change in the focal lens is, of course, not possible when using LF.
Accordingly, the expected changes in the depth of field when zooming did not occur. In
order to produce something similar to the zoom effect, the extents of the ROI were scaled.

Moving on to the simulation camera animations, the FP and TP cameras were imple-
mented and tested. The general visibility for the FP camera was poor; however, it was
better for the TP camera. Both FP and TP cameras resulted in high rates for occluders,
collision and depth-related artefacts. As illustrated in the figures, some camera animations
led to plausible results on the LFD, while others were lacking. Among the cinematographic
camera animations, pan, tilt, truck, and pedestal camera movements resulted in satisfactory
outputs. However, blurriness artefacts were present for dolly and zoom towards the scene.
The same applied to FP camera when testing simulation camera animations. On the other
hand, TP cameras resulted in plausible results as well.

4.2. Realistic Physical Camera Animations

For the vast majority of action movies, dynamic shots are of utmost importance. Of
course, this statement is applicable to movies of other genres as well. Depending on the
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complexity of the shot, one or more cameras are deployed to record the scene. These
cameras may be so-called steadycams, certain cameras may be mounted on objects in
motion, and the capture procedure might require several camera operators. As an extension
to our work, in order to further study the perceptual impact of such complex dynamic shots
on LFDs, various realistic physical camera animations were simulated and tested on the
HoloVizio C80 LFD. The primary motivation was to simulate some of the realistic motions
that are common in cinematography by means of virtual LF cameras.

In order to test the physics simulation on the LFD, three test cases (i.e., scenarios) were
implemented (see Figure 6):

1. Collision camera: The first scenario consists of a car and a set of columns, into which
the car is moving. The car accelerates on its way towards the columns, resulting in its
collision with one of them. The camera is mounted twice on the car as an FP and as a
TP camera, and once on the collided column.

2. Suspension camera: In this scenario, the camera is mounted once on a suspension
object with the car placed in front of the suspension element and once on the car itself,
looking towards the suspension element.

3. Falling camera: In this scenario, a camera is falling from an altitude towards the ground
until it collides with the latter. There is a total of 50 objects (boxes and cylinders) on
the ground.

(a)

(b)

(c)
Figure 6. Physical simulation of cameras on the light field display [68]. (a) Collision camera. (b) Sus-
pension camera. (c) Falling camera.

4.2.1. Metrics

In order to test the plausibility and efficiency of the resulting physical camera simu-
lations on the LFD, various metrics were used [68]. The following sums up these objec-
tive metrics:

• Collisions: Since we used physical camera motions in our study, there was the pos-
sibility of the collision of the camera with the objects from the scene. Counting the
number of collisions between the camera and the objects was carried out to decide
whether or not this camera motion would provide plausible results.
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• Blurry region: Figure 7a shows the top view taken from the LFD setup. Unlike
conventional displays, LFDs have double frustums placed in front of and behind the
screen, illustrated with the black line. The viewing angles enclosing the frustums are
depicted by the blue lines. Considering LFDs, the area enclosing the screen contains
the objects that are sharply rendered. In this metric, we calculated the number of
objects that were rendered outside the sharp region.

• Occlusion region: When using TP cameras, this metric is used to count the number
of objects occluding the main entity with respect to the camera. Figure 7b shows the
top view of the setup illustrating this metric, where the main entity is shown as the
yellow circle. The main entity is enclosed by an axis-aligned bounding box (AABB),
illustrated with the red square. In order to measure the number of objects in the
occlusion region, the latter should be set up prior to the assessment. The occlusion
region is depicted by the frustum drawn in front of the main entity, illustrated with
blue lines. The back plane of the frustum is the same plane as that of the front of the
AABB of the main entity. The right and left planes enclosing the frustum are parallel
to the viewing angle planes of the LFD. However, they enclose the main entity. Finally,
the top and bottom planes are constructed starting from the top and bottom lines of
the AABB of the main entity and passing by the observer line. Once the occlusion
region is constructed, the number of objects within are calculated by counting the
number of intersections between the frustum depicting the occlusion region and the
AABBs of the elements in the scene.

blurry region

blurry region

screen

sharp region
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(a)

screen

observer line

occlusion region

(b)
Figure 7. Blurry and occlusion metrics for light field visualization (based on [68]). (a) Blurry regions.
(b) Occlusion region.
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4.2.2. Evaluation and Testing

In order to check the plausibility of the produced physical animations on the LFDs,
the realistic physical scenarios discussed in Section 4.2 were tested against the metrics
discussed in Section 4.2.1. The results of the tests are summarized in Table 3.

Table 3. Metrics tested for realistic physical camera simulations.

Scenario Number of Objects
Colliding

Number of Objects in
Blurry Region

Number of Objects in
Occlusion Region

Collision camera scenario (FPC on car) 2 4 3
Collision camera scenario (TPC on car) 0 3 3

Collision camera scenario (FPC on column) 2 3 3
Suspension camera scenario (FPC on suspension) 0 5 0

Suspension camera scenario (TPC on car) 0 2 0
Falling camera scenario 0 17 51 (All)

4.2.3. Discussion and Assessment

Since LFDs provide observers with an immersive 3D experience without the need of
additional viewing gears, they evidently earned their place within the world of cinematog-
raphy. As seen in Figure 6, the possibility of creating realistic physical contents on LFDs
exists; however, not all physical camera motions produce plausible results. This is due
to the optical limitations of LFDs, resulting in a degraded quality of visualized content
when using an FP camera. This is emphasized in Table 3, where the number of objects
rendered in the blurry region increases when using the FP camera. Additional deterioration
occurs with the speeding up of camera motions. This was furtherly proven by subjectively
evaluating the simulated motions [47]. A total of 21 participants assessed the resulting
motions: 9 female and 12 male test participants with an age range between 20 and 65 and an
average age of 29. The TP camera was preferred by most participants (76.2%), confirming
the degraded quality of visualizing contents by means of FP camera. Moreover, participants
evaluated the dizziness and loss of focus for each simulated realistic physical motion, with
the collision camera scoring the highest, followed by the falling camera, and finally, the
suspension camera. This verifies the deterioration increase with rigorous camera motions.
Accordingly, more research efforts and investigations are required to meticulously assess
and improve realistic physical camera animations on LFDs.

5. Conclusions and Future Work

In this paper, we presented a robust framework built for evaluating various camera
animations—and typical scenarios used in simulation and cinematography—in the context
of light field visualization. Realistic physical motion formats were included and investi-
gated in our study, and they were assessed on a real light field display by using various
metrics. The results indicate that the visualization of some of the motions are not adequate
for light field displays due to optical limitations. Hence, these limitations should be taken
into account when designing camera motions for light field displays.

Future camera animation designs should take into account these limitations. In partic-
ular, using TP cameras is highly recommended when designing and rendering animations
for LFDs. Our work shows that restricting camera movements in horizontal directions
only—such as panning and truck—produces visually plausible results. It is important to
note that this could be a consequence of using a HOP display in our study, and therefore,
the case of FP displays should be separately tested for validity—once such displays become
available to the scientific community. Furthermore, our study indicates that movements
along the depth axis—such as dolly and zoom—should be avoided since they result in
blurriness artefacts.

As future work, we aim to extend the test scenes to multiple common use cases that
capture numerous problems when it comes to camera path planning and interaction. Hard-
to-navigate scenes—such as interiors or prop rooms with open sides—will be explored and
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a set of recommendations are to be compiled for all relevant scenarios. All collision models
defined in this paper will be implemented to aid the evaluation of camera interaction
design for simulation. Additional important parameters for such scenes will also be
explored, including optimal camera placement, angular limits, camera speeds and many
more. Moreover, in order to further test the plausibility of the resulting camera animations,
large-scale subjective assessment will also be carried out.
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