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Abstract: Finding new ways to cost-effectively facilitate population screening and improve cancer
diagnoses at an early stage supported by data-driven AI models provides unprecedented opportuni-
ties to reduce cancer related mortality. This work presents the INCISIVE project initiative towards
enhancing AI solutions for health imaging by unifying, harmonizing, and securely sharing scattered
cancer-related data to ensure large datasets which are critically needed to develop and evaluate
trustworthy AI models. The adopted solutions of the INCISIVE project have been outlined in terms
of data collection, harmonization, data sharing, and federated data storage in compliance with legal,
ethical, and FAIR principles. Experiences and examples feature breast cancer data integration and
mammography collection, indicating the current progress, challenges, and future directions.

Keywords: medical images; mammography; artificial intelligence; deep learning; health data sharing

1. Introduction

Cancer offers a unique context for medical decisions, given not only due to its varie-
gated forms with the evolution of the disease, but also regarding the need to consider the
individual condition of patients, their ability to receive treatment, and their responses to
treatment [1]. Despite improved technologies, challenges remain in the accurate and early
detection, tumor classification/characterization, the prediction of tumor evolution (either
locally, recurrently, or metastatically), and the precise evaluation of treatment schemas and
follow-up monitoring of cancer.

Medical imaging is an important part of cancer protocols applied mainly (but not
limited) to diagnosis and detection stages, providing a variety of information on the
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tumor’s exact location, structure, metabolism, and functions [2]. The main advantages of
medical imaging techniques include monitoring capability in real time, minimally invasive
procedures, early detection (even for asymptomatic patients), accurate information on the
tumor’s precise location, as well as details on its size and morphology. Most importantly,
they support healthcare providers in the definition of the treatment plan, the evaluation of
its effectiveness, as well as follow-up interventions.

The increasing amount and availability of collected data (including cancer imaging)
and the development of novel technological tools based on artificial intelligence (AI) and
machine learning (ML) provide unprecedented opportunities for improved cancer detection
and classification [3], tumor segmentation [4], image optimization, radiation reduction [5],
and clinical workflow enhancement. The current imaging methods may be enhanced by
identifying findings, whether detectable or not by the human eye, moving from a subjective
perceptual skill to a more objective one.

So far, on the one hand, an already-huge amount of cancer data, including imaging
data, increases every day. However, the datasets are scattered all around the world and
are not used efficiently. On the other hand, AI and machine learning techniques that can
provide efficient cancer disease management pathways already exist. However, there is
a lack of publicly available AI-ready imaging data, and there is poor confidence in AI-
based technology among healthcare professionals for disease diagnosis, prediction, and
follow-up [6].

In order to address the challenges related to AI in health imaging, the European
commission had issued a tailored call and funded four research and innovation actions
in 2020. INCISIVE (a multimodal AI-based toolbox and an interoperable health imaging
repository for the empowerment of imaging analysis related to the diagnosis, prediction,
and follow-up of cancer, no 952179), as one of them, brings together 27 partners from
9 countries (Belgium, Cyprus, Finland, Greece, Italy, Luxemburg, Serbia, Spain, and the UK),
aiming to enhance cancer diagnosis and prediction using AI and Big Data in four cancer
cases: breast, lung, colorectal, and prostate cancer. In the context of the INCISIVE project,
a wide variety of existing cancer images, e.g., computerized tomography (CT), magnetic
resonance imaging (MRI), positron emission tomography (PET), ultrasounds (USs), X-rays,
and mammograms (MGs), are exploited and further combined with other available data
sources, such as biological, medical history, and clinical analysis, offering a critical mass
of available data in the envisaged repository of medical images, enabling the excessive
training of foreseen AI models. The final outcome was envisioned as a platform offering
an AI-based toolbox and an interoperable federated pan-European data repository with
secure data sharing and data donorship schema, while at the same time being engineered
to meet user needs and improve user acceptance. To achieve a set of ambitious objectives,
multiple legal and technological challenges had to be addressed in relation to privacy and
ethical considerations, data collection, data integration, de-identification, harmonization,
federated data storage, and federated learning.

This article outlines how these challenges are approached in building the INCISIVE
solution. We share experiences in tailoring the legal framework appropriate for both EU
and non-EU partners; the adopted technological solutions for privacy-preserved data
collection, integration, and harmonization; and how federated data storage and sharing has
been achieved. These legal and technological grounds of INCISIVE platform are further
elaborated, taking the example of breast cancer and mammography as a basic cost-effective
imaging modality for breast cancer screening and follow-up. An insight into the process
of data collection, selection, integration, and harmonization has been provided, which
involves the sharing of actual experiences and obstacles in the process.

The paper is organized as follows. Section 2 describes the challenges towards the use
of AI in the medical domain in detail, including the legal and ethical issues that need to be
considered. The rest of the text describes the INCISIVE approach implemented in response
to these challenges. Section 3 provides an in-depth description of the data preparation and
integration tools required before sharing data through the INCISIVE platform. Section 4
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depicts the federated data storing approach in INCISIVE, enabling the compliance of legal,
ethical, and FAIR principles, while Section 5 describes the AI toolbox implemented within
the INCISIVE to optimize breast cancer disease management pathways. Finally, Section 6
concludes the paper and highlights the next steps of INCISIVE development based on the
current research.

2. Relevance and Challenges
2.1. Bring Together AI and Medical Experts

AI has a long tradition in computer science and is gradually changing the landscape of
healthcare and biomedical research. The boost that AI offers the medical domain includes
the enhancement of clinical diagnosis and decision-making performance, such as support
for diagnosing patients, as well as making prognostic prediction or selecting treatments
through clinical decision support (CDS) systems [7]. The contribution of AI in the oncology
field is notable, due to the use of medical imaging and digital pathology outcomes for
patients’ stratification and cancer prevention which offer further indications for decode
molecular signaling cascade and cancer mechanism [8].

Additionally, AI improves the care of chronic disease patients, suggesting precision
therapies for illnesses with multiple complications, reducing medical errors [7,9]. However,
it is worth noting that AI is not fully autonomous and cannot override human involvement.
In the above context, healthcare professionals have to serve as knowledgeable and support-
ive guides and leaders in this process, making correct diagnoses at the highest possible
level [10,11].

However, this venture includes complex challenges that both sides—AI developers
and medical experts—have to face properly. From the AI developers’ point of view, complex
challenges, particularly in the integration, fusion, and mapping of various heterogenous
data, still remain. On the other side, clinicians will need to adapt to their new roles as
information integrators, interpreters, and patient supporters, and the medical education
system will have to provide them with the tools and methods to do so.

Prior to this, several studies highlighted [12,13] many of the issues that are brought
up by clinicians which are relevant to any tool or instruments introduced into a medical
context, including the system’s accuracy across representative cases, as well as the medical
point-of-view represented by the AI assistant (e.g., due to choices in training data or
labeling). Tools that came up from the above procedure have to be evaluated from a
medical and commercial point of view as well. The main question surrounding who will
end up controlling, certifying, or profiting from the application of AI still remains, and
therefore there is uncertainty around the balance of regulatory safeguards and market
forces to ensure that patients who benefit most must be a high priority.

To date, related existing research and innovation initiatives are only limited to small-
scale demonstrations, without being excessively validated for reproducibility and general-
izability, and without exploring large datasets [10]. In order to explore the full potential of
AI solutions in cancer imaging, legal and ethical issues are open challenges which should
be addressed in the context of the INCISIVE research project.

2.2. Legal, Ethics, and Data Sharing

The ethical and legal challenges of artificial-intelligence-driven healthcare are well
documented in the literature [14]. Hence, it is crucial to take these aspects into consideration.
In response to this, the INCISIVE consortium has committed to conducting all research
activities within the project in compliance with: (1) ethical principles (including the highest
standards of research integrity) and (2) applicable international, EU, and national laws.
Hence, all relevant ethical approval actions were acquired in advance before conducting
relevant research activities within the project. The proper planning and monitoring of
ethical approval actions is of paramount importance during collaborative EU projects.
In the current project, a pro-active approach was adopted during the very early stages
of the project by starting relevant ethical approval actions, from the second month of
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the project and initiating discussions across the different clinical sites to enquire about
the specific ethical processes and requirements. This early start was deemed necessary
when having multiple partners from different countries to avoid any potential delays.
The monitoring of ethical approval actions across the different clinical sites/partners was
achieved through regular and active email communications and follow-ups, in addition
to the use of Excel logbooks to keep track of the status of these ethical applications across
different sites. Proper documentation was also deemed crucial; all ethical approval copies
alongside English translations were collected from different clinical sites to keep track of
these records, as per the INCISIVE Grant Agreement. Several ethical approval actions have
been acquired to date. The first aspect of ethical approval actions was related to research
conducted to define INCISIVE user requirements across clinical sites. The second aspect of
ethical approval actions was related to the retrospective and prospective data collection of
health and medical data for the development and training of AI models and data analytics,
the testing of AI services, and the development of the INCISIVE repository. The third aspect
of ethical approval actions will be related to INCISIVE evaluation studies.

Legal Challenges

Achieving the project’s goals presents many novel legal challenges; hence, privacy
and ethical considerations were necessary during the early stages of the INCISIVE lifecycle.
Alignment with data protection requirements, GDPR in particular [15], is one of the baseline
requirements and pivotal points which can guide the development of the incisive repository
and toolbox.

In order to develop AI tools, it is crucial to gather medical data from participating
health organizations (hospitals acting as data providers). Difficulties resulting from the
fragmented legal landscape for the use or re-use of medical data in the EU are widely
known [15]. Thus, the first hurdle was to establish the legal basis and conditions for
sharing data from each data provider facility, acting on the condition that the data would be
processed in a de-identified (pseudonymized) form. In addition to GDPR [15] requirements
applied in all member states, national legal provisions which regulate the data providers’
ability to obtain retrospective data were investigated. An additional layer of complexity
was added by laws applicable to partners from non-EU countries (Serbia). Moreover, data
providers’ data protection officers (DPOs) were contacted to confirm conformity of the
submission of data from their facility with the local hospital rules, which was carried out in
parallel with obtaining ethical approval, as mentioned above. The details of each partner’s
DPOs (or privacy contact) were collected for emergency situations and ongoing compliance
assurance. Lastly, ethical considerations [16] were validated throughout the process. Legal
and ethical findings and requirements were enclosed in the incisive data management plan,
which also specified protocols and tools for the de-identification of shared data.

Next, the foreseen exchange of patient data between the partners’ required execution
of data-sharing agreements was crucial. Implementing the appropriate arrangements
between consortium partners and deciding on the roles of particular organizations in
multi-stakeholder research project were both recognized as challenges [17]. In INCISIVE,
after the evaluation of the processing circumstances, the drafted data sharing agreements
comprised of a joint controllership agreement and two data-processing agreements. The
purpose of those agreements was to provide a legal structure for the sharing and use of
pseudonymized medical data between data providers and technical partners engaged in
AI development tasks. Notably, not all the partners of the consortium were considered
controllers; as such, they had no decisions over the purposes and means of processing
(such an advisory partners), and were not qualified as co-controllers. For certain parts of
the processing, partners providing temporary storage infrastructure or business analysis
were considered processors. The drafts of the agreements underwent consultation with all
the affected partners. The agreements were planned to be updated if new circumstances
arose, such as new partners or changed processing requirements.
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In the literature, federated learning is considered a novel privacy-enhancing technique,
which can be used to mitigate privacy risks for individual patients [18]. However, the project
approaches the complex nature of the sensitive data processing with caution, through the
use of new technologies stemming from various sources. The importance of combining
both legal and technical protections and the challenges associated with adopting a holistic
approach, when it comes to the privacy of biomedical data have been underlined in many
studies [19]. Thus, in line with the privacy by design principle, from the early phases
of the prototype development, the purpose of processing and potential challenges and
limitations needed to be evaluated. To this end, conducting several iterations of the data
privacy impact assessment was considered necessary to map and address risks related to
the processing of data.

The project’s ambition is to develop a legal framework, which enables data providers to
share data with other researchers, using federated and hybrid infrastructure. This INCISIVE
approach will allow data providers to retain control over their shared data, hosted in their
own secure computing environment. The data provider may also use a dedicated central
environment for storing their data (hybrid approach). However, adapting the federated
approach to the full extent has some trade-offs [20], which need to be considered both
from a practical and legal perspective. This will be addressed in the data-sharing legal
framework, which will be one of the results of the project.

The goal of the INCISIVE repository is to enable the secure sharing of data in com-
pliance with ethical, legal, and privacy demands, consequently increasing accessibility to
datasets for various stakeholders and enabling the experimentation of AI-based solutions.
Currently, efforts focus on aligning the requirements of AI researchers, FAIR (findable,
available, interoperable, and reusable) principles [21], as well as transparent data sharing
and privacy considerations, which are all focal points for the design of the environment.
The study takes also into account the alignment of the structure of data sharing with the
existing and planned legal acts, including, but not limited to, GDPR [15], the Data Gover-
nance Act [22], the Digital Markets Act [23], proposals for the AI Act [24], and European
Health Data Space regulations [25]. Those provisions are considered in relation to possible
data governance structures, requirements, and processes for platform registration, as well
as the use and terms of data sharing. In the process of development and evaluation of the
INCISIVE AI-based toolbox, three distinct Study Protocols were needed:

1. A retrospective study—the model training/development of the INCISIVE AI toolbox.
2. A prospective observational study—the validation of the INCISIVE AI toolbox.
3. A prospective feasibility study—the evaluation of the INCISIVE AI toolbox.

Through a rigorous collaborative approach, all aspects of each of the study protocols,
including the ethical considerations, have been discussed and agreed upon collaboratively
between the relevant consortium partners and, where necessary, the whole consortium. The
challenge in relation to the ethical considerations of the three studies stemmed primarily
from the diverse processes in place for seeking ethical approval in the five countries where
the studies would be deployed. Because of this diversity, it was decided that general
ethical template resources would be provided to the stakeholders which can be later
modified and adjusted to the specific local requirements and processes in place. Another
challenge, in this context, was the diverse group of the target populations. As these include
patients, clinicians, and technical personnel, all the appropriate ethical documentation
should accommodate the different ethical considerations and hence correspond to their
diverse status. The international good practices for the evaluation of technological solutions
have informed the decision-making process [16]. The first stage of the development phase
included internal meetings to decide on the most appropriate methodology for the study
protocols and explore what ethical implications need to be taken into consideration. Things
that were taken into consideration in this process included the aim of the study, the type of
the intervention to be applied in the clinical setting (e.g., whether the INCISIVE generates
ethical concerns in relation to data management), modalities to be assessed, tools to collect
the required data (e.g., GDPR principles), ethical issues (e.g., consent forms, withdrawal
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forms) the type of users, and the variations of the recruitment sites (e.g., recruitment
strategy) where the INCISIVE system would be deployed. At this early point of the study
protocol development, all progress in the development of the INCISIVE system has been
taken into consideration so that it is possible to correlate the two developmental processes
(INCISIVE system and study).

As part of the development process, and following a thorough presentation of the
partners’ thoughts on the design and implementation of the study protocols, various means
of data gathering have been implemented to allow the partners to provide their perspectives
on specific aspects of the protocol (e.g., data collection, methodological design, recruitment
process, etc.) with specific emphasis on the ethical considerations. With regards to the
ethical processes and requirements in place in the five participating countries, partners
were asked to provide detailed feedback on what information will be necessary to acquire
ethical approval. This process was complemented with telephone meetings with specific
partners as well as email communications (e.g., to clarify processes). This was deemed
necessary to comprehensively capture the specificities of the various recruitment sites and
how the developed protocol could best accommodate these.

Following this process, four workshops were held specifically to acquire consensus
on certain topics, including the data to be collected as part of the study (including the
different modalities per tumor site), the timepoints of collecting the data, human evaluators
approach, verifying the clinical sites, and the ethical processes and requirements for the
studies. A separate meeting has been held with the recruitment sites to verify the number
of cases to be included in each of the studies and to agree on the ethical resources to be
provided as templates to partners. Additionally, during the planned plenary meetings, the
consortium had the opportunity to collect feedback regarding the planned actions as part
of the study protocol definitions.

The next section presents the outcomes of the workshops and provides an in-depth
description of the data preparation and integration tools required before sharing data
through the INCISIVE platform.

3. Data Preparation and Integration
3.1. Data Integration and Quality Check Tool

During its lifetime, INCISIVE collects data divided in two categories: (a) clinical
and biological data in a structured form, including demographic and medical history
data, histological and blood markers, and treatment and tumor details, and (b) imaging
data, coming from various modalities, including mammography, CT, and MRI. These data
correspond to distinct timepoints during the patients’ treatment: baseline/diagnosis, after
first treatment, first follow-up, or second follow-up.

A multifaceted strategy for data integration was followed which aimed to address mul-
tisite data collection challenges as regards non-imaging data and imaging data, including
steps for the homogenization of data structures and semantics [26].

Following an iterative procedure to reach a consensus among data providers, a tem-
plate was created, and data providers were asked to collect the structured data following
this template. The data schema is depicted in detail in Figure 1. The template included,
among other things, the type of information and the terminology to use in specific fields,
specifically adopted for the specific type of cancer. A small subset of fields was considered
as mandatory, and their absence was considered to significantly decrease the data usability.
The imaging data were used in studies and series per person in a folder hierarchy following
various conventions and were accompanied by segmentations of the volumes of interest.

All data providers were given instructions on the steps to follow to make data collec-
tion as uniform as possible. In addition, a data quality check was also performed on a local
level to detect possible problems and support the data provider in correcting them before
uploading data to the INCISIVE repository [27]. These included checks of the structured
data (for structural and semantic compliance with the template, the existence of duplicates,
and the absence of mandatory values), as well as checks of the imaging data hierarchy and



Appl. Sci. 2022, 12, 8755 7 of 29

Digital Imaging and Communications in Medicine (DICOM) files. The data preparation
workflow, along with the several components of the data integration quality check tool, is
described in Figure 2.
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3.2. Annotation and De-Identification Tools
3.2.1. Annotation

INCISIVE creates a data repository that consists of four different types of cancer (lung,
colorectal, breast, and prostate) and six imaging modalities (MRI, PETCT, CT, MG, US,
histopathological image, and X-ray), so further actions are required to ensure high quality
in the annotation procedure amongst different data providers. The segmentation of organs
and tumors, understood as the delineation of these structures, can be divided into three
types, mainly depending on the degree of automation of the process and intervention of
the clinical user: manual, semi-automatic, and automatic. Three types of annotations were
initially planned:

• classification where the whole image is assigned a corresponding label;
• bounding box where a rectangular region of interest is assigned a corresponding label;
• segmentation where each pixel is assigned a corresponding label.
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A set of labels was decided cooperatively with all the data providers for each combi-
nation of imaging modality and disease type used in INCISIVE.

The tool adopted for the segmentation process was ITK-Snap. The results of the anno-
tation process were exported as a NIFTI file and named using the following information:

• SiteID is completed from each data provider (e.g., 001 for CERTH, 002 for ICCS, etc.).
• PatientID is created by the de-identification procedure, which took place before anno-

tation (e.g., 000001, 000002).
• Modality is completed from each data provider (e.g., MRI, PETCT, CT, MMG, US, HP).
• Timepoint (BL, TP1, TP2, TP3).

The medical expert annotators were instructed to keep their annotation environment
as uniform as possible within their organization and within the INCISIVE consortium.
This was quite important for the uniformity of the annotation of the data (and therefore
their quality) since the INCISIVE project consists of a large number of data providers.
Continuous technical support was provided, and guidelines were constructed for the
medical expert annotators, especially during the first few months of the project, to ease the
process of installation and usage of the annotation tool (ITK-Snap version 3.8.0) [28].

3.2.2. De-Identification

This section describes the de-identification protocol that is currently being used by
the INCISIVE data providers, contributing retrospective imaging data to the INCISIVE
repository. INCISIVE uses a structured approach based on recognized standards and best
practices for the de-identification of DICOM images [29] to ensure that the de-identification
process removes or replaces any personal identifier that may lead to patient identification.
The INCISIVE de-identification process is developed in compliance with GDPR.

INCISIVE imaging datasets are in the DICOM format, which is a common format
that facilitates interoperability between medical imaging devices [27,30]. The DICOM
format contains meta-data that often possess identifiable information on the patient, study,
institution, etc. Some manufacturers also use private attributes and elements to store
complementary information not defined in the DICOM Standard, which is usually undocu-
mented, and could contain patient information in some cases.

Step 1—ID mapping. Data providers are instructed to create an ID mapping table
(e.g., excel file), both manually and separately from each other, that consists of two columns:

• The real name of the patient (or the alternative identifiable information that each data
provider chooses (e.g., a social security number);

• The ID (a variable number of characters for the pilot’s name (e.g., AUTH), followed by
a dash, followed by a five-digit incremental number).

Mapping of the original patient ID and the ID that the images have within INCISIVE is
performed by each data provider, and no other INCISIVE partner has access to the mapping
table. The data provider only communicates the real name ID mapping table within its
organization and only the ID within the INCISIVE consortium. The mapping table is stored
with the responsibility of each data provider and is defined by each one separately.

Step 2—DICOM de-identification. All submitted data are de-identified locally and
separately on each data provider, before they are securely uploaded to the INCISIVE
temporary repository. Data providers use the CTP anonymizer [31] as a de-identification
tool. The CTP anonymizer is installed on a standard desktop computer to submit sites, and
data providers’ personnel are trained during the procedure (e.g., dedicated workshop, the
provision of instructions on how to use the tool). Data providers have been instructed to not
utilize any other de-identification software prior to the INCISIVE system in order to avoid
removing any critical information (e.g., possibly a PACS-integrated de-identification tool).
In case a data provider chooses to use any other de-identification tool instead of the CTP
anonymizer, they then ensure that the tool meets the INCISIVE de-identification profile.

Step 3—The testing of de-identification results. If the result of the test is deemed
sufficient further to the profile stated below, the dataset may be uploaded on the tempo-
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rary infrastructure. The standard for the de-identification of DICOM objects is defined by
the DICOM Standard PS 3.15 [30] that specifies a set of de-identification rules for use in
various situations. The rules are grouped into a Basic Application Confidentiality Profile
that removes all PHI, while various options are also defined to be applicable to the Basic
Application-Level Confidentiality Profile, specifying the removal of additional information
or the retention of information that would otherwise be removed.

3.3. Interoperability Standards and Data Model

In INCISIVE, the data (including health and imaging data) transformation to a com-
mon data model (CDM) is the cornerstone of the data harmonization process that enables
the aggregation of clinical data for data consumers, data findability, data accessibility, and
data reusability (in compliance with FAIR principles—findable, available, interoperable,
and reusable) [21] for driving the development of trustworthy AI tools that can provide an
accurate and prompt diagnosis of cancer, prediction, and follow-up. To date, within the
health and life sciences sector, many efforts are being made to standardize vocabularies,
establish ontologies, and interoperable standards. Nonetheless, in terms of structural data
interoperability, two main interoperability standards (the HL7 FHIR for clinical data and
DICOM for medical imaging) are widely used, and probably the most used, in the sector.
It is therefore natural that the choice of these two standards has been made for INCISIVE.
When it comes to the terminology adopted for semantic interoperability, INCISIVE has
based its CDM on the SNOMED ontology for clinical data and LOINC (Logical Observa-
tion Identifiers Names and Codes) [32–34] (Figure 3). SNOMED [35] is a standardized,
international, and multilingual core set of clinical healthcare terminology, and LOINC is an
international standard for identifying health measurements, observations, and documents.
Both of them are widely used ontologies, thus ensuring and maximizing the interoperability
of INCISIVE data, as well as the sustainability of INCISIVE.
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In practice, a list of variables to be collected for each type of cancer addressed in
INCISIVE (colorectal, lung, prostate, and breast) was built based on inclusion and exclusion
criteria agreed with clinical experts (see Section 3.1). These variables were then mapped to
the SNOMED ontology for clinical data and LOINC into a Microsoft Excel template. More
than 500 clinical terms were encoded: 177 for breast cancer, 134 for colorectal cancer, 116 for
prostate cancer, and 155 for lung cancer.

This Excel template was fetched from an extract transform load (ETL) tool which
reads them and generates FHIR messages (xml messages). More than 100 FHIR entries
were used to define the four HL7 FHIR messages in the XML format: 38 for breast cancer,
30 for colorectal cancer, 33 for lung cancer, and 29 for prostate cancer. Each FHIR message
was sent to an underlying FHIR server that integrates and enables the management of the
homogeneous datasets in the INCISIVE infrastructure (see Section 4.2).

In medical imaging, the naturally adopted standard is DICOM, which stands for
digital imaging and communications in medicine. More specifically, DICOM is a clinical
messaging syntax used to exchange medical images between medical equipment and infor-
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mation systems. This standard enables the distribution, storage, and viewing of medical
images. It also allows the integration of scanners, servers, workstations, printers, and
network hardware from multiple manufacturers into a picture archiving and communi-
cation system (PACS). When it comes to AI development, imaging-related information
generated after the acquisition of images, and in particular by radiologists reading exams,
is essential and allows the capture of contextual information and the enrichment of data.
Beyond DICOM images, DICOM standardizes many other types of data, such as imaging
reports, measurements, annotations, and segmentations. For images, INCISIVE follows a
similar procedure to clinical data with a second ETL tool that reads DICOM files placed in
a directory and then sends them to an underlying PACS server. The PACS server integrates
and enables the unified management of DICOM images in the INCISIVE infrastructure,
through the esthesis client [36] (see Section 4.2), which is responsible for securely intercon-
necting the federated nodes and the federated repository. Figure 4 illustrates the INCISIVE
ETL process.
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In relation to the overall INCISIVE architecture, both ETL-FHIR and ETL-PACS com-
ponents are provided as Docker containers.

In the future, the INCISIVE common data model is subject to updates in order to
integrate all relevant user requirements and specifications. To this end, SNOMED source
files may be transformed into the Observational Medical Outcomes Partnership (OMOP)
vocabulary structure [37].

3.4. Data Collection and Integration Experiences—Breast Cancer

Once the retrospective data collection study was designed and ethical approval was
collected, each data provider could start with a data collection procedure following the
provided guidelines related to:

• a common clinical data schema, i.e., a structural embedding designed to suit all types
of information;

• standards of medical terminology to be used, as agreed by a consensus among
data providers;
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• image de-identification (CTP DICOM anonymizer [38]);
• evaluation of the data quality and compliance (Section 3.1);
• image annotation (the ITK-Snap tool [28,39]).

The data organization and naming conventions were imposed to facilitate consistent
data structure in the INCISIVE retrospective data repository.

The size and heterogeneity of data in healthcare institutions are vast and depend on
a hospital’s scope and coverage area. In this project, six institutions from four countries
acted as data donors for breast-cancer-related data: the Hellenic Cancer Society (HCS),
Greece; the German Oncology Center (GOC), Cyprus; Aristotle University of Thessaloniki
(AUTH), Greece; the Vojvodina Institute of Oncology (as a scientific base of University of
Novi Sad, UNS), Serbia; Federico II University Hospital (providing an imaging service to
the Department of Advanced Biomedical Sciences, University of Naples, DISBA), Italy; and
Policlinico Tor Vergata of Rome (Faculty of Medicine of the University of Rome Tor Vergata,
UNITOV), Italy. The type and scope of these institutions vary from general hospitals such
as the AHEPA University Hospital (AUTH), Federico II University Hospital (DISBA), and
Policlinico Tor Vergata of Rome (UNITOV) (a non-profit cancer organization linked to
multiple hospitals (HCS) and specialized oncology clinics (GOC and UNS).

Although national guidelines define breast cancer care pathways, they are aligned
around internationally recognized good practice in the diagnosis and treatment of breast
cancer [40,41]. The care pathways in the participating countries correspond to the clinical
workflow diagram presented in Figure 5. The patient journey is usually initiated upon
a patient self-examination or as a result of a regular annual screening, and all suspected
cases are directed to primary healthcare centers. General practitioners (GPs) collect the
information, examine the patient, and ensure that patient has been directed to a hospital
(one stop breast clinics) or a specialized center for further examination and diagnoses
(including mammography (MG), ultrasound (US), and/or magnetic resonance imaging
(MRI) if appropriate). Within the same institution, the patient undergoes fine-needle
aspiration (FNA) or core biopsy if appropriate. When the suspected case is confirmed,
if needed, the patient undergoes additional imaging, such as liver US, abdominal MR,
computerized tomography (CT) scans, bone scans, and positron emission tomography
(PET). With these clinical and imaging examinations, the first steps of treatment can be
defined. Due to the complexity of the disease, diagnostic and therapeutic tools call for the
involvement of many specialists, i.e., radiologists, pathologists, oncologists (clinical and
radiation), breast surgeons, and nuclear medicine physicians. In the treatment process,
the patient is followed by a multidisciplinary team (MDT), including an oncologist, a
radiologist, a breast surgeon, and a pathologist, while the patient care, recovery, and
support process is assisted by psychological support and rehabilitation services. Post-
treatment monitoring includes MR, US, or/and MR imaging at regular intervals, either
annual or bi-annual. The clinical workflow results in multiple time points (TPs) on a patient
journey which are documented in the common data schema.

The number of examinations and reports associated with the described clinical work-
flow is large (Figure 5), and the way this information is stored in the hospital information
system is system-dependent and differs among institutions. Information extraction from
clinical records and translation to the common data schema requires at least 2 h per patient
for an experienced clinician. Difficulties arise as the number of fields is large and additional
care has to be taken on the precise timing of the events in the patient timeline. Each patient
record is followed by at least one TP, though preferably four or more, in which diagnoses,
follow-up, or treatment decisions are documented by an appropriate imaging study.

The whole data collection process at the data provider side is depicted in Figure 6 Be-
sides the de-identification and quality checker tool described in Section 3.1, the annotation
of the de-identified imaging studies is carried out according to the predefined INCISIVE
guidelines. The annotation is modality-dependent and covers different types of changes,
including lesions (malignant or suspicious), calcifications, axilla lymph nodes, suspicious
regions, and surgical clips (Table 1). Annotation is performed in the ITK-Snap tool, for each
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image in the imaging study, implying that numerous images for each study are made using
volume-based modalities.
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The final step in the data collection process regards the data upload to the temporary
repository. The procedure required user authentication, set-up, and monitoring of the
virtual connection for data transmission.

The data collection process was followed by numerous challenges associated with
each step in the process. The process of clinical data extraction was time-consuming and
error-prone, as the patient timeline had to be strictly followed, hindered by the hospital in-
formation system (HIS) design, as medical reports of different departments (e.g., radiology
and pathology) are usually clearly separated. For these reasons, all patient specific reports
were examined, timelines were restored, and time points were defined before the data input
in the clinical data sheets. During the operating hours, the HIS was usually overburdened
with requests and data extraction is slowed; for these reasons, data providers with a larger
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number of patient weekends were the only option for faster data access. Moreover, in cases
when the hospital provides for the wider geographical region, some patients were referred
to the hospital only for specific interventions, such as surgery, treatment protocol definition,
or specific imaging (PET), while other time points on the patient journey were performed
locally and information was made unavailable. For these reasons, patients with at least
four consecutive TPs available (“complete cases”) were differentiated from those with less
or intermittent TPs (“incomplete cases”) in order to facilitate the selection of patients for
the training of AI models.

Table 1. The modality annotation convention in the INCISIVE project.

Ultrasound Mammography MRI CT Scan PET/CT Scan

Data require-
ments

Healthy and
non-healthy

images

• Healthy and
non-healthy images

• CC and MLO
projections

• Tomo-synthesis

• MST: 3 mm
• Sequences: T2W

axial, DWI, T1W,
post-contract
sequences

MST: 5 mm MST: 5 mm

Annotation
procedure Bounding box Contouring Contouring Bounding box Bounding box

Labels

• Benign
• Suspicious/

indeterminate
• Malignant

• Benign
• Suspicious or

indeterminate
• Malignant
• Calcification
• Surgical clip
• Axilla lymph node

• Benign
• Suspicious or

indeterminate
• Malignant

• Benign
• Suspicious or

Indeterminate
• Malignant
• Macrocalcifications

• Benign
• Suspicious or

indeterminate
• Malignant

In cases when a lower number of patients was available for data donation, the whole
process, though-time consuming, became manageable. For a larger number of patients,
data providers had two strategies: the gradual upload of patients over an extended 2-year
period (e.g., HCS), or the development of an expert system for an automated identification
protocol and analysis of patient records (e.g., UNS), as described in [42]. The latter approach
is demanding, and is language- and HIS-dependent, yet it could serve as a positive example
towards the development of a natural language-processing tool as part of an efficient and
trustworthy system used to extract information from clinical records.

The data integration quality check tool (as described in Section 3.1) was designed
for project needs, and in the development process data providers encountered multiple
issues in using and testing this product. The support was continuous, once issues reported
were resolved, and the process of checking data quality was repeated from a data provider
side. The first software versions did not have intuitive error messages, so users had to
resort for help more often. Despite this, the looping process was time-consuming, and
multiple feedback ensured thorough software testing, which supported the upgrade and
final version of the software for the studies to follow within the project.

DPs identified some flaws in the design of the commercially available ITK-Snap
annotation tool, which caused a more time-consuming annotation process. The time
leaking during the annotation task was caused by a need to set the loading directory
for each DICOM image, as the previous image settings were not preserved. The storage
directory for the corresponding annotation may not be set semi-automatically, e.g., the
same folder as the loading one, but the last one was preserved and had to be changed on
an image basis. The annotation of volumetric images, such as MR or CT scans, requires
annotation of multiple images, for which the software offers an automatic interpolation
of annotations based on the annotation of several non-consecutive images. However, this
option does not work when there are multiple ROIs to be annotated in each image.
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4. Results to the Existing Data Repository
4.1. Data Sharing

Typically, technological solutions for data sharing rely on Cloud platforms [43,44].
In INCISIVE, we start from the assumption that the current solutions available on the
market are unable to meet the (conflicting) security requirements of privacy-sensitive
applications, such as cancer image processing. INCISIVE aims to extend already-existent
solutions of data sharing (e.g., NextCloud [45]) and provide data protection measures and
GDPR compliant-by-design tools. In INCISIVE, we aim to enhance the privacy-preserving
mechanisms by (i) ensuring that even the public–private Cloud operator has no access
to the data (data owners can keep their data completely private); (ii) providing a set
of metrics useful to measure the degree of privacy of different categories of data; and
(iii) ensuring users have the right and freedom of opting out and maintaining full control
of their data. INCISIVE adopts a novel approach for ensuring privacy in already-existent
data-sharing platforms, relying on security hardware extensions available in commodity
CPUs (most notably Intel Software Guard Extensions, SGX [46]). In INCISIVE, operations
of ciphering/deciphering and procedures of key management are protected in the trusted
execution environment of Intel SGX. INCISIVE can adopt a blockchain-based auditing
mechanism for logging all the critical actions associated with data stored on the Cloud,
e.g., patient data access via Cloud operators or other unauthorized users. The adoption
of blockchain with built-in smart contracts will ensure the tamper-proof decentralized
logging, auditing, and tracking of such actions, leading to traceability and non-repudiation.
Moreover, the blockchain mechanism will allow for the logging, auditing, and tracking of
transactional data activities between the involved INCISIVE layers (data level, analysis
level, and user level), e.g., data submission, sharing, and access in a holistic manner that
preserves confidentiality and data access permissions.

The impact of such solutions will be tangible via specific privacy metrics, properly
designed for the implemented mechanisms. Such metrics are: (i) the attack surface exposed
to untrusted software, (ii) the trusted computing base used by security tools in line with
source lines of code (SLOC), and (iii) the number of access points to the SGX-isolated
environment. With the INCISIVE solution, data owners can avoid trusting the Cloud
provider. The threat model covered in this project assumes that even data-sharing platforms
could have malicious embedded codes (e.g., backdoors), leading to security flaws.

The system is built upon a federated storage approach and a set of standardized open
APIs that will enable the linking of various local data sources (similar to the ones utilized
in INCISIVE to the system), interaction with users, communication with processing infras-
tructures, and the sharing of data. The communications with external systems are based on
established standards (HL7 FHIR, DICOM, SNOMED, etc.) and in combination with map-
ping (e.g., common data models), and the data management functionalities interoperability
and interconnectivity are ensured. The system is considered one of the main exploitable
outcomes of the INCISIVE project. Its stand-alone nature and interoperability features will
enable its connection with third-party trusted AI providers, as well as with established
healthcare systems (e.g., PIMED in Catalonia, etc.), contributing to its future sustainability.

The development of new AI methods and applications for image analysis requires
large-scale datasets for the training of machine learning algorithms, as classification accu-
racy is largely dependent on the size and quality of the dataset. Currently, cancer imaging
databases are scattered around the EU with no joint coordination across them, being small
in size and lacking real-world variation. However, single research centers cannot produce
enough data to fit prognostic and predictive models of sufficient accuracy, resulting in
algorithms with limited diversity and generalizability to widespread clinical practice. Data
sharing in cancer imaging is therefore of utmost importance. Standards, including the PACS
and the DICOM, ensure standardized imaging data structure and communication/retrieval.
However, most of the imaging datasets are often heavily protected and not accessible for
research purposes or accessible imaging data, and are often unusable because they are not
appropriately curated, organized, de-identified, or annotated. The imaging data curation
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involves trained professionals, making the process time- and labor-intensive. Moreover, the
training of deep networks requires balanced sample datasets as the inequality of training
data distribution can induce biased models. Limited data-sharing initiatives exist, such as
the Cancer Imaging Archive (TCIA) and the National Institutes of Health databases among
others, whereas the extent of data sharing required for the widespread adoption of AI-based
technologies across health systems will require more expansive efforts. Consequently, few
appropriate image datasets are available for the research and vendor community to support
the development of automated clinical solutions and the limited training data act as a
bottleneck for the further application of deep learning (DL) methods in medical image
analysis. To address these gaps, large-scale imaging datasets with standardized validation
sets that capture a comprehensive diversity of test images (including both routine and
challenging cases) will need to be developed for each application in combination with
more effective auto- or semi-automated methods for data management standardization to
support both clinical practice and research.

One of the major goals of INCISIVE is to address the data availability challenge
towards the wide adoption of AI solutions in health imaging. INCISIVE will aggregate
and unify the fragmented cancer imaging datasets across European healthcare systems and
institutions, characterized by a multiplicity of data sources, enabling the integration and full
exploitation of current initiatives and isolated databases to reach a critical mass of gathered
data. INCISIVE proposes and implements the pan-European repository of health images
following a federated approach, aiming to break the silos by incorporating mechanisms
for secure data sharing and ensuring that the data providers keep full control of their
data and their right of opting out. The rationale behind this decentralized approach is to
minimize centralized storage operations, bringing the INCISIVE features to the local level.
Blockchain technology is utilized to achieve transparency and traceability. A data donorship
mechanism is incorporated to empower both patients and institutions to contribute imaging
data for responsible research, allowing data sources to be easily linked to the system and
human quality ratings to be acquired. Compliance to the corresponding legal directives
is embodied to the core of the repository, while corresponding standards (HL7 FHIR,
DICOM, and SNOMED) are utilized to enhance interoperability and connectivity. Above
all, INCISIVE ML-aided data curation, de-identification, and annotation reduce efforts and
human interventions relating to these tasks, thus improving the accessibility to isolated
datasets even further, making them available for research purposes. The use of data
during and beyond INCISIVE is based on FAIR principles to make data discoverable
and processable both for human- and machine-driven activities. This will increase their
interoperability with current and future imaging cancer datasets, allowing researchers to
design and develop AI tools beyond the project’s current scope.

The INCISIVE pan-European repository implementation is based on two major axes.
The first one concerns the incorporation of the FAIR principles in the development process,
in order to ensure that the data meets the following standards: (1) findability, (2) accessibility,
(3) interoperability, and (4) reusability. This approach will act as the basis of solving the
challenge of data availability. The second one is to ensure that the data providers have
full control of their data and simultaneously to promote the advantage of AI applications,
striving for the users to build trust on such solutions. We expect that the positive outcomes
of the AI-based solutions in the observational and interventional studies of INCISIVE will
further reinforce the trust of patients and institutions and motivate data donation.

INCISIVE promotes openly reusable access to de-identified health image datasets
across the EU for training AI applications.

The need for access to high-quality datasets, containing appropriate annotations or
rich metadata, for developing high-quality AI algorithms is as widely accepted as it is
urgent. High-quality de-identified public datasets are very scarce, while interoperability
issues, privacy concerns, regulations, and resource requirements further prohibit access
and re-useability. Equally vital is access to proper tools for data extraction, de-identification,
and labelling; these, however, are very costly.
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4.2. Federated Sharing

The improved usage of health data can help to validate the relevance of novel di-
agnostic and therapeutic methods as well as directly improve care. Patient care may
benefit from the availability of actionable data-driven standardized decision support across
care-delivering organizations. In that context, INCISIVE aims to become a facilitator for in-
teroperability and interconnection between its stakeholders, and for data as well as services
shared for the optimized management of cancer disease. To this end, the INCISIVE pan
European federated repository of health images builds on a federated storage approach
and employs digital processes and information technology to facilitate interconnection
between willing participants, whether data providers and/or data consumers. By leverag-
ing existing data interoperability standards (HL7 FHIR, DICOM, SNOMED, and LOINC),
open technology (The Esthesis platform [36]), and concept (federated storage), it enables
open, consistent, quality-assured, and easy-to-use innovative data exchange and services
for healthcare providers, medical researchers, and AI developers in a federated manner.

The INCISIVE platform is divided into three parts (see Figure 7).
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• The data preparation toolset is a set of tools that operate at each data provider’s site
before the data federation stage so that the data becomes GDPR-compliant and appro-
priately processed (e.g., annotated, where relevant). The main tools that support this
process are the data de-identification tool, the data annotation tool, the data curation
tool, and the data quality check tool. These tools ensure that the data undergoes a cor-
rect pre-process to fulfill the system preconditions before being stored in the INCISIVE
platform (see Section 3.1 data integration and 3.2 annotation and de identification).

• The federated node is the node that is hosted by the data provider where the data is
stored. The data do not leave the related premises; therefore, the data partners keep
full control.

• The federated space is the Cloud environment that contains the centralized services
required to offer the federated INCISIVE functionalities.

Parts 2 and 3 constitute the repository itself.
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The architecture is subject to changes and updates in order to integrate all relevant
user requirements and specifications. A revision is currently underway towards a hybrid
architecture that will also include a central data repository node in order to allow for more
possibilities in data reusability and flexibility in data exploitation. This approach will allow
very large data collections to be stored locally at sites, address data privacy and sovereignty
issues, and make use of real-time Cloud high-performance resources for specific uses and
specific datasets.

To date, the INCISIVE federated repository is composed of multiple interconnected
nodes; hence, while physical entities of the data providers/consumers of the INCISIVE con-
sortium are distributed around Europe, they can be virtually connected through INCISIVE
interfaces, allowing the seamless and authorized access to secure data. Each data provider
constitutes one node of the decentralized system, and all nodes are equally responsible
for contributing to the INCISIVE architecture’s overall goal, e.g., health data sharing and
management for cancer business intelligence purposes. Data sources are controlled locally
by their owners and regulations, and policy restrictions including GDPR are enforced
appropriately without the data leaving the local premises, which in many cases is strongly
preferred by hospitals and data owners in general.

Multiple databases of cancer data/images operate as a single virtual one and provide
a unified source of data for front-end applications and services, e.g., AI development for
cancer management purposes. The only prerequisite is that all data from the local nodes is
converted to the INCISIVE CDM (in Section 3.3).

When authorized, INCISIVE users can perform queries on the data within the data-
federated repository thanks to specific search modalities, such as the gender, age range,
cancer type, cancer stage, months of observation, image modality, genomic data, treat-
ment/therapy, datasets with full cases, data providers/research group, and dataset country
of origin.

The results retrieved from each database source in the federation are then aggregated
and returned to the users who submitted the query. The data never leave the physical
entities that hold it. Instead, the data are “visited” and only the computed answers to
the query are brought back via the INCISVE search engine API to the user (see Figure 8).
If the need arises, it is also possible for the data consumers to access and examine the
data stored in each federated node, provided that all relevant legal and ethical issues are
previously addressed.

At the time of writing this article, the INCISIVE repository includes data from 7391 pa-
tients and 13,976 imaging examinations, covering four cancer types e.g., breast, lung,
prostate, and colorectal cancer. The data come from nine data providers and five different
countries, with the goal of reaching an amount of 20,000 imaging examinations over the
next 2 years and much more in the long term.

The first phase of the data collection in INCISIVE was the retrospective data collection.
All nine partners with the role of providing data in the project collected and prepared
their data based on the data preparation procedure described in the previous session. The
current status of the data stored in the infrastructure per partner is described in Table 2. The
table depicts the numbers in terms of patients provided, studies provided (study is defined
as an imaging examination), annotated studies provided, and the actual DICOM images.
The repository will constantly be populated with more data until the end of the project.

Table 2. Current data storage status.

Partner No of Patients No of Studies No of Annotated Studies No of Images

AUTH 25 85 71 36,345
DISBA 11 26 19 14,886
GOC 67 297 - 43,391
HCS 1950 2326 1309 10,326

UNITOV 11 615 - 30,331
UNS 1392 4704 666 908,580
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4.3. INCISIVE Retrospective Data—Breast Cancer Mammograpy Collection

The INCISIVE retrospective data repository, as a result of multisite efforts, had to be
validated for image and clinical data quality and consistency by following the introduced
conventions in terms of data structure, de-identification, and annotation. The process of
quality evaluation refers to all segments of the data collection process, and has to ensure
the smooth and privacy-preserved usage of medical images in AI model training, as well
as the end efficient use of INCISIVE AI models on new/donated images.

Mammography, as a main tool in the breast cancer screening and follow-up process, is
a cheap and commonly used modality, and has been a relevant focus for AI development.
In the retrospective INCISIVE breast cancer database, MG images are present for almost
every breast cancer patient (Table 3) and, sometimes, where appropriate/available are
followed by breast tomosynthesis (DBT), refined 3D mammography imaging. Table 3
indicates the number of MG/DBT studies (examinations), the number of 2D images, the
number of images with an accompanying annotation file, and the number of images without
expert annotations.

Table 3. The number of studies, images, and annotated images for MG and DBT in the INCISIVE
retrospective data repository.

DP MG
Studies

MG
Images

MG Annotated
Images

DBT
Studies

DBT
Images

DBT Annotated
Images

AUTH 41 160 109 0 0 0
GOC 49 190 0 4 599 0
HCS 1950 7282 1214 3 5 0
UNS 4119 15,278 655 1618 131,653 26
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All MG images in the database are scanned for duplicates, as well as for the content
(MG examination or accidental surgical guidance images), dynamic range, processing
status (raw or preprocessed), image size, bit depth, actual dynamic range, manufacturer,
and annotation labels. A variety of properties in the collected MG images can be best
depicted if the manufacturers, bits available for pixel presentation, bits per pixel stored,
image size, and service–object pair (SOP) class used are compared (Table 4). Hospitals can
store both raw MG images and processed MG images (“for presentation”), but most often
only one option is used for scarce memory resources. This information is relevant in AI
pipelines and reflected through the SOP field in the DICOM header.

Table 4. Illustration of heterogeneity of MG images in the INCISIVE retrospective database with
respect to manufacturer, number of bits available and used, image size and SOP.

Manufacturer Bits
Allocated

Bits
Stored Image Size Service–Object Pair Class

CARESTREAM
Rochester, NY, USA 16 12 6000 × 4735 Computed Radiography

Image Storage

FUJIFILM corporation
Midtown West,
Tokyo Midtown

Akasaka, Minato,
Tokyo, Japan

16 12, 14 5928 × 4728, 2370 × 1770,
4740 × 3540, 2964 × 2364

Breast Tomosynthesis Image
Storage, Computed Radiography

Image Storage, Digital
Mammography X-ray Image

Storage—For Presentation

HOLOGIC Inc.
Marlboough, MA, USA 16 10,12

2457 × 1892, 425 × 268, 4096 × 3328,
2457 × 1996, 3328 × 2560,

2457 × 1890

Secondary Capture Image
Storage, Breast Tomosynthesis

Image Storage, Digital
Mammography X-ray Image

Storage—For Presentation

IMS GIOTTO S.P.A.
Sasso Marconi (BO), Italy 16 14

2149 × 1198, 3580 × 2663,
2295 × 1120, 3580 × 2603, 1691 × 896,
3580 × 2717, 3580 × 2597, 1794 × 826,
3580 × 2812, 1817 × 876, 3580 × 2730,

3580 × 2591, 3580 × 2585,
3580 × 2657, 3580 × 2687, 1864 × 998,

3580 × 2669, 2164 × 1374,
3580 × 2675, 2287 × 1231

Breast Tomosynthesis Image
Storage, Digital Mammography

X-ray Image Storage—
For Presentation

IMS S.R.L. 16 14
3584 × 2784, 3584 × 2736, 3584 × 2720,
3584 × 2704, 3580 × 2812, 3584 × 2768,
3584 × 2752, 3584 × 2816, 3584 × 2800

Digital Mammography X-ray
Image Storage—
For Presentation

LORAD, Hologic company
Bedford, MA, USA 16 16 512 × 512, 1024 × 1024 Digital Mammography X-ray

Image Storage—For Presentation

PHILIPS digital
mammography Sweden, AB

Solna, Stockholms
Lan, Sweden

16 16 5355 × 4915 Digital Mammography X-ray
Image Storage—For Presentation

SIEMENS
Munich, Germany 16 12

1882 × 1325, 3164 × 2364,
3241 × 2203, 2577 × 1006,

3518 × 2800

Secondary Capture Image
Storage, Digital Mammography

X-ray Image Storage—
For Presentation

SIEMENS Healthineers
Erlangen, Germany 16 12, 14

2850 × 2394, 3223 × 2842, 3798 × 3328,
3359 × 2776, 2786 × 2027, 4017 × 3328,

4083 × 3328, 4092 × 3328,
3986 × 3328, 2298 × 2118,

3647 × 3328, 3867 × 2195, 3842 × 3328,
4096 × 3328, 3328 × 2560, 2665 × 2394

Secondary Capture
Image Storage
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The annotation labels guide the possible AI segmentation/classification tasks for MG
images; thus, the relevant database statistics refer to the number of MG images containing
expert segmentation of benign, malignant, or suspicious lesions, calcifications, surgical
clips, and axial lymph nodes (Table 5). However, it should be noted that besides those
expert annotation files, all images in the database are accompanied with clinical data
offering additional classification tasks options, such as the BIRADS, cancer type, cancer
grade, molecular subtype, treatment information, time with respect to diagnoses, etc.

Table 5. Number of MG images per annotation label.

Annotation Label

Provider Suspicious/Indeterminate Malign Calcification Surgical Clip Axial Lymph Node Benign No Findings

AUTH 5 28 85 28 15 15 12
HCS 160 299 558 50 249 300 7
UNS 213 53 87 86 87 52 216

The data schema used in the prospective data collection assumed that patient journey
can be followed in time, and each clinical episode from diagnoses to treatment and follow-
up is summarized in a certain TP defined by months from diagnoses. The information on
number of TPs for each patient is relevant in order to evaluate the potential of the database
for tasks related to the prediction of disease outcome, metastasis risk, treatment effects,
etc. With respect to MG images, the number of TPs available for breast cancer patients
is presented in Figure 9. Similarly, in Figure 10, the same information is presented for
DBT images.
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5. Description of AI Toolbox/Breast Cancer Tools
5.1. Federated Learning—Data Exploitation

As privacy is a key factor in the healthcare environment, most of the time, hospitals
and other entities that store medical data face difficulties or even do not want to share their
data with researchers. For this reason, research on fields such as breast cancer imaging
analysis can be hard to perform, even though there are an increasing number of open
datasets. However, federated learning [47] offers a way of training machine learning
models without the need of sharing data.

5.1.1. How It Is Performed

Federated learning is a kind of distributed machine learning technique which involves
distributing the training process where the data is produced or stored. In this sense, the
machines where the data are stored are used to train the required models. By doing so, the
data are always kept at the institution premises and not shared externally, but can be used
to build models. Inside INCISIVE, there are several components that manage the lifecycle
of the learning process:

• Orchestrator: in charge of receiving the training requests and deploying the required
components in the central node and in the federated nodes.

• Model-as-a-service (MaaS): in charge of storing models and performing inference.
• AI federator: in charge of managing the federated learning process (send training

requests, receive weights, and merge models).
• AI engine: in charge of performing the actual training at each federated node. This

component is composed of auxiliary components to provide data and retrieve results
from a standard machine learning application agnostic of the federated learning and
the infrastructure.

The process, illustrated in Figure 11, is as follows.
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Figure 11. Federated sharing overall process. C stands for containers (required containerized
application, e.g., a docker image) and M for models. Notice that the container is only required to be
sent once at each federated node. The code hosted in the container is run using the input model and
the data is stored in the node, producing a new model as the output.

1. A train request is received in the UI.
2. The orchestrator analyzes the request, and a specific AI federator and AI engines of

the federated nodes are deployed.
3. The AI federator initializes the model or loads a previously trained model from the

MaaS, depending on if training from scratch or training from a pretrained model
is requested.

4. The AI engine receives the model and trains it, using local data available.
5. The AI federator receives the trained models and merges them using a merging

scheme, e.g., FedAvg [47].
6. In case another federated learning round is required, the process restarts from Step 4,

sending the new merged model to the AI engines.
7. Finally, the model is stored in the MaaS.

The iterative process of the federated learning rounds is required to converge in a
solution that is satisfying for all the different data providers that participate in the federated
learning process. Notice that if an excessive number of epochs is used in every federated
learning training round, the federated nodes can produce models overfitted to the local data.
This could mean that the merged model does not converge into a good and general solution.

The work of Linardos et al. [48] on cardiovascular diseases shows that this kind of
approach is well fitted for training deep learning models for image analysis. In particular,
this work shows that the accuracy of the federated learning trained model is close to
training in a single computer with all the data. In particular, in some cases, the results are
better than the traditional training approach. This could be due to the regularizing effect of
merging models studied in works such as Izmailov et al. [49].
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5.1.2. Hybrid Infrastructure and Federated Learning

Federated learning enables training without having the data directly accessible. This
is positive for data privacy; however, it works in detriment of ease of use. For this reason,
in the INCISIVE project, a hybrid infrastructure is planned so that data can be shared in a
central repository. In particular, this is offered from the start in a Cloud-based infrastructure
(temporary infrastructure) so that the AI developers from the project can start their work
as soon as possible. This way, the developers and researchers can test their code and check
the cases in which their models fail.

With this hybrid infrastructure, INCISIVE will be able to also offer storage for those
data providers that do not have an infrastructure to hold the federated learning components.
This makes the infrastructure accessible and versatile.

5.2. Preliminary Results—Initial Analysis on Mammography

Medical images differ to natural images in many aspects, and most importantly by
their high resolution and very small regions of interest (ROIs). For these reasons, if deep
learning models are trained and developed for natural images [50–53], they assume a
severe down-sampling of medical images for memory constraints and offer too coarse
localization [54]. In high-resolution MG images, in early asymptomatic stages relevant for
breast cancer screening, ROIs are usually very small, with subtle differences to the normal
tissue and often sparsely distributed [54]. In order to deliver an accurate decision, an MG
classifier should not only detect suspicious changes (e.g., lesions and calcifications), but
also take into consideration their characteristics (e.g., intensity, shape, and position) and
some global features (e.g., breast fibro-glandular tissue density and pattern) [55,56].

Based on the extensive literature review, in the INCISIVE, the focus will be placed
on few recently proposed architectures for the segmentation of lesions and malignancy
classification which will be trained or evaluated on both internally collected data and
available MG open datasets. The relevant line of research is based on the NYU breast
cancer screening dataset (NYUBCS) [57] comprising 1 million MG images, which facil-
itated the development of the classification models being fully trained on MG images.
In the INCISIVE, several explainable classification models developed on NYUBSC will
be tested. The breast-label classification model, a globally aware multiple instance clas-
sifier (GMIC) [58], will serve as a baseline, as it achieves AUC = 0.93 on NYUBSC. As
the segmentation of lesions is one of the main tasks in INCISIVE, the concept of weakly
supervised localization (WSL) [59] has been explored in order to alleviate the problem of
expensive and time-consuming experts’ pixel-level annotation. Aligned with WSL, the
global–local activation map (GLAM) model [54] uses only a breast-level label to produce a
fine segmentation at a 300-times-higher resolution of saliency maps when compared with
GMIC [58], and an improvement of 20%, as measured by the DICE index on the NYUBCS
MG database. So far, both GMIC and GLAM input pipelines were formed with the specific
processing steps described in [54,58], respectively. Additional steps were made to correct
any potential differences of INCISIVE MG images from the training NYUBSC data in terms
of contrast and dynamic ranges, while following other noted required attributes from the
NYUBCS image selection process. By thresholding the corresponding output saliency maps,
specific regions can be segmented and identified as benign or malignant, as determined by
the model.

Besides these models trained on the closed NYUBCS MG database, and clearly fo-
cused on MG classification and WSL, there are some other more general approaches to
medical image segmentation, not restrained to MG. In INCISIVE, the medical transformers
(MTs) [60] will be trained and evaluated using the INCISIVE data on images with available
pixel-level annotation. The pipelines have already been prepared and efforts directed to
the harmonization of image attributes from different data providers within INCISIVE. The
preprocessed MG images are automatically cropped to ROIs and rescaled to a modest
256 × 256 size required at input.
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nnU-Net is a recently proposed medical image segmentation method which aims to
alleviate the need for a highly specialized solution for numerous distinctive problems in
medical imaging [61]. It should be automatically configurable for any new task, adjusting
all relevant steps: preprocessing, network architecture, training, and post-processing. nnU-
net code has been modified to work on single-view MG images involving the conversion
of 2D DICOM images into 3D NIFTI images and their organization into an appropriate
folder structure. Images were normalized, cropped to ROIs, and rescaled to the same size
(320 × 416). Initially, the training was attempted on a smaller dataset in order to evaluate
available implementation [61]. Currently, the code is being decomposed and adjusted to
facilitate for the planned federated data storage.

5.2.1. Data Quality and Related Pre-Processing

INCISIVE bases its AI development on both open datasets and collected data. In order
to achieve good generalization of AI models, certain robustness has to be ensured with
respect to input image quality. For these reasons, the heterogeneity of collected MG images
in all relevant parameters has to be investigated. The guidelines for quality assurance in
breast cancer screening [62] set the clear minimum rules on how MG imaging is to be per-
formed, covering all physical aspects of the imaging process, with the calibration, radiation
dose, and exposure time being the main determinants of the MG image quality [63]. Once
an MG image is produced, the image quality can be improved by relying on digital image
processing tools, focusing on contrast enhancement and noise removal [62].

When creating the INCISIVE database, MG images could be uploaded as raw images,
i.e., produced by the detector, corrected for gain and offset, and processed where contrast
enhancement and noise removal have already been applied by manufacturer software.
In the data collection process, image quality has not been automatically checked, but the
correspondence between clinical metadata and imaging data tested in each time point.
For these reasons, all MG images in the repository had to be automatically assessed for
quality to ensure their usability in AI models and to set some additional rules for the data
donorship schema.

Guided by the experiences in collecting the largest MG image database so far (NYUBCS) [57],
the DICOM header of MG images had to be inspected to remove all images that did not
relate to the MLO or CC view of the left or right breast. It should be noted that different
types of errors during the examination are possible, yet these images are not usually deleted
by the hospital technicians and can be accidentally uploaded. When filtering images, there
are multiple possible reasons to discard an image, such as poor image resolution, views
other than CC or MLO, a lack of important information in the DICOM header in relation to
the SOP, image type, if an image is scanned for surgical guidance, and if the proportion of
nonzero pixels is more than 95% or less than 5%.

In order to provide uniform image appearance at the model input, multiple contrast
enhancement pre-processing methods have to be evaluated jointly with AI model training
in order to select the most appropriate procedure for image pre-processing. For every
image, information on the basic image attributes will be derived from its DICOM header
(or alternatively automatically if certain DICOM fields are missing), and preprocessing will
be dependent on the image attributes. Currently, in the INCISIVE database, all MG images
uploaded are denoted as processed (for presentation); however, despite this field, they do
not have uniform appearance and might even be presented as negative. Figure 12 provides
some examples of INCISIVE MG images from different data providers. Figure 13a shows
an MG image with an automatically identified breast region (ROI), while panel (b) presents
the image histogram (in blue), and a proposed piecewise linear intensity transformation in
red. The enhanced ROI is presented in Figure 13d with a histogram indicating an improved
utilization of the available intensity range (Figure 13c). An automated procedure estimating
the dynamic range of an image, as well as the contrast and noise levels, will determine the
transformation needed to harmonize the image appearance.
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(d) UNS. Note that images from different providers and different manufacturers might undergo
different processing steps from a raw image format, which is an unavailable piece of information.
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Figure 13. (a) An MG image in original size with an indicated region of interest, (b) a histogram of
the original image (in blue) and intensity transformation applied for image enhancement (in red),
(c) a histogram after pre-processing, and (d) a preprocessed image.

5.2.2. Annotation Style

The medical professionals from the DP institutions annotated a fraction of the up-
loaded MGs using a predefined annotation protocol and contour segmentation. As pre-
sented in Table 1, the lesions/regions in the breast could be marked as: benign, malignant,
or suspicious/indeterminate. Based on the analysis of the manually segmented MG images,
the proportion of malignant and suspicious labels varies between data providers (Table 4).
This might stem from the fact that certain clinicians evaluated images blindly, unaware
of the accompanying clinical data, in order to make a fair and comparable decision on
those made by image-based AI models, while others might make annotations with aware-
ness of the clinical background and biopsy result. This problem might be alleviated by
information extraction from clinical metadata containing the biopsy label for each patient
in case of the presence of malignant/suspected or benign lesions in the accompanying
images. The biopsy results will be considered as ground truth in image segmentation and
classification tasks.

Another interesting research avenue is related to the different style of manual segmen-
tation, as experts can be more or less precise when contouring the lesions, which directly
influences all quantitative measures for automatic image segmentation, such as the DICE
coefficient. In order to approach this problem, the usability and efficacy of unsupervised
solutions to infer the ground truth and introduce the segmentation quality control will be
explored [64]. Moreover, the harmonization of the annotation procedure and alignment of
multiple experts will be additionally achieved through a more detailed consensus in MG
image annotation, which will serve as a guideline in a data donorship schema.

6. Conclusions and Next Steps

In this manuscript, the INCISIVE platform was introduced, which will be utilized for
the development and evaluation of AI and data analytics in order to recognize complex
patterns in images, such as mammography, while also providing the ability to share medical
health data in order to address data availability challenges. For the above reasons, the data
should be collected in such a way that all legal, privacy, and ethical challenges are taken
into consideration. The approach to these challenges via the adopted legal framework in
INCISIVE has been elaborated and explained. In addition, due to the divergence of the data
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types and data sources, the article defines the process of data collection, data preparation,
and data integration within INCISIVE, which is monitored using the developed tools
for data quality assessment. An automated quality control should identify data, without
curation and integration guidelines.

For the breast cancer case, the article comprehensively presents the data/image types
to be integrated, data collection steps, the guidelines for annotation of mammography
examinations, and the process of uploading de-identified data. The INCISIVE retrospective
collection of MG images is described and illustrated from several perspectives for possible
AI use cases.

The vision of the INCISIVE pan European federated repository of health images is
outlined, and the underlying platform is presented, along with the adopted principles
and solutions for federated data sharing. We demonstrate the potential for developing
and evaluating the AI toolbox, thus explaining the process and basic components used to
facilitate federated learning, besides the basic centralized learning approach.

This study sets the stage for the training and evaluation of AI models based on a set
of homogenized and curated datasets; however, at the current project phase, it does not
demonstrate AI model performance results, nor does it support the evidence for comparison
of a centralized vs. federated approach in model development. Despite the data collection
guidelines envisaged following the patients in multiple time points, the largest number of
patients collected in the retrospective study has data which are only available in baseline,
or alternatively in one more follow-up TP. This limitation will influence the development of
prognostic models, and predictions relating to disease progression and treatment efficiency
over time. The prospective study protocols overcome this limitation and should offer
complete information of the patient’s journey.

Moreover, this paper does not discuss the consortium efforts invested and the method-
ology used in the analysis of user needs, as well as the motivation and criteria associated
with the user acceptance of AI-driven solutions, which guided the platform development
and service design. It is worth mentioning that the adopted data harmonization, techno-
logical approaches, and platform architecture are a result of the collaborative efforts and
experience of the project partners; thus, they do not illustrate a unique approach to tackle
the challenges of Big Data integration for AI use in healthcare.

Overall, by increasing data availability and reducing economic barriers, INCISIVE
should enhance the democratization of narrow AI through the integration of existing
datasets, and provide inexpensive local access to high-performance hardware in feder-
ated and central nodes. The accessibility and reusability are targeted through: (1) data
availability—the development of the EU-wide repository using a federated storage ap-
proach that allows data owners to reuse their data and integrate them with other datasets;
(2) data shareability—the INCISIVE donorship scheme tackles interoperability issues and
makes sharing possible, block-chain safe, and regulation aligned; and (3) affordability—
reduced experimentation costs with AI as a service solution to lower human resource costs
for image annotation, de-identification, and reconstruction.

The initial collection of retrospective data will be amended by additional datasets
required for the validation and corrections of developed AI models. The INCISIVE AI
toolbox should be made available for clinical validation, which includes the efficiency,
consistency, and generalizability of results. Even so, there is a high demand and increased
interest for AI/ ML applications in the clinical setting. The INCISIVE project aims to
strengthen the results and improve the acceptance of AI by providing explanations for such
results, encouraging domain experts to accept and use AI for cancer diagnosis. Moreover,
global organizations must accept AI in clinical validation studies and be prepared to
improve guidance and regulation surrounding AI in oncology, along with formal integrated
training for medical purposes.
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