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ABSTRACT

Throughout the recent decades, the movie industry has been
continuously producing stereoscopic 3D contents on a wide
scale of varying budget; while some of them are rather lim-
ited financially, others benefit from massive monetary rein-
forcements. It is also quite apparent how the related tech-
nologies have significantly improved over the years, result-
ing in better and better 3D visuals. However, at the time of
this paper, it is still the sad truth that even those movies with
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virtually limitless financial support suffer from stereoscopic
artefacts. Although certain scientific efforts have already ad-
dressed the objective determination and adequate classifica-
tion of such issues, sufficiently integrating perceived quality
into these models remains to be an open research question.
This paper presents our work to reduce the gap between the
proposed objective methodology and the human visual sys-
tem. We introduce a new type of solution that relies on latent
factor modeling. The proposed model is trained and tested
on the benchmark Nama3ds1-cospad1 and LFOVIAS3DPh2
stereoscopic 3D video quality assessment datasets. The ex-
periments highlight the practical efficiency and considerable
performance of the resulting matrix-factorization-based rec-
ommendation system.

Index Terms— Stereoscopic 3D video, recommendation
system, latent factor model, matrix factorization.



1. INTRODUCTION

At the time of this paper, there is a notable growth in both
the demand and the supply of novel 3D video contents, and
the stereoscopic 3D (S3D) format is rapidly emerging in both
cinematic and streaming use cases. There are three popular
approaches to generate S3D videos: (i) Scene acquisition us-
ing a stereo camera, (ii) 2D-to-3D video conversion, which
means the creation of left- and right-eye views from the orig-
inal source video, and (iii) rendering, which is the process of
synthesizing views by means of 3D reconstruction or employ-
ing global 3D models and computer vision techniques [1–5].

Despite the advances in 3D technology, visual artefacts
still frequently appear in S3D contents. A comprehensive
study of visual artefacts in S3D contents was carried out at
MSU Graphics & Media Lab, Moscow State University, un-
der the VQMT3D project [6,7] in cooperation with IITP RAS.
The research identified potential artefacts in several popular
Hollywood movies, released in S3D format. The artefacts
(e.g., disparity, scale, color, and sharpness mismatches, tem-
poral asynchrony, cardboard and crosstalk effects etc.) are
rather common within the 3DTV use case of S3D contents.
The different types of artefacts affect S3D videos at vari-
ous stages of the content delivery. The compression, blur
and frame-freeze distortions degrade videos in the stages of
format conversion, representation, coding and transmission
[8]. Zeri and Livi [9] interviewed 854 people. They recog-
nized frequent symptoms of eye strain, blurred vision and a
burning sensation after watching 3D films in movie theaters.
Even high-budget films, like Pirates of the Caribbean, Dol-
phin Tale, The Three Musketeers, or even The Avengers con-
tain multiple scenes with geometric and color impairments,
camera rotation differences, and vertical variation shifts be-
tween the left and right views. The study conducted by Barreda
et al. [10] on 3D contents using psycho-physiological meth-
ods determined complex effects of visual discomfort regard-
ing 3DTV, which may cause headache, nausea, fatigue, eye
strain, etc. According to several publications, the compres-
sion artefacts and their variations (based on the depth range
of 3D displays) may noticeably affect the perception of the
viewers [11–14]. Furthermore, multiple studies conclude that
discomfort is greater for certain types of distortions than for
others when viewing S3D contents, and that the influence pri-
marily originates from the content itself. [7, 15].

The most reliable way to reduce such distortions is to
correct and enhance the quality of the S3D content during
production. However, such correction processes are not cost-
efficient, as they require immense efforts and they heavily rely
on the achieved degree of automation. The algorithms for
the automatic detection of the aforementioned artefacts and
for quality assessment are already emerging [16, 17], yet the
measuring frequency and the objective intensity of an artefact
do not account for the actual level of discomfort suffered by
the viewer. Therefore, it is critical to consider subjective per-

ception ratings for artefacts. Such data can provide valuable
feedback regarding the tolerance towards instances of visual
degradation and may define perceptual thresholds.

In this paper, we propose a novel recommendation system
for S3D movies. Based on the scientific literature available at
the time of this paper, we conclude that the most significant
component for designing a recommendation system for S3D
movies is the proper characterization of perceptual discom-
fort with regards to particular distortion types. Despite the
notable advances in objective quality assessment techniques
for image and video contents [18–21], it is difficult to propa-
gate the same achievement for S3D videos, as the automatic
estimation of the relevant properties of issues regarding vi-
sual discomfort is quite far from being trivial. Yet one thing
is certain: a well-designed recommendation system for such
contents must take subjective ratings into account to serve its
purpose in a user-centric and efficient manner.

Our recommendation system is built on the latent factor
model that relies on the subjective ratings of the user. Given a
set of reference-quality (i.e., completely free of visual distor-
tions; also known as ground truth) and distorted S3D videos
and their corresponding subjective ratings, our model utilizes
matrix factorization maps on a set of latent features. The chal-
lenge of predicting perceptual quality ratings of S3D videos
is formulated as a matrix completion problem for the con-
tent rating matrix. Our system rates the S3D videos in ac-
cordance with the user’s level of discomfort. The recom-
mendation mechanism can easily integrate within the matrix
factorization methods of Netflix, which is the most impor-
tant class of collaborative filtering approaches. The proposed
system can be rather advantageous for efforts aiming to re-
duce the online flood of low-quality 3D contents by rating
more consistently with quality. The results obtained by statis-
tical analysis – conducted on the Nama3ds1-cospad1 [14] and
the LFOVIAS3DPh2 [17] benchmark S3D datasets – demon-
strate the prediction accuracy of our model.

The remainder of the paper is structured as follows: Sec-
tion 2 reviews the related scientific literature. The mathemat-
ical model of our novel scientific contribution is provided in
Section 3. The results are presented and discussed in Sec-
tion 4. Section 5 concludes the paper and also points out the
potential future continuations of our research efforts.

2. RELATED WORK

The algorithms used by Netflix for its recommendation sys-
tem are comprehensively analyzed in the work of Fernández
[22], which covers collaborative filtering, content-based filter-
ing, model-based singular value decomposition (SVD), prin-
cipal component analysis (PCA) and probabilistic matrix fac-
torization techniques. The paper explains a movie recommen-
dation mechanism built within Netflix on the matrix factoriza-
tion (MF) [23] approach that learns the latent preferences of
the users via ratings and provides a prediction of the miss-



ing ratings (i.e., it estimates the dot product of the latent fac-
tors) [22, 23].

Lu et al. [24] applied an MF model for computing the
vector representations of words. The work demonstrates how
a convolutional neural network (CNN) can be integrated into
an MF model to produce interpretable recommendations. Lee
et al. [25] developed a demo model that considers recently
uploaded YouTube videos. Here the collaborative filtering
approach is not applicable since it relies on the aggregation
of user behavior. Instead, they approached the task of recom-
mendation as content-based similarity learning, utilizing deep
video embeddings. However, this approach is purely based on
video content signals.

YouTube provides an absolutely immense collection of
2D videos. Since 2009, YouTube also supports two-channel
S3D videos. The supported 3D formats include anaglyph
videos in red / cyan, green / magenta and blue / yellow lay-
outs, which are row / column interlaced for visualization. The
work of Tsingalis et al. [26] presents a study on YouTube rec-
ommendation graphs of 2D and 3D videos. The authors in-
vestigated the statistical relevance and recommendation prop-
erties of social network sites such as Facebook, Twitter and
Flickr. They also analyzed clustering methods to understand
the existence of media content groups. The paper of Davidson
et al. [27] discusses the recommendation system of YouTube.
The study highlights that YouTube recommends personalized
sets of videos to users based on their previous activity on the
Internet. The publication of Covington et al. [28] addresses
the substantial performance improvements brought by deep
learning. A deep architecture – built on deep candidate gen-
erations – and a separate ranking model for recommending
YouTube videos are proposed in the work.

Estrada and Simeone [29] developed a recommendation
system for guiding physical object substitution in virtual real-
ity (VR). The perception-based approach allows the individ-
uals to watch the physical world whilst navigating the virtual
environment through a video feed. Technically, in this frame-
work, the user identifies the location of object placement in
the surroundings.

The work of Niu et al. [30] presents a video recommenda-
tion system based on the affective analysis of the users. The
proposed subjective model evaluates the feature of emotion
fluctuation based on the Grey Relational Analysis (GRA).
Certain video features are extracted and are mapped to the
well-known Lovheim emotion-space, specifying prominent
human feelings, patterns, attitudes and behaviour. These in-
clude anger, distress, surprise, fear, enjoyment, shame, inter-
est and contempt. The GRA-based recommendation method
is developed under the Fisher model to analyze the extracted
emotions as factors.

The paper of Zhang et al. [31] introduces a recommen-
dation system for a mobile augmented reality (AR) applica-
tion, incorporating the user’s preferences, location and tem-
poral information in an aggregated random walk algorithm.

Their system predicts the user’s preferences, modifying the
graph edge weight and computing the rank score. Similarly,
the solution of Shi et al. [32] predicts individual location rec-
ommendation, while the contribution of Chatzopoulos and
Hui [33] anticipates object recommendation in mobile AR en-
vironments.

3. MATHEMATICAL MODELING OF THE S3D
VIDEO RECOMMENDATION SYSTEM

In this section, the novel recommendation system for S3D
videos is introduced. First of all, it is based on an MF model.
The subjective perception of Viewers and S3D contents are
mapped to a joint latent factor space. The row or column
associated to a specific viewer or S3D content is referred as
latent factor. In the mapped latent factor space, which has a
dimensionality of f , the ratings are analyzed as inner prod-
ucts. Let us suppose that each S3D content i is associated
with a latent vector qmi ∈ Rf , and each viewer u is associated
with a latent vector puj ∈ Rf . For a given S3D content i, the
elements of qmi estimate the extent to which the content holds
those factors, whether distorted with a particular artefact or
free from that. For a given viewer u, the elements of puj de-
termine the extent of acceptance of the contents that are high
on the corresponding factors, again, whether distorted with
a particular artefact or not. The model approximates viewer
u’s rating of content i by measuring the resulting dot product,
r̂ui = qm

T

i puj . The dot product captures the interconnection
between viewer u and content i, that is, the viewer’s overall
tolerance regarding the particular distortion. Once the map-
ping is computed for each content and viewer to factor vec-
tors qmi , p

u
j ∈ Rf , the proposed model determines the rating a

viewer would give to any distorted S3D content by using r̂ui.
We avoided imputation in the model [34]. The observed

ratings are modeled directly as suggested by multiple works
of the scientific literature [23, 35], and avoided overfitting
through regularization. On the set of the known matrix rat-
ings, the regularized squared error is minimized to learn the
factor vectors qmi , p

u
j as

min
p̂,q̂

∑
(u,i)∈S

(rui − qm
T

i puj )
2 + λ(||qmi ||2 + ||puj ||2) (1)

where, S is the training set of (u, i) pairs for which rui is
known.

To make the matrix factorization approach more effective
for our application-specific requirements, we add biases in
capturing the full ratings of the observed signals,

r̂ui = µ+ bi + bu + qm
T

i puj (2)

The observed rating in (2) is broken down into its four
components: global average (or mean), content bias, viewer



bias and viewer-content interaction. This allows each compo-
nent to represent only the part of an observed signal relevant
to it. The model is trained by minimizing the squared error
function as

min
p̂,q̂,b̂

∑
(u,i)∈S

(rui − µ− bi − bu − qm
T

i puj )
2+

+ λ(||qmi ||2 + ||puj ||2 + b2i + b2u) (3)

The stochastic gradient descent algorithm [23, 36, 37] is
used to optimize equation (3). For better accuracy in predic-
tion, the algorithm loops through all ratings in the training
data and estimates the model parameters. The system esti-
mates r̂ui for each given training case. The prediction error is
determined as

Eui = rui − µ− bi − bu − qm
T

i puj (4)

The parameters are updated as

bi ← bi + ς(Eui − λbi) (5)

bu ← bu + ς(Eui − λbu) (6)

qmi ← qmi + ρ(Euip
u
j − λqmi ) (7)

puj ← puj + ρ(Euiq
m
i − λpuj ) (8)

where ρ and ς specify constant magnitudes that account
proportion by which parameters are modified in the opposite
direction of the gradient.

The objective of our matrix factorization model is to pre-
dict unknown S3D content ratings, from the trained model
obtained by fitting the earlier observed ratings. We determine
the regularization constant λ by cross-validation [38].

4. RESULTS AND DISCUSSION

The efficiency of the proposed S3D video recommendation
model is evaluated on the Nama3ds1-cospad1 [14] and the
LFOVIAS3DPh2 [17] S3D video datasets. The Nama3ds1-
cospad1 dataset has 10 reference and 100 test sequences. The
video sequences have a resolution of 1920 × 1080 and are
available in .avi containers. The frame rate is 25 fps and
the duration is either 13 or 16 seconds. The videos of the
dataset are distorted by combinations of H.264, JP2K, scaling
and (down-)sampling. These artefacts are applied symmetri-
cally to both views of the S3D videos, and the correspond-
ing Difference Mean Opinion Score (DMOS) scores are pro-
vided. The subjective assessment on perceptual quality was
performed as single stimulus continuous quality evaluation
(SSCQE) with hidden reference method. The test participants

Fig. 1. Subjective score distribution of the datasets. The val-
ues of µ, m and σ denote the statistical measures (mean (µ), me-
dian (m) and standard deviation (σ)) of the subjective ratings. Top:
Nama3ds1-cospad1 dataset [14]; µ = 3.09,m = 3, σ = 1.35. Bottom:
LFOVIAS3DPh2 dataset [17]; µ = 3.19, m = 3, σ = 1.37.

used a 5-point Absolute Category Rating (ACR) to rate the
perceived quality of S3D videos. A total of 28 subjects were
involved in the study. The dataset contains each subjective
rating, not just aggregated values. The LFOVIAS3DPh2 S3D
video dataset has 12 reference sequences with a good vari-
ety of structure, texture, depth and temporal information. The
videos have a resolution of 1920× 1080 and a duration of 10
seconds with a frame rate of 25 fps. In total 288 test stim-
uli were created by applying H.264 and H.265 compressions,
blur and frame freeze distortions. The dataset is a combina-
tion of symmetric and asymmetric S3D videos. The SSCQE
method was used to perform the subjective tests, which were
completed by 20 test participants. Similarly, each subjective
quality rating is available, along with the DMOS values.

Figure 1 shows the distribution of the subjective quality
scores for the Nama3ds1-cospad1 and the LFOVIAS3DPh2
datasets. From the plot, it is clear that both datasets are di-
verse in the range of perceived quality. Furthermore, the es-
timated statistics (µ, m and σ) of each dataset are consistent
and follow the observed trends.

The left side of Figure 2 shows the first frame from left
view of the ‘Hall’ S3D video sequence from the Nama3ds1-
cospad1 dataset in reference quality, and the corresponding
subjective assessment ratings and the ratings predicted by our
novel model. The right side of the figure shows the same,



Fig. 2. Perceptual opinion score of each test participant and the corresponding predicted scores for the ‘Hall’ S3D video sequence from the
Nama3ds1-cospad1 [14] dataset, and the assessed video frames. Left: Reference quality. Right: Distorted quality (H.264 compression).

Table 1. Performance of the proposed algorithm on the subjective scores of the Nama3ds1-cospad1 and the LFOVIAS3DPh2 datasets.

Score Training Set Testing Set
LCC SROCC RMSE LCC SROCC RMSE

Nama3ds1-cospad1 [14] 0.8873 0.8858 0.6903 0.8753 0.8700 0.7527
LFOVIAS3DPh2 [17] 0.8966 0.8911 0.5809 0.8585 0.8288 0.6522

Table 2. Performance of the proposed algorithm on each distortion
type of the LFOVIAS3DPh2 dataset.

Type H.264 H.265 Blur FF Overall
LCC 0.910 0.904 0.877 0.908 0.858

SROCC 0.902 0.914 0.828 0.899 0.828
RMSE 0.357 0.384 0.423 0.371 0.652

but with H.264 compression (Quantization Parameter = 38).
Based on these results, it is clear that the proposed algorithm
accurately predicts the subjective quality ratings of the videos.
It is also important to point out that the deviation between the
average scores of subjective ratings and the predictions of the
model is quite low.

The performance of the proposed algorithm is measured
by using the Linear Correlation Coefficient (LCC), the Spear-
man Rank Order Correlation Coefficient (SROCC) and the
Root Mean Square Error (RMSE). The LCC indicates the lin-
ear dependence between two quantities. The SROCC mea-

sures the monotonic relationship between two input sets. The
RMSE measures the magnitude error between estimated scores
and subjective scores. Higher LCC and SROCC values sug-
gest good agreements between subjective and objective mea-
sures, and lower RMSE values signify more accurate pre-
diction performance. For both databases, 80% of the scores
provided by the test participants is used for algorithm train-
ing and the remaining samples are used for testing. These
scores do not overlap, since using the same samples for both
training and testing is not a valid option. We performed the
random assignment for 100 trials of each epoch for statisti-
cal consistency and repeated it for 200 epochs. Finally, we
calculated the mean of the LCC, the SROCC and the RMSE
measures of all epochs to report the performance analysis. Ta-
ble 1 shows the performance evaluation of the proposed algo-
rithm on the training and test sets of the Nama3ds1-cospad1
and the LFOVIAS3DPh2 datasets. The results indicate that
the proposed algorithm shows robust performance across both
datasets.



Fig. 3. Variation of the proposed algorithm’s LCC score over
100 trails of an epoch. The standard deviation of the LCC
score over 100 trails is 2× 10−4.

Fig. 4. RMSE error variation across epochs.

Figure 3 shows the LCC score variation of 100 iterations
of an epoch. The figure reveals that the scores are consis-
tent across all iterations, and furthermore, we experienced
the lower standard deviation (2 × 10−4) of 100 LCC scores.
Figure 4 shows the average training and test RMSE mea-
sure variation over 200 epochs. The results indicate that both
RMSE errors reduced with the number of epochs. Hence,
these results further demonstrate the efficiency of the pro-
posed algorithm. This is also aided by Table 2, which sum-
marizes the performance values on each distortion type of the
LFOVIAS3DPh2 dataset. The performance of the model is
consistent across all distortion types of the dataset.

5. CONCLUSION

The paper presented a novel recommendation system for S3D
movies. According to the best knowledge of the authors, this
is the first implemented and evaluated objective quality as-
sessment metric to consider the subjective ratings of 3DTV
viewers for specific visual artefacts in order to predict per-
sonal preference and toleration. The spatial and temporal dis-
tortion types covered by this scientific contribution are JPEG,
H.264 and H.265 compressions, resolution reduction, sam-
pling, sharpening, blur and frame freeze. All of these dis-
tortions may adversely affect the S3D video signal at differ-
ent stages of the content generation and delivery chain. The
experimental results indicate that the proposed model based
on matrix factorization provides enhanced accuracy for S3D
video recommendation. Therefore, the model may support
content providers such as Netflix, Amazon, TiVo, allowing
them to efficiently minimize the flood of low-quality 3D con-
tents.

In the future, we aim to further extend this recommenda-
tion system by considering the detailed analysis of commer-
cial S3D movies. The model is to be improved by offering
per-frame analysis of artefacts that may potentially cause vi-
sual discomfort. These effects include – but are not limited to
– large horizontal disparity, vertical parallax, the cross-talk ef-
fect, the cardboard effect, stuck-to-background objects, stereo
window violation, depth continuity, and many more. Existing
metrics already report that such effects may result poor rat-
ings. Combining objective and subjective scores shall help to
further reduce the error rate while recommending new S3D
movies.

Additionally, we shall perform affective analysis on the
emotional reactions of 3DTV and VR viewers. We shall take
into account both subjective scores and brain-activity mea-
surements to understand the dependencies between the degree
of viewer discomfort and the intensity of the distortions. This
shall improve the classification of viewer’s from different age
groups by their susceptibility to artefacts and content types.

Moreover, we shall design new experiments to work on
evaluation models like probabilistic matrix factorization (PMF)
in order to further improve prediction accuracy. One specific
experiment shall focus on the linear combinations of predic-
tions of multiple PMF models with predictions of Restricted
Boltzmann Machine (RBM) models. This approach could
also significantly improve the accuracy of the performed pre-
dictions.
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[12] S. Jumisko-Pyykkö, T. Haustola, A. Boev, and
A. Gotchev, “Subjective evaluation of mobile 3D video
content: depth range versus compression artifacts,” in
Multimedia on Mobile Devices 2011; and Multimedia
Content Access: Algorithms and Systems V, vol. 7881.
International Society for Optics and Photonics, 2011.

[13] G. Sanchez, J. Silveira, L. V. Agostini, and C. Mar-
con, “Performance analysis of depth intra-coding in 3D-
HEVC,” IEEE Transactions on Circuits and Systems for
Video Technology, vol. 29, no. 8, pp. 2509–2520, 2018.

[14] M. Urvoy, M. Barkowsky, R. Cousseau, Y. Koudota,
V. Ricorde, P. Le Callet, J. Gutierrez, and N. Gar-
cia, “NAMA3DS1-COSPAD1: Subjective video qual-
ity assessment database on coding conditions introduc-
ing freely available high quality 3D stereoscopic se-
quences,” in Fourth International Workshop on Quality
of Multimedia Experience. IEEE, 2012, pp. 109–114.

[15] J. Li, M. Barkowsky, and P. Le Callet, “Visual discom-
fort in 3DTV: Definitions, causes, measurement, and
modeling,” in Novel 3D Media Technologies. Springer,
2015, pp. 185–209.

[16] A. Bokov, D. Vatolin, A. Zachesov, A. Belous, and
M. Erofeev, “Automatic detection of artifacts in con-
verted S3D video,” in Stereoscopic Displays and Ap-
plications XXV, vol. 9011. International Society for
Optics and Photonics, 2014, p. 901112.

[17] B. Appina, S. V. R. Dendi, K. Manasa, S. S. Chan-
nappayya, and A. C. Bovik, “Study of subjective qual-
ity and objective blind quality prediction of stereo-
scopic videos,” IEEE Transactions on Image Process-
ing, vol. 28, no. 10, pp. 5027–5040, 2019.

[18] F. Speranza, W. J. Tam, R. Renaud, and N. Hur, “Ef-
fect of disparity and motion on visual comfort of stereo-
scopic images,” in Electronic Imaging. International
Society for Optics and Photonics, 2006.

[19] M.-J. Chen, C.-C. Su, D.-K. Kwon, L. K. Cormack, and
A. C. Bovik, “Full-reference quality assessment of stere-
opairs accounting for rivalry,” Signal Processing: Image
Communication, vol. 28, no. 9, pp. 1143–1155, 2013.

[20] B. Appina, M. K., and S. S. Channappayya, “A full ref-
erence stereoscopic video quality assessment metric,” in
International Conference on Acoustics, Speech and Sig-
nal Processing, IEEE, March 2017, pp. 2012–2016.

[21] B. Appina and S. Channappayya, “Full-reference 3D
video quality assessment using scene component sta-
tistical dependencies,” IEEE Signal Processing Letters,
vol. 25, no. 11, pp. 823–827, June 2018.

[22] L. E. M. Fernández, “Recommendation system for net-
flix,” Faculty of Science Business Analytics, Vrije Uni-
versiteit Amsterdam, 2018.

[23] Y. Koren, R. Bell, and C. Volinsky, “Matrix factoriza-
tion techniques for recommender systems,” Computer,
vol. 42, no. 8, pp. 30–37, 2009.



[24] Y. Lu, R. Dong, and B. Smyth, “Convolutional ma-
trix factorization for recommendation explanation,” in
Proceedings of International Conference on Intelligent
User Interfaces Companion, 2018, pp. 1–2.

[25] J. Lee, N. Kothari, and P. Natsev, “Content-based related
video recommendations,” Advances in Neural Informa-
tion Processing Systems Demonstration Track, 2016.

[26] I. Tsingalis, I. Pipilis, and I. Pitas, “A statistical and clus-
tering study on youtube 2D and 3D video recommenda-
tion graph,” in International Symposium on Communi-
cations, Control and Signal Processing. IEEE, 2014,
pp. 294–297.

[27] J. Davidson, B. Liebald, J. Liu, P. Nandy, T. Van Vleet,
U. Gargi, S. Gupta, Y. He, M. Lambert, B. Livingston
et al., “The youtube video recommendation system,” in
Proceedings of the fourth ACM conference on Recom-
mender systems, 2010, pp. 293–296.

[28] P. Covington, J. Adams, and E. Sargin, “Deep neural
networks for youtube recommendations,” in Proceed-
ings of ACM conference on recommender systems, 2016,
pp. 191–198.

[29] J. G. Estrada and A. L. Simeone, “Recommender system
for physical object substitution in VR,” in IEEE Virtual
Reality (VR). IEEE, 2017, pp. 359–360.

[30] J. Niu, S. Wang, Y. Su, and S. Guo, “Temporal factor-
aware video affective analysis and recommendation
for cyber-based social media,” IEEE Transactions on
Emerging Topics in Computing, vol. 5, no. 3, pp. 412–
424, 2017.

[31] Z. Zhang, S. Shang, S. R. Kulkarni, and P. Hui, “Improv-
ing augmented reality using recommender systems,” in
Proceedings of ACM conference on Recommender sys-
tems, 2013, pp. 173–176.

[32] Z. Shi, H. Wang, W. Wei, X. Zheng, M. Zhao, and
J. Zhao, “A novel individual location recommendation
system based on mobile augmented reality,” in Inter-
national Conference on Identification, Information, and
Knowledge in the Internet of Things. IEEE, 2015, pp.
215–218.

[33] D. Chatzopoulos and P. Hui, “Readme: A real-time
recommendation system for mobile augmented reality
ecosystems,” in Proceedings of ACM international con-
ference on Multimedia, 2016, pp. 312–316.

[34] D. Bertsimas, C. Pawlowski, and Y. D. Zhuo, “From
predictive methods to missing data imputation: an op-
timization approach,” The Journal of Machine Learning
Research, vol. 18, no. 1, pp. 7133–7171, 2017.

[35] A. Paterek, “Improving regularized singular value de-
composition for collaborative filtering,” in Proceedings
of KDD cup and workshop, vol. 2007, 2007, pp. 5–8.

[36] Y. Koren, “Factorization meets the neighborhood: a
multifaceted collaborative filtering model,” in Proceed-
ings of ACM SIGKDD international conference on
Knowledge discovery and data mining, 2008, pp. 426–
434.

[37] B. Jin and X. Lu, “On the regularizing property of
stochastic gradient descent,” Inverse Problems, vol. 35,
no. 1, 2018.

[38] A. Mnih and R. R. Salakhutdinov, “Probabilistic matrix
factorization,” in Advances in neural information pro-
cessing systems, 2008, pp. 1257–1264.


	Blank Page

