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Abstract 

An investigation of indoor thermal environment has been carried out by computational 

fluid dynamics approach. The study focuses on the thennal comfort evaluation, 

particularly the flow and heat transfer effects due to conjugate natural convection, 

furniture arrangement and occupant number, and flow oscillations. Key physical features 

of thenno-fluid such as velocity and temperature distributions, thennal sensation maps, 

and oscillation frequency and its energy are quantified, analysed and compared. 

The benchmark case study of airflow and heat transfer showed that ANSYS Fluent 

RNG k - E turbulence model with temperature boundary condition on the heated 

boundary calculated the best results, compared with available data. It also showed that air 

velocity increased along the boundary walls and especially hot wall which led flow 

direction upwards. At the centre of the flow circulation, air momentum is very weak (e.g. 

almost zero velocity magnitude). The increase of complex features (e.g. a box 

with/without heat) in the domain would lead to flow separations causing recirculations 

above the box and in the rear space of the domain and swirls in the front space presenting 

three-dimensional flow, and a thennal plume, compared with a two-dimensional 

clockwise flow in an empty room. The flow recirculations and thermal buoyancy 

enhanced velocity magnitude and turbulence level in the domain. In fact, the highest 

frequency was obtained in the room with an unheated box, followed by the room with a 

heated box. The fonnation of thennal plume from the heated box stabilised the flow in 

the upper part and the sides of the heated box on a spanwise plane. The frequency of 

velocity oscillation was consistent with temperature at the location although the energy of 

the fluctuation is much higher in temperature. Moreover the dominant frequency 

depended on the orientation of the flow circulation, for example a high energy at a lower 

frequency on a spanwise plane while a low energy at a higher frequency on a streamwise 

plane. In an empty room, it was found that there is no direct relation in an empty room 

(case 3.2.1) between velocity and turbulent flow in power spectral density and frequency, 

and each of time-history velocity oscillations is independent and random. At the mid

height of the domain, the energy of the velocity fluctuation is relatively weak. 
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The results from the study of conjugate natural convection heat transfer in a ventilated 

room with localised heat source and window glazing showed that the size of heat source 

and window glazing, the wall thickness and wall material property are important factors 

to temperature change and heat loss. For example, 30 % of wall thickness reduction 

caused 35 % more of heat loss through the wall and 9 % of comfort temperature. 

From the study of furniture arrangement and occupant number in a 3-D model room 

with localised heat source and window glazing, it was found that the presence of furniture 

induced flow recirculation and higher velocity around furniture and the presence of 

thermal occupant formed thermal plume in the fluid domain, increasing volume-averaged 

temperature by maximum 15 %, compared with that of unoccupied and empty model 

room. Increase in the number of occupants and thermal furniture helped increase air 

temperature by 6.5 %, compared with that of single occupant and the averaged PPD 

(Predicted Percentage of Dissatisfied) value around the occupants by maximum 5.4 % for 

one occupant and 11.5 % for two occupants, respectively. The location of occupant was 

very sensitive to flow stream path, e.g. the PPD distribution was symmetrical in the 

spanwise position but became asymmetrical in streamwise position. Further investigation 

of thermal comfort level using Fanger's indices due to ventilation rate and thermal load 

led that desirable indoor environment might be achieved with higher ventilation flow rate 

(Uinlet > O.7m/s) rather than reducing heat generation from the heating sources for 

more occupants introduced to the room. 

The results in the thesis summarise some of the important reservations with regard to 

the CFD capability and reliability for indoor thermal environment and present data would 

be useful for the built environment thermal engineers in design and optimisation of 

domestic rooms. 
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Chapter 1 

Introduction 

1.1. F acts of energy consumption in dwellings 

1.1.1. Energy consumption in dwellings 

The transformation of energy market in transports, industries, appliances and buildings 

is challenging but compulsory in order to tackle global warming as well as other pressing 

environmental issues. In building sector alone, energy consumption is responsible for 

almost 40 % of total energy consumption in Europe (European Commission: EU energy 

policy) (Boermans, T., Petersdorff, C., 2007). In the UK, the largest contribution to 

energy consumption in indoor environment is space heating, risen by 24 % over last 30 

years since 1970 (Department of Trade and Industry, 2002). On the other hand, between 

2000 and 2012 energy consumption by the domestic sector fell by 7 % (Department of 

Energy and Climate Change, 2014).The energy consumption per household, which is 

more closely related to the size of dwelling than the numbers of population and 

household, has decreased about 6 % by year 2000 (Department of Trade and Industry, 

2002) since the average floor-area size of household is declined in the UK. However the 

number of households has been increasing as well as population while the population per 

household declined since 1970. This reflects that more people live alone in smaller 

houses. In fact, the rate of energy consumption per person has increased by 18 % at year 

2000 since 1970. Two people living in two houses consumes the same amount of energy 

as two people living in the same household according to the study from national statistics 

by Department of Trade and Industry (Department of Trade and Industry, 2002). 

With the increased interests in energy-conscIOUS and sustainable eco-buildings 

development for better indoor environment and less energy consumption, the common 

approaches in cutting energy consumption is to reduce heat loss by introducing 

insulations in cavity walls and lofts, using double glazing of window, and improving or 

replacing aged heating systems. For example, insulations are applied for 48 % of the UK 

dwellings by 2008 in cavity wall for which the insulation lies inside the layers of wall at 
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construction process and only 2 % of solid walled dwellings in the pre-1920 houses 

which add internal or external extra layers along the wall (Department for Communities 

and Local Government, 20 I 0). The reason of a small number of popularity of solid wall 

dwellings is due to cost and extra wall thickness. On the other hand, loft insulation has 

been also introduced to more dwelling, increasing about 13 % by 2008 from the 25 % 

level in 2003 (Department of Trade and Industry, 2002). The large change for better 

energy efficiency in dwelling was seen in the use of double glazing windows, due to the 

fact that heat transfer through window takes approximately 33 % of heat loss in cold 

winter by air infiltration at edges of the windows and cold glass surface. After new 

building regulations introduced in 2006, the number of dwelling with fully double glazing 

windows rapidly increased from 30 % in 1996 to 71 % in 2008. 

Insulation and efficiency of heating systems are two most important factors of heating 

energy usage and are related to house age. However older dwellings with insulation tend 

to be difficult to have the same level of thermal performance as the new houses. Change 

in heating systems also cannot guarantee to improve efficiency in the old dwellings due 

to original wall structure. The only feasible way of mostly increasing the level of energy 

efficiency and reducing the level of CO2 emissions per house is to update those houses 

dating after 1976 with modem insulation and heating systems and to introduce more 

updated homes (Palmer and Cooper, 2012). The newer domestic buildings considered 

from 1990 relatively improve 'average' energy efficiency based on each dwelling's 

energy cost per square metres by about 20 points from 47 points in dwellings built pre-

1945 with no updated insulations. Although the trend of improving energy efficiency is 

clearly seen in new-built dwellings, only 14 % of the dwellings were developed after 

1984 in the UK (Department for Communities and Local Government, 2010). 

The types of dwelling bring a large impact to energy consumption. Detached houses 

including bungalows generally require more energy than flats due to large surface-area

to-volume-ratio (e.g. in year 2008 the average floor area of detached house in the UK was 

143 m 2 while it was 70 m 2 for flats, which is equivalent to 1.7 bedrooms (Nationwide, 

2008», equivalent to 10 points higher in 'average' energy efficiency in flats than the 

average energy efficiency in all dwelling types (Department for Communities and Local 

Government, 2010). Using Energy Efficiency Rating (EER) that is the information of 
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how well insulated the dwelling is and of which heating efficiency in energy performance 

certificates set by the government, the flats in this case are equivalent to 'D' band houses, 

whereas 'E' band is for detached houses and bungalows. 

Energy bills are one of the most household spending factors. Any energy users pay 

more bills than ever even if energy cost savings are concerned. As mentioned earlier, the 

rate of energy consumptions in dwellings was at the same level as before or even slightly 

decreased. The price of electricity that is the main source of space heating has increased 

by 20 % since 1970 (Palmer and Cooper, 2012). The rate of average household 

consumption of standard electricity from 2008 to 2012 was -9.26 % in kWh, 

representing energy consumption savings. But the costs of actual standard electricity 

consumption from 2010 to 2012 increased 5.94 % in pounds, which reflects average 

fixed costs of £ 60 per household in 2012 (Barrington, 2013). The energy bills are 

directly affected by the price of fuels. The trend of price increase in electricity therefore 

is linked to the increasing price of oil, i.e. the input fuel. 

1.1.2. Heating systems in dwellings 

The common system for space heating in the UK is central heating with radiator 

panels, consist of boiler and radiator in most distributing heat from pipes containing hot 

water boiled in the boiler to the radiator in the dwelling, accounting for approximately 

90 % of all households, equivalent to 21.7 million homes in Great Britain by 2000 

(Department of Trade and Industry, 2002). Central heating systems can distribute almost 

uniform temperature in whole building. Some 71 % of the central heating systems 

installed in houses were supplied by gas in 2000. This development stretched average 

room temperature from 13°C to 18 CC. The number of central heating with condensing 

boiler increased to 17 % by 2008 since 2004 (Department for Communities and Local 

Government, 2010). This is due to change in building regulations that it became 

mandatory for all replacement. Condensing boiler uses a large heat exchanger to obtain 

more heat than other types of boiler such as standard, back and combination, and hence is 

the efficient boiler type. Hence the declines of trend in standard and back boilers have 

seen over last 15 years and combination boilers also started to be replaced by condensing 

boilers. 
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Location, size and pipe layout are important for thermal transfer performance. 

Material and surface conditions are also influential factors. Radiators are normally placed 

underneath windows so that thermal plume can block cold air from ventilation slot 

between the window and the ceiling. In order to maximise heat output from a radiator, it 

is necessary to decrease the space between the radiator and the floor, to increase the space 

between the radiator and the adjacent wall, to introduce fins within the radiator, or even 

to place the reflector on the adjacent wall, etc. 

The materials of radiator are commonly made in cast iron, steel and aluminium. 

Aluminium panel is good for start-up heating due to its good thermal conductivity and 

light weight. On the other hand, cast iron is good for continuous heating but does not 

have a good quick response. It contains a large amount of water and hence requires more 

operating cost. It is very heavy-weight panel. Steel panels are used in convectors, panel 

radiators and towel radiators in bathroom. It is more economic due to less water content 

in the panels and more number of available panels according to owner's requirements. 

Table 1.1 shows heat transfer in convection and radiation modes from different types of 

radiator in the isothermal surface enclosure. Although convection is the main heat 

transfer method from any radiators listed below, radiative heat transfer helps provide 

more comfort environment in the space. Radiant heat brings warm air at relatively 

uniform temperature through the space from the floor where it is mostly needed. On the 

other hand, convective heat transfer leads more temperature stratification as cold air stays 

at lower levels and warm air at higher levels. 

Table 1.1. Average percentage of heat transfer from radiator (Peach, 1972) 

Average proportion of total heat transfer (%) 

Types of radiator Convection Radiation 

2-column cast iron radiator 70 30 

3-column cast iron radiator 78 22 

ConvectorlRadiator (stainless steel) 85 -90 10 -15 

Single panel (stainless steel) 50 50 

Double panel (stainless steel) 70 30 
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1.1.3. Costs in energy efficient house 

It is true that the cost of new energy efficient building is generally higher because of 

many factors such as planning and guideline for construction sector, education and 

training for designers, and quality assurance including valuable tools bring up costs as 

well as time. The cost difference in construction between standard new house and low 

energy house can be seen only 2 - 6 % in Germany, Austria, Sweden and Switzerland 

while 3 - 10 % in the UK (European Comission, 2009). It is 8 % difference (around 

15,000 Euro) in construction costs between a low energy house and more energy-efficient 

house such as passive house for Germany in 2009 (European Comission, 2009). However 

it will show significant energy saving over the lifetime of low energy houses compared to 

standard new buildings since a low energy house use 15 - 25% of the energy required to 

run a conventional house. In order to introduce more energy-efficient houses, some 

countries in Europe support financial incentives for development towards low energy 

buildings (Jensen et aI, 2009). It will not be easy for existing houses to reduce the whole 

costs in building energy performance as well as energy consumption and CO2 emissions. 

This is because the amount of jobs and plans that an existing house needs for energy 

efficiency is not equal to those in better energy performance houses and low energy 

houses and the number of existing houses is far more than that of energy efficient houses. 

Impacts on energy performance can be seen most in replacing traditional boiler with 

condensing boiler and in installing insulations in loft and cavity wall recommended in the 

Energy Performance Certificate (EPC) methodology. This can be explained by the fact 

that boilers account for 55 % of annual energy bill. Hence high efficiency condensing 

boiler could save up to £ 310 per year (Energy saving trust, 2013). 

The development of insulation reduced the energy consumption by 59 % in 2000, 

compared to that in 1970 and will result in 5 - 10 % of energy saving by decreasing one 

degree in heating system (European Commission, 2006). But professional loft installation 

in the existing house costs about £ 300 - £ 500 and saves up to £ 180 in energy bills 

per year in the UK. It is £ 140 energy saving from cavity wall insulation. This is 

equivalent to between 560 kg to 700 kg of CO2 emission savings per year. On the other 

hand, as mentioned earlier, insulations over solid wall are comparable, costs over £ 5,000 
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in total installation but save up to £ 490 in energy bills per year which is equivalent to 1.9 

tonnes in reducing CO2 emissions per year (Energy saving trust, 2013). 

The guideline and requirements for energy performance in buildings vary from 

country to country in Europe. It is hence difficult to compare the absolute values 

describing energy performances among different countries. However the targets towards 

improvement of building energy performance and minimising CO2 emissions from 

buildings are unified and confirmed in the terms of low energy house, passive houses and 

zero energy houses. 

In encountering the largest challenge to improve energy performance in building 

sector, one of the main issues is flow, heat transfer and energy conservation in the room 

space. Temperature control by mechanism such as convection, conduction and radiation, 

designing of thermal plumes by location of heating system and others, and understanding 

of surface conditions have the potential to reduce CO2 emissions from space heating, to 

cut energy bills in the most expensive energy price, to lead ideal thermal conditions for 

occupiers. 

1.2. Airflow and heat transfer 

Indoor environment design often depends on details of air velocity and temperature 

distributions, relative humidity levels, contaminant concentrations, and turbulence levels, 

among many other factors. Most indoor airflows are very complicated and often driven 

by a combination of pressure, buoyancy and viscous forces. There are three classified 

convectional modes; i.e. forced convection such as the injection of cooling airflow by 

using an air-conditioning unit in the summer, natural convection such as the buoyancy 

effect of heated air flow by radiators in the winter, and/or mixed convection such as the 

air movement due to different types of heating systems (e.g. air-conditioning) in 

operation in the summer or winter. In order to accurately predict the airflow movement 

and thermal field properties, one of two methods is generally used, namely experimental 

measurement and computational simulation. Most experiments adopt a full-scale test 

chamber to produce an artificial indoor environment to isolate the internal room space 

from the external effects. While this method permits the control air and thermal boundary 
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conditions, the cost of construction is high and the test could take very long time to 

complete. With advances in computer power and numerical methods, an alternative 

approach using computational fluid dynamics (CFD) has been increasingly used to model 

indoor airflow. CFD can provide much more detailed field information such as velocity, 

temperature and turbulence kinetic energy distributions than experiments at lower cost 

and in a shorter time. 

In the past decades, considerable progresses have been made in this field, as reviewed 

by Chen et al. (Chen et ai, 2010). There are varieties of benchmark cases that have been 

studied by various researchers. For example, Zuo and Chen (Zuo and Chen, 2009) studied 

two-dimensional (2-D) forced, natural and mixed convections by using a novel fast fluid 

dynamic method, and for the same 2-D models, Zhang et al. (Zhang et ai, 2007) further 

studied turbulence model effects. For industrial applications, the Reynolds-averaged 

Navier-Stokes (RANS) equations with an eddy-viscosity based turbulence model is still a 

dominant methodology, due to its reasonable accuracy and fairly short turn-around 

computing time of both CPU and wall-clock time, as discussed by various researchers 

(Wang and Chen, 2009), (Jiang and Chen, 2003), (Zhang et aI, 2007). One area of 

research interests is the study of indoor air movement since this is related to health care 

and human comfort level in a room. For example, Shih et al. (Shih et aI, 2007) performed 

a case study of an isolated hospital room environment in protecting patients from the 

spread of air contaminated with bacteria. The common features of these studies are the 

quantification of suitable key factors, such as mesh resolution, its quality and topology, 

turbulence model and near wall treatment, before reliable predictions can be obtained by 

design engineer. 

For a general 3-D problem such as the evaluation of thermal comfort level in an indoor 

environment, the physics behind the fluid dynamics and the heat transfer would be 

complex, because of the nonlinearity and time-dependence of the problem. For example, 

in the cold winter season, a ventilation system is required to improve the indoor thermal 

conditions of the room, as well as to improve the air quality by air circulation. Thus, the 

interaction between the 'cold' airflow from the ventilation system intake and the 'warm' 

airflow from the heating systems would have significant effect on heat transfer 

characteristics that will ultimately impact on the thermal comfort level (Myhren and 
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Holmberg, 2009), the flow structures (Raji et aI, 2008) and air quality (Rim and 

Novoselac, 2010). 

1.3. Flow unsteadiness in indoor environment 

In indoor ventilated spaces, airflow contains many complex movements, especially 

around obstacles and wall corners. The airflow therefore is usually turbulent and the air 

velocity is fluctuating against time. In indoor environment, however, there are very 

limited number of reports available related to flow unsteadiness in the past. So far, one of 

the achievements in the field is to have correlated between velocity fluctuation and 

discomfort to occupant. The discomfort has shown a maximum frequency in the range of 

0.3 - 0.5 H z (Fanger et aI, 1977). Other researchers claimed from their experiments that 

the turbulent energy spectrum has a dominant frequency in the interval 0 - 0.2 Hz in the 

ventilated spaces with/without thermal load (Thorshauge, 1982) and up to 10 Hz in the 

ventilated spaces (Hanzawa et aI, 1985). Other researchers studied natural convection in a 

square cavity (Tian amd Karayiannis, 2000), observing different frequencies between 

velocity and temperature fluctuations and variation of frequency in the flow direction 

along the isothermal walls. A characteristic frequency in a vertical free convection was 

numerically found at 0.35 Hz (Gebhart and Mahajan, 1975). Turbulent flow fluctuation 

in a core of a cavity was reported (King, 1989) due to strong asymmetrical flow caused 

by heat loss. For oscillation study in mixed convection, a correlation between Reynolds 

number (Re) and Grashofnumber (Gr) was found in 700 S Re S 1000 and 103 S Gr ~ 

106 (Beya and Lili, 2007). In ventilated spaces for occupants, the relationships between 

mean velocity and turbulence intensity was found that mean velocity increases as 

turbulence intensity and domain height decrease (Thorshauge, 1982) (Hanzawa et aI, 

1985) (Kovanen et aI, 1989). The possible causes of flow instability could be thermal 

conductivity of boundaries (Henkes and Hoogendoom, 1990) and strength of buoyancy 

(Sinha et aI, 2000), and limited in boundary layers along the solid walls (Tian and 

Karayiannis, 2000). 

The traditional approach of building a dedicated physical test room for field 

measurement of key parameters such as velocity and temperature would be very 

expensive and time consuming, and also the measured data are often limited although it is 
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vital for providing accurate reference data for indoor environment engineers. 

Computational Fluid Dynamics (CFD) technique has demonstrated much strong 

capability in capturing the detailed information of real-time 3-D complex fluid and heat 

transfer characteristics at both the system and component levels in a domain. It is also 

able to carry out post-processing of a large amount of information, which saves cost, time 

and space in engineering design process. The major problem on flow oscillation in indoor 

environment is that due to vast amount of data and time based on onsite measurements 

the detailed information such as oscillation energy level and fluctuation change across the 

domain. 

1.4. Conjugate heat transfer 

Analysis of conjugate natural and forced convective flows and heat transfer 

performance of built environment has been an interesting research subject. It is because 

of its technical applications in design and layout of indoor thermal devices, heat storage 

systems and indoor thermal environment comfort assessment, among many other reasons. 

However, the coupling of fluid flow and heat transfer would be complex and challenging 

even for a single natural convection model room. This is due to the nonlinearity of the 

physical problem itself and also the interactions between the closely related flow field 

and temperature field. Recently, there have been growing demands from building 

industry and heating thermal device design sector in analysing and quantifying accurate 

information of flow and thermal characteristics of a typical indoor environment for 

human beings. One of many key steps towards the ultimate goal of eco- or smart-building 

design is to have a thorough understanding of flow and heat transfer phenomena in 

relation to thermal heat sources and layout, material properties and boundary conditions 

of room walls and surfaces. This is because they will have a major influence on indoor 

thermal comfort level including air quality and heating/cooling loads. 

Past researches were primarily focused on the heat transfer and thermal effects in a 

relatively simple two-dimensional (2-D) model room such as an enclosed domain without 

a heat sink. Their investigations were performed on flow patterns, fluid temperature 

distributions and the relation of Nusselt number (Nu) and Rayleigh number (Ra) with 

respect to heated walls or heating systems (Kaminski and Prakash, 1986), (Ntibarufata et 
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aI, 1994), (Ben Nasr et aI, 2006), (Muftuoglu and Bilgen, 2008), (Kuznetsov and 

Sheremet, 2011). The relation of Nu and Ra also describes heat transfer rate and 

ventilation rate in a 2-D tall ventilation cavity (Gan, 2011). A common conclusion from 

these studies was that at a Ra number, Ra ~ 107, the heat transfer performance in terms 

of Nusselt number is proportional to Rayleigh number and also dependent on the thermal 

conductivity ratio of the fluid and the solid. Similar findings were reported in studies of 

different 2-D conjugate natural convection configurations (Bilgen, 2009), (Saeid, 2007), 

in which the addition of a vertical heated plate would significantly reduce the heat 

transfer rate, from about 40 % for thin walls to about 12 % for thick walls (Bilgen, 2009). 

For large Grashofnumber Gr > 105, the temperature inside the finite-thickness wall was 

broadly of two-dimensional distribution and the non-uniform distributed temperature on 

the solid-fluid interfaces would cause asymmetric flow patterns (Kaminski and Prakash, 

1986). The distribution of heat flux was also affected by surface radiation emissivity, wall 

conductivity ratio, and wall thickness (Nouanegue et aI, 2008). In the conjugate mixed 

convection study, it was revealed that the locations of vertical heat source and horizontal 

ventilation opening slot would have major influences on the strength and pattern of flow 

circulation and the level of heat transfer (Koca, 2008). Despite most of the two

dimensional conjugate heat transfer studies have shown basic fluid flow and heat transfer 

characteristics using stream lines and heat lines (Deng and Tang, 2002), (Kaluri et aI, 

2010), there are limited studies on modelling more general and complicated flow and heat 

transfer features in a three-dimensional (3-D) configuration. Furthermore, there are not 

many studies on analysing the relationships between indoor thermal condition and 

conjugate conduction and convection heat transfer performance. 

1.5. Thermal comfort 

The transformation of energy market in transports, industries, appliances and buildings 

is challenging but compulsory in order to tackle global warming as well as other pressing 

environmental issues. In building sector alone, which is responsible for almost 40% of 

total energy consumption (European Commision: EU energy policy), the interests in 

energy-conscious and sustainable eco-buildings development have been increasingly 

grown to have better indoor environment and less energy consumption. As a result, there 

have been numerous indoor thermal environmental studies, for example indoor 
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environment of transportation (Alahmer et aI, 2012), (Li et aI, 2014), public 

spaceslbuildings (Pourshaghaghy and Omidvari, 2012), (Alfano et aI, 2013), (Barbhuiya 

and Barbhuiya, 2013), workspaces/offices (Hens, 2009), whole building environment 

(Bos and Love, 2013), (Park et aI, 2014), specific enclosed space (Jang et aI, 2007), 

among many others. The factors that influence indoor thermal comfort level are 

ventilation systems for ventilation effectiveness (Krajcik et aI, 2012), (Olesen et aI, 1980), 

(Deuble and de Dear, 2012), (Pereira et aI, 2009), air distribution (Bos and Love, 2013), 

wall thickness and thermal insulations (Kumar and Suman, 2013), glazing systems 

(Buratti et aI, 2013), (Cappelletti et aI, 2014), fluid temperature of heat sources (Tye

Gingras and Gosselin, 2012), and radiant temperature (Atmaca et aI, 2007). 

One common feature of these studies is about the thermal comfort evaluation and 

assessment. In general, thermal comfort can be described by available models such as 

Standard Effective Temperature (SET) (Gagge et aI, 1971), comfort temperature (Myhren 

and Holmberg, 2009) and Predicted Mean Vote (PMV) - Predicted Percentage of 

Dissatisfied (PPD) (Fanger, 1972). Of which, the Fanger's indices (Le. combined PMV 

and PPD) have been widely adopted as the so-called ISO 7730 standard (International 

Organization for Standardization, 2007) due to the well-correlated human factors and 

environmental parameters, and also the adaptability in many types of buildings, except 

for some very special ventilation types (Deuble and de Dear, 2012). The method predicts 

thermal sensation and thermal discomfort quantitatively, based on environmental 

parameters (e.g. air temperature, mean radiant temperature, air velocity and air humidity) 

and thermal balance of a human being (e.g. physical activity and clothing) obtained by 

either field measurements or numerical calculations. This model has also been used to 

develop other thermal comfort sub-models (MacArther, 1986), (Scheatzle, 1991), 

(Federspiel and Asada, 1994), (Fanger and Toftum, 2002), (Homod et aI, 2012), design 

and optimise building spaces under specific weather/climate conditions (Wei et aI, 2010), 

(Andreasi et aI, 2010), and study thermo-fluid characteristics in space/room without 

objective and human occupant (Myhren and Holmberg, 2008), (Tye-Gingras and 

Gosselin, 2012) or with objective and human occupant (Lan et aI, 2014), respectively. 

In addition to aforementioned factors, indoor thermal comfort is also sensitive to other 

physical parameters in case of room environment with and without occupant. For 

example, surface temperatures of human body and room walls can cause the increase of 
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radiation temperature (Atmaca et aI, 2007). The orientation and surface treatment of 

window glazing (Buratti et aI, 2013) and occupant behaviour (Selens et aI, 2011) also 

have important effects on energy performance and thermal balance of thermal comfort 

level. The careful monitor and control of fluid inlet temperature of a heating radiator 

panel can maximise the indoor thermal comfort as well as minimise the energy 

consumption (Tye-Gingras and Gosselin, 2012). The PMV calculation, after considering 

all these environmental factors, has exhibited decreased levels of sensitivity, from very 

significant to mean radiant temperature, down to less significant to air temperature and 

velocity and finally to insignificant to air humidity (Alfano et aI, 2011), respectively. The 

changes in outdoor climate and season will also influence indoor temperature via 

ventilation system and wall heat induction, thus affecting indoor thermal comfort 

(Frontczak and Wargocki, 2011). 

1.6. Major contributions to the field 

As discussed in the previous sections, the information of indoor thermal transfer in a 

space that occupant being relax (e.g. a domestic living room) is still limited and 

uncertain. This thesis aims to provide much more detailed information of convection and 

conduction heat transfer in complex and realistic situations and its thermal comfort level 

in order to increase reliability and accuracy in the gaps between detailed physics and 

quantitative findings. The findings would be useful for the built environment thermal 

engineers in design and optimisation of domestic rooms with a heat source. 

The major contributions to indoor environment are as follows. 

• Providing detailed numerical information of heat transfer in complex room 

configuration 

• Finding correlation between indoor thermal comfort temperature and heat loss 

through wall under the UK building regulations 

• Predicting Fanger's indices around occupants in thermally complex domestic 

room 

• Providing correlation between thermal comfort level and the number of 

occupant 
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• Finding the sensitivity of Fanger's index (e.g. PPD) to stream path in furnished 

room 

• Finding correlation between flow oscillation and room configuration, and 

velocity fluctuation and temperature fluctuation 

1.7. Scope of this thesis 

This research of numerical investigation of indoor thermal heat transfer for 

improvement of thermal comfort will be carried out with the following key factors. 

• Characteristics of flow and heat transfer in 3-D model room with a heat source 

(Chapters 3) 

• Flow oscillations and its energy (Chapter 3) 

• Wall conditions and heat source size (Chapter 4) 

• Thermal/non-thermal furniture arrangement and occupant (Chapter 5) 

• Ventilation rate and thermal load of heat source (Chapter 5) 

The detailed objectives of this thesis are: 

• To develop CFD model to simulate the characteristics of flow and heat transfer in 

indoor environment (Section 3.1 and Section 3.2) 

• To investigate flow oscillation and its energy in forced and mixed convection heat 

transfer (Section 3.3) 

• To predict the effect of finite-thickness wall conditions and location and size of 

heat source and window glazing on convective and conductive heat transfer 

(Chapter 4) 

• To investigate heat transfer in living space and condition (e.g. furniture and 

occupant) (Section 5.3) 

• To predict and optimize the thermal comfort level using Fanger's indices by 

improving the ventilation rate and heat energy (Section 5.4) 
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Chapter 2 

Mathematical Model of Fluid Flow, 

Heat Transfer and Thermal Comfort 

The traditional approach of building a dedicated physical test room or even a complete 

test house for on site real-time measurement of key physical parameters such as 

temperature of the fluid (air) and the solid wall is still valid and vital for providing 

accurate reference data for building thermal design engineers. However, this approach 

would be technically challenging, very expensive and time consuming (Deuble and de 

Dear, 2012), and also the measured data are often limited, so that they cannot be easily 

applied for some specific configurations (Dascalaki et aI, 1995). Simple correlation based 

calculation often used by building industry provides another option but it is generally not 

accurate enough for a comprehensive evaluation (Cengel and Ghajar, 2011). 

With the advancement of numerical method and computational power, modem 

Computational Fluid Dynamics (CFD) techniques provide an alternative way of obtaining 

3-D time-dependent flow and thermal parameters at both system and component levels 

(Wang and Chen, 2009), (Jiang et aI, 2003), (Chen et aI, 2010), (Jin et aI, 2013). 

Furthermore, CFD can produce much detailed information to optimise an existing or a 

future thermal design and to perform thermal comfort assessment of an indoor 

environment (Myhren and Holmberg, 2009), (Chu et aI, 1976), (Lu et aI, 1997). The fast 

growing computer technology and architecture such as multi-core CPU and GPU make 

CFD even more feasible to carry out vast number of parametric studies as precursor 

numerical exercises and thus to integrate modelling work with practical engineering 

design and analysis process for cost saving, durability and reduced time scale from 

product design to market, for which it is almost impossible with physical tests and 

measurements due to extremely long preparation and construction time, and high 

operation and labour costs. For these reasons, numerical predictions have increasingly 

become an important element integrated in any engineering design and analysis for cost 

saving, durability and reduced time scale from product design to market. 
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A commercial CFD code, ANSYS FLUENT was used to calculate the heat transfer 

and its data was used to calculate comfort temperature (Myhren and Holmberg, 2009) 

defined in user-defined function in Fluent and thermal comfort indices by an in-house 

Fortran code which is developed based on Fanger's thermal environment model (Fanger, 

1972) for assessment indoor thermal environment. Heat transfer considered in this study 

is convection through air and conduction though one-layer solid domain. The effect of 

radiative heat was included to account for both scattering and exchange of radiation 

between fluid and finite-thickness solid domains. Due to complex flow feature, some 

turbulence models were studied for validation and verification. 

2.1. Governing equations 

The fluid flow and heat transfer is governed by a set of conservation equations (mass, 

momentum and energy). The momentum Navier-Stokes equation is used for laminar flow 

in 2-D conjugate heat transfer problem and Reynolds-averaged Navier-Stokes (RANS) 

equation is adopted for turbulent flow in other 2-D and 3-D problems. These equations 

are expressed in a general Cartesian form as follows: 

Mass conservation equation 

ap + V . (p v) = 0 at (1) 

Momentum conservation equation 

:t (pv) + V· (p v v) = -V p + V· (T) + pg + F (2) 

Energy transport equation 

:t (pE) + V . [v(PE + p)] = V· (kef! V T - ~j hj h + (ref!' v)) + Sh (3) 

where t is time, p is density (kg 1m3 ), V is partial differentiation operator, v is velocity 

vector, p is pressure (Pa), pg is gravitational body force vector and F is other external 
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body force vector, E is total energy (W), keff is effective heat conductivity (W /mK), T 

is temperature, h· is sensible enthalpy, fTT cp dT U}, cp is specific heat at constant 
re! 

pressure j /kgK, jj is diffusion flux of species j, reff is effective stress tensor, Sh is an 

additional energy source due to chemical reaction or radiation. The right-hand side of the 

energy equation represent energy transfer due to conduction, species diffusion, and 

viscous dissipation, respectively. The term of r is written as 

r = Jl[(V v + V iF·) - i V· vr] + Sturbulent (4) 

where Jl is viscosity (kg / sm), T· is matrix transpose, r is unit tensor, Sturbulent is 

Reynolds stress term for turbulent flow (Sturbulent = V· (-pv'v'), where -pv'v' is 

Reynolds stress tensor). The first term of the right-hand side is the effect of volume 

dilation. 

2.2. Heat transfer in solid domain 

The energy transport equation in the solid region used by ANSYS Fluent is expressed 

as 

:t (ph·) + V (Vph*) = V(k V T) + Sh (5) 

where k is thermal conductivity (W /mK). 

The second term on the left-hand side of Eq. (5) represents convective energy transfer 

due to rotational or translational motion of the solid. The velocity field 17 is computed 

from the motion specified for the solid zone. The terms on the right-hand side are the heat 

flux due to conduction and volumetric heat sources within the solid, respectively. 

The temperature distribution within the solid reglOn IS governed by I-D heat 

conduction equation as 

(6) 

16 



At the interface between fluid region and solid region in the conjugate heat transfer 

model, the conductive heat transfer throughout the solid is coupled with the convective 

heat transfer in the fluid by 

(VB) fluid = k:
all (VB)wall (7) 

where B is dimensionless temperature and kwall is wall thermal conductivity. 

2.3. Radiation model 

Due to the existence of a heating source in the computational domain, radiation heat 

needs to be included in the energy equation (3) via the source term Sh' In present study, a 

Discrete Ordinates (DO) model (Chandrasekhar, 1960) is adopted due to radiation 

temperature support and relatively wide range of applications within moderate 

computational cost and it has been already implemented in ANSYS Fluent software by 

incorporating the enthalpy balance to account for radiative heat transfer from a given 

heating source to adjacent medium (e.g. fluid) via a finite number of trajectories, each 

associated with a vector direction s defined in the global Cartesian coordinate system. 

The solution of DO model is similar to that of fluid flow and energy transport equations 

and the resultant heat flux will be coupled with the energy equation through source term 

Sh in Eq. (3). In the DO model, the radiative heat transfer equation for an absorbing, 

emitting, and scattering medium at a position r in the direction s is given by 

VU(r, S)s) + (a + O's)l(r, s) = an2 uT
4 

+!!.!.. f.o47r I(r, s')<P(s, s')dO' 
71: 471: 

(8) 

where I is radiation intensity (W / sr) and is dependent on the position r and the direction 

s, a is absorption coefficient, O's is scattering coefficient, n is refractive index, (J is 

Stefan-Boltzmann constant (5.669 x 10-8 W /m2K 4 ) , <I> is phase function and 0' is 

solid angle (sr). The Discrete Ordinates (DO) radiation model is applied with various 

angular discretisation and sub-iteration parameters to control angles in discretising each 

octant of the angular space and volume overhang on each surface respectively, so that 

radiative conditions can be applied to individual faces and fluid within the domains. 
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2.4. Turbulence model 

There are a number of turbulence models available for characterised flow feature. 

Large-Eddy Simulation (LES) was developed for large-scale of the flow (Smagorinski, 

1963) and fully resolves only large-scale eddies which is anisotropic while the small

scale eddies, isotropic, are filtered from the turbulence flow. Hence this approach reduces 

a great amount of computer capacity which is overloaded by fine grid and small time 

steps, compared with Direct Numerical Simulation (DNS) solving the Navier-Stokes 

equations for flows with moderate Reynolds number (Ozgokmen et aI, 2009). Reynolds 

average numerical simulation (RANS) calculates the statistic characteristics of the 

turbulent motion by averaging the flow equations over a time scale. The average 

turbulent flow calculation is feasible with a coarse mesh for steady state flow, resulting in 

less expensive to solve. Among the RANS turbulence models, they are the standard 

(Launder and Spalding, 1972), RNG (Yakhot and Orszag, 1986), realizable k - E (Shih et 

aI, 1995) and shear stress transport k - Cl) (Menter, 1994). 

Turbulent flow in indoor environment is generally a mixed small and large eddies in 

low Reynolds numbers, for which flows the standard k - E model overestimates the 

turbulent diffusivity. The turbulence model in indoor airflow simulations was studied by 

Chen and Zuo (Chen, 1995), (Zuo and Chen, 2009), concluding that the RNG k - E 

model showed good performance in accuracy, numerical stability and reasonable short 

computing time for low Reynolds number flow in two-dimensional cases, even with a 

very larger grid aspect ratio in the simulation. 

In the benchmark cases, two-equation turbulence models, the re-normalized group 

(RNG) k - E model and the shear stress transport (SST) model are adopted to take 

account of the Reynolds stress and turbulent heat flux for momentum and energy 

equations, considering grid resolution, computing time and flexibility. The two-equation 

re-normalized group RNG k - E turbulent model is similar to the standard k - E model, 

the turbulence kinetic energy (k) and its dissipation rate (E), and the model transport 

equation for k is derived from the exact equation while the model transport equation for E 

is obtained using physical reasoning and bears little resemblance to its mathematically 

exact counterpart. The RNG is derived by using renormalization group methods (Yakhot 
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and Orszag, 1986). The small scale eddies are eliminated via the RNG method and 

introduced into modified Navier-Stokes equations which comprise a modified turbulent 

viscosity, a modified force and a modified non-liner coupling (Fluent, 1993). The Shear 

Stress Transport (SST) k - w model (Menter, 1994) is an model based on model 

transport equations for the turblence kinetic energy (k) and the specific dissipation rate 

(w), which can be the ratio of E to k, and found to be a good approach for the present 

modelling, especially near walls with a relative coarse mesh. 

The RNG k - E turbulence model (Yakhot and Orszag, 1986) is described below. 

(9) 

where k is turbulence kinetic energy, /left is effective viscosity, E is turbulence 

dissipation rate, Gk is turbulence kinetic energy generation with respect to mean velocity 

gradients, Gb is turbulence kinetic energy generation with respect to buoyancy, YM is 

dilatation dissipation, C1e = 1.42, C2e = 1.68 and C3e is constant, ak, ae are inversed 

'effective' Prandtl numbers for k and E, and Sk, Se are source terms. The Re term 

accounts for the effect of rapid strain and streamline curvature change, Re = 

{Cp.p"13(1- "1/"10)/1 + P"13}(E2 /k) where "1 == Sk/E, "10 = 4.38, P = 0.012. 

The RNG model is responsive to the effect of rapid train and streamline curvature in 

"1 > "10 thus the R term is a negative contribution in Eq.(lO). Turbulence viscosity in the 

RNG equation varies with the scale of Reynolds number, for example, turbulence 

viscosity d(p2k/-JEii) = 1.72(O/~f)3 -1 + Cv)dO is calculated with 0 = /left//l and 

Cv ~ 100 for low Reynolds numbers while turbulence viscosity is /It = pCp. k 2 / E with 

Cp. = 0.0845. 
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The Transport equations for the SST k - w model are (M enter, 1994): 

(11) 

iJ iJ iJ ( lit iJw) -(pw) +-(pwu·) =- J1 +-- + G - 1': + D ot ox! l ox} qw OXj W W W (12) 

where turbulent viscosity is defined as 

pk 1 

Pt = -;; (2..!.tl.] max ., 
a alw 

(13) 

In these equations, G k represents the generation of turbulence kinetic energy due to 

mean velocity gradients, Gw represents the generation of w, (a/Vt)/Gk , a represents a 

coefficient, Yk and Yw represent the dissipation of k and w due to turbulence defined by 

Yk = pp-kw ad Yw = pp wZ , respectively, Dw represents the cross-diffusion tenn 

representing blend of the standard k - w model and the standard k - E model, a* 

represents a coefficient, () represents the strain rate magnitude, (Jk and (Jw represent the 

turbulent Plandtl numbers, l/[(Fd(Jkorw,l) + {(l- F1)/(Jkor W,2}] , respectively, Fl 

and Fz represent blending functions. 

In a two-dimensional conjugate heat transfer (CHT) case study, laminar viscous model 

is used due to low Reynolds number and for three-dimensional case studies including 

CHT case; turbulent viscous flow model is adopted with two-equation renonnalized 

group (RNG) k - e turbulence model. 

2.5. CFD Solver 

The aforementioned equations are solved numerically by finite volume method on 

structured grid. An iterative solution method, SIMPLE algorithm (Patankar and Spalding, 

1972), is employed to solve the linearity of the momentum equation, the velocity

pressure coupling and the coupling between the flow and the energy equations. For 

pressure Poisson equation, the solution applies weighted body-force under the assumption 
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that the gradient of the difference between the pressure and body forces is constant, 

especially in buoyancy calculations. Other equations such as momentum, energy and 

radiation are solved using the second-order numerical scheme. For all the cases, 

numerical accuracy of double precisions is defined and the residual target is defined as 

10-12 to achieve a high level of accuracy. The appropriate under-relaxation factors were 

imposed to avoid instability in the solution. In the benchmark cases, a hybrid finite 

element/volume method (ANSYS CFX) and unstructured mesh were applied for 

comparison of results. Like most commercial CFD package, ANSYS CFX converts the 

governing partial differential equations into a system of discrete algebraic equations by 

discretizing the computational domain and uses a couple solver solving the fluid and 

pressure as a single system. 

2.6. Computational grid generation and convergence study 

The grid designates the cells or elements on which the flow is solved and is a discrete 

representation of the geometry of the problem and has cells grouped into boundary zones 

where boundary conditions are applied. On the other hand, It has a significant impact on 

rate of convergence (or even lack of convergence) and solution accuracy and CPU time 

required for the simulation. In this study, software Gambit was used to generate mesh. 

The baseline of grid numbers/points and their distributions were close to that of 

references (e.g Zuo and Chen (Zuo and Chen, 2009) for 2-D forced and natural 

convections), and the grid was refined or coarsened by factor of 0.5, 1.5, 2, 3, etc with 

finer meshes clustered in inlet and outlet, and near wall regions. The grid refinement 

study was performed until a consistent prediction among grid resolutions was obtained, 

and grid independent solutions are shown in the results. The number of grid points is 

described in each problem. 

2.7. Fast Fourier Transfonnation (FFT) 

The investigation of flow unsteadiness in a space is evaluated using the Fast Fourier 

Transform (FFT) technique, based on predicted time-history data (e.g. velocity and 

temperature) from ANSYS Fluent at monitor locations. The FFT algorithm is developed 

to reduce the computation time of Discrete Fourier Transform (DFT) for N points from 
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N 2 to Nlog 2(N) (Cooley and Tukey, 1965). The time-history data is transformed to 

frequency of flow oscillations. The basic idea is to break up a transform (i.e. DFT) of 

length N into two transforms of length N /2, shown below. For this study Matlab 

programmes is used to calculate frequency and power spectral density of flow oscillations 

. The Discrete Fourier Transform (DFT) is described as 

(14) 

And 

(15) 

Splitting into two 

x (k) = ~N/2-1 x(2r)w2rk + ~N/2-1 x(2r + 1)w(2r+l)k 
N "-'r=O N "-'r=O N (16) 

Then the Fast Fourier Transform (FFT) is described as 

( N/2-1 ( ) rk k ~N!2-1 (2 + 1) rk XN k) = Lr=o x 2r WN!2 + WN "-'r=O X r (;)N/2 (17) 

where 

W~ = e 2j(-2tr)/N = e j (-2rr)!(N!2) = WN!2 (18) 

2.8. Indoor thermal comfort 

The thermal comfort indices are evaluated by using Fanger's comfort equations 

(Fanger, 1972), i.e. predicted mean vote (PMV) and predicted percentage of dissatisfied 

(PPD), representing the thermal balance of a whole human body. The parameter PMV is 

an index representing the mean value of the voters of a large group of people in the same 

environment on a seven-point thermal sensation scale, i.e. -3 < PMV < +3, see 

Table 2.1. The parameter PPD is also an index representing the percentage of thermally 
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dissatisfied persons among a large group of people. For thermal comfort requirement, the 

recommended PMV and PPD values are in a range of -0.5 < PMV < +0.5 and 

PPD < 10 %, respectively. Following the work of Fanger (Fanger, 1972), PMV and PPD 

values can be calculated by equations below. The equations are solved in FORTRAN 

programme with obtained results in CFD (e.g. air velocity, air temperature and radiation 

temperature). Radiation temperature with the DO radiation model is computed over a 

finite number of discrete solid angles associated with a vector direction as seen in Eq. 

(37) (ANSYS 13.0 Fluent, 2006). Note that more information and details of thermal 

comfort indices can be found in reference papers (Fanger, 1972), (International 

Organization for Standardization, 2007). 

PMV = (0.03e-O.036M + 0.028){CM - W) - 3.05 X 10-3 X [5733 - 6.99CM - W)

Pal - 0.42 X [CM - W) - 58.15] -1.7 X 10-5M(5867 - Pa) - 0.0014M(34 - ta)-

3.96 X 10-8 fcl X [(tcl + 273)4 - (fr + 273)4] - fclhcCtcl - ta)} (19) 

with 

tcl = 35.7 - 0.02B(M - W) - cCl{3.96 X 10sfel X [(tcl + 273)4 - (fr + 273)4] + 

fclheCtcl - ta)} (20) 

_ {2.38(tCl - ta)O.25 {2.38(tcl - ta)O.25 > 12.1.jvar 
hc - r::::- for 025 r::-

12.2" Var 2.38(tcl - ta)' < 12.1" Var 

r. - {l.OO + 1.290lel fi {/Cl:::;; 0.078 (m 2
• °CIW) 

cl - 1.05 + 0.6451cl or Icl > 0.078 (m 2• °CIW) 

(21) 

(22) 

where M is the metabolic rate (W 1m2), W is the external work (W 1m2) (close to zero 

for most activities), Pa is the partial water vapour pressure (Pa), ta is air temperature 

COC), fel is the ratio of body's surface area (while clothed) over the surface area (while 

naked), tel is the surface temperature of clothing COC), Er is the mean radiant temperature 

COC), hc is the convective heat transfer coefficient (W 1m2, CC), Var is the relative air 
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velocity (with reference to human body) (m/s) and lcl is the thermal resistance of 

clothing (m2 ,oC/W). 

The PPD index can be evaluated by the formula below as, 

PPD = 100 - 95 x e-(O.03353XPMV
4

+0.2179XPMV2
) (23) 

Table 2.1 gives the relation between the PMV indices and the thermal sensation 

conditions. Negative values show the feeling of coolness while positive values show the 

feeling of warmness. 

Table 2.1. Relationship between PMV and thermal sensation 

PMV Thermal sensation 

+3 Hot 

+2 Warm 

+1 Slightly warm 

0 Neutral 

-1 Slightly cool 

-2 Cool 

-3 Cold 

2.9. Theory and physical parameters and dimensionless variables 

The following section describes the detailed process of solving and post-processing 

heat transfer and thermal environment problems. 

2.9.1. Buoyancy-driven flow theory 

Buoyancy-driven flow is a flow that is induced due to the force of gravity acting on 

the density variations when heat is added to a fluid and the fluid density varies with 

temperature. It is applied to natural convection and mixed convection flows. In mixed 
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convection flow, the strength of buoyancy forces can be measured by the ratio of Grashof 

(Gr = BPllTL3 /u 2
) and Reynolds (Re = vLlu) numbers: 

(24) 

where P is thermal expansion coefficient, LlT is temperature difference, L is characteristic 

length (m) and v is velocity Cmls), u is kinematic viscosity (m2 Is). 

Gr b . d Gr When -;;z » 1, then strong buoyancy may e contrIbute to the flow. When Re 2 « 1, 

then buoyancy forces may be ignored. For the case of ::2 :::::: 1, both natural and forced 

convection effects must be considered due to the presence of both buoyancy and inertia 

forces. 

2.9.2. 2-D conjugate heat transfer model study 

In 2-D case study on conjugate heat transfer, simulation results calculated in this study 

are compared with those obtained by other researchers (Kuznetsov and Sheremet, 2011) 

in the dimensionless physical variables (e.g. temperature and stream function) at 

dimensionless time (r) as follows. 

e = (T-To) krad 
qo L2 

T=t 

(25) 

(26) 

(27) 

where e is dimensionless temperature, To is initial temperature, krad is thermal 

conductivity of radiator panel, qo is volumetric thermal-power density of heat source 

(W 1m3
), L is streamwise length of fluid domain (m), \P isdimensionless stream function, 

t/J is stream function (m 2 Is), B is gravity (m 3 Is), P is thermal expansion coefficient, r is 

dimensionless time and t is time (s). 
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The stream function (l/J in a unit of m 2 Is) can be calculated using stream function in a 

unit of kg Is by ANSYS Fluent solver (Eq. (28» divided by fluid density. The 

dimensionless stream function (\11) is then calculated using Eq. (26) described above. 

pu == iJt/J pv == Ot/J 
iJy' ox 

where u and v are velocity component. 

Other physical parameters used throughout the 2-D CHT study are 

v 
Pr=

a 

(28) 

(29) 

(30) 

where Pr is Prandtl number, v is momentum diffusivity, a is thermal diffusivity (m 2 Is), 

Gr is Grashofnumber and ~T is temperature difference. 

2.9.3. 3-D conjugate heat transfer model study 

For a large plane wall, one-dimensional (I-D) heat conduction equation can be applied 

and using the Fourier's law, the equation can be written as 

Q -k A !!!. cond = dx (31) 

where Qcond is conductive heat transfer, k is thermal conductivity of solid material, 

dT Idx is the temperature gradient, and A is the heat conduction area (m2). Thus, the 

total and surface heat fluxes can be evaluated by 

Tin,co- Tout,co 
qtotal = 

Rtotal 

qsurface = hinorout (Tin or out,oo - Tinneroroutersurface) 
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where qtotal is total heat flux (W 1m2), Rtotal is total thermal resistance (i.e., R-value) 

(m2KIW), qsurface is surface heat flux, h is heat transfer coefficient (W Im2K) and 

indexes in and out are internal and external environments, subscript 00 is ambient 

condition and inner surface and outer surface are internal and external surfaces of a 

finite-thickness wall. 

An energy balance over a wall thickness of!J.x within a small time interval (i.e. before 

thermal equilibrium fully established) can be expressed as 

(34) 

where egen is heat generation per unit volume (W 1m3
). 

By considering a constant thermal conductivity (which is generally valid for most 

practical applications), steady-state heat transfer and no extra heat generation inside the 

solid domain, Eq. (34) can be further simplified to a Laplace equation of temperature (Eq. 

(6». 

By defining proper boundary conditions at computational domain boundaries, this 

Laplace equation can be discretised and solved in a straightforward manner, resulting the 

conduction heat as a linear function of streamwise position, i.e. T = m x + n, where 

constant parameters (m and n) are determined by boundary conditions. 

2.9.4. 3-D thermal comfort study 

The comfort temperature is another variable to describe the occupant's feeling of the 

thermal climate in a room environment, which considers the balance of radiation and 

convection heat transfer modes, and it can be used for results comparison with available 

data from other published sources (e.g. (Myhren and Holmberg, 2008), (Myhren and 

Holmberg, 2009». 

T. - T radiation + T air ..,ffOTj 
comfort - 1+ ../10 U (36) 
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where Tcom/ort is comfort temperature, Tradiation is radiation temperature (ANSYS 13.0 

Fluent, 2006) below, Tair is air temperature and U is air velocity magnitude. 

4 1 r4TC 
Tradiation = ~ Jo I dQ (37) 

where n is solid angle. 

To determine air velocity at a ventilation opening slot location based on either given 

ventilation rate (m 3 Is) or air supply rate (LIs), following equations can be used. 

A· 1 CLI ) _ Air change rate (l/h)xRoom volume Cm 3)xl000 (L/m 3
) 

zr SUpp y rate s - 3600 (s/h) (38) 

A' l' Ventilation rate (m3 /s) 
lr ve Octty Cml S) = Cross-sectional area 0/ inlet opening (m2) (39) 

2.10. Summary 

Airflow and heat transfer performance of built environment has been an interesting 

research subject. The physics of heat transfer in enclosed space is very complex since the 

coupling of fluid flow and heat transfer would be complex and challenging even for a 

single natural convection model room. This is due to the nonlinearity of the physical 

problem itself and also the interactions between the closely related flow field and 

temperature field. The investigation in this thesis employed a commercial CFD code to 

simulate and analyse characteristics of airflow and heat transfer in a closed space with 

furniture and occupant and to optimise indoor thermal environment. In this chapter, the 

mathematical models with the governing equations, which describe the heat transfer in 

convection, conduction and radiation modes, are presented. The employed physical 

parameters, solver and computational grids used for airflow and heat transfer are also 

provided. The mathematical models of flow unsteadiness (i.e. FFT techniques) and 

thermal comfort (i.e. Fanger's indices) are summarised and adopted in Matlab and 

FORTRAN programmes, respectively. In addition, the key factors for this thesis, such as 

theory of buoyancy-driven flow, simplified conjugate heat transfer model and radiation 

temperature equation, are also summarised. 
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Chapter 3 

Benchmark Cases 

The aim is to present a comprehensive benchmark study of indoor airflow and thermal 

field for convectional and buoyant flow features in two-dimensional (2-D) empty model 

room (three different configurations), and three-dimensional (3-D) model room with and 

without a built-in box (obstacle) of non-heated or heated source (three different scenarios 

in a basic configuration). CFD results will be validated against available experimental 

data in terms of air velocity, kinetic turbulence energy and temperature distributions. The 

focuses in the 2-D model study will be the mesh topology and turbulence model effects. 

The more complicated flow features will be studied for a 3-D model room with a box 

embedded in the room with interests of the effect of different solver and model, and 

boundary condition. 

3.1. Two-dimensional flow and heat transfer benchmark cases 

Indoor heat transfer analysis was numerically studied using three different two

dimensional models in three different convective heat transfer modes, see Table 3.1. The 

cases are simple configurations such as a square- or rectangle-shape without obstacle 

inside fluid domain. Simple boundary conditions are applied to each case, e.g. ventilated 

incoming airflow or heated/cold walls. 

Table 3.1. Summary of 2-D benchmark cases 

Case Heat transfer mode Model 

3.1.1 Forced convection A horizontally rectangular 
ventilated domain 

3.1.2 Natural convection A vertically rectangular closed 
domain with a heated wall 

3.1.3 Mixed convection A square ventilated domain with 
a heated floor 
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For case 3.1.1, additional unstructured grid and hybrid grid were also generated for 

results comparison. For case 3.1.2, two-equation turbulence models, the re-normalized 

group (RNG) k - E model and the shear stress transport (SST) model are adopted to take 

account of the Reynolds stress and turbulent heat flux for momentum and energy 

equations. For each case studied here, a careful grid convergence study was performed 

using Gambit software. The CFD predicted results will be validated against available 

experimental data in terms of air velocity and temperature distributions in normalized 

form by focusing on the mesh topology and turbulence model effects in the 2-D study. 

3.1.1. Forced convection in a 2-D empty room (Case 3.1.1) 

The forced convection is a way of transport heat/energy using an external device such 

as apump, fan, etc. In this scenario, the buoyancy effect is relatively small compared to 

the kinematic movement of the fluid, thus often be negligible. Figure 3.1 gives a sketch 

of 2-D model room of a height H = 2.87 m and a width W= 3H, following Restivo's 

experiment (Restivo, 1979), with ventilation airflow coming in through an inlet slot of a 

narrow height 0.056H near the ceiling on the left and going out from an outlet slot of 

height 0.16H at the floor on the right. The Reynolds number is estimated 5,000, based on 

the inlet slot height and the inlet air velocity of 0.455 mj s and temperature of 15 QC. 

Hence the flow in the room can be assumed to be turbulent, based on this Reynolds 

number (also see studies by Zuo and Chen (Zuo and Chen, 2009)). Present simulation 

considers the RNG k-e turbulence model with an inlet turbulence intensity of 5.5 %. CFD 

predicted streamwise component velocity (Ux) profiles, at two locations of x = Hand 

2H, are compared to the experimental data of Restivo (Restivo, 1979). 

c:::=:> 
Inlet 

H 

1 c:::=:> 
Outlet 

4 W=3H ~ 

Figure 3.1. Sketch of forced convection airflow in a 2-D model room. 
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The boundary conditions applied are summarized in Table 3.2; uniform air velocity of 

0.455 m/s at inlet, no mechanical outflow condition representing the assumptions of 

zero pressure gradients at outlet and overall mass balance inside domain, and non-slip 

adiabatic wall conditions for wall surfaces. 

Table 3.2. Boundary conditions of2D forced convection study 

Inlet 

Outlet 

Walls 

0.455 m/s 

No mechanical outflow 

Adiabatic condition 

For mesh topology study, the computational domain was decomposed to three regions; 

an upper region of the inlet flow slot, a lower region of the outlet flow slot and a middle 

region of the remaining room in order to apply three different mesh topologies at similar 

grid density and resolution, e.g. a fully structured mesh, a fully unstructured mesh and a 

mixed mesh which keeps structured grids in the upper and the lower regions, while 

applying unstructured grid in the middle region. 

A grid of 36 x 36, non-uniformly distributed across the domain with finer meshes 

clustered in inlet and outlet, and near wall regions was produced using Gambit software. 

The number of grid points and their distributions in each region was close to that adopted 

by Zuo and Chen (Zuo and Chen, 2009), and the grid size differential at the interface 

between two regions was minimized by carefully tuning the grid stretch factor. It was 

found that both structured and mixed mesh results show good agreement with the 

measurements, while the unstructured grid gives poor predictions, particularly in the near 

wall region as shown in Figure 3.2. 

F or grid refinement study with a structured mesh, the number of grid points in x and y

directions was increased by a factor of 1.5 (Le. 54 x 54 grids) and a factor of 2 (Le. 

72 x 72 grids), respectively. The results showed a consistent prediction among three grid 

resolutions and were in good agreement with the experiment data. Thus the graphs of the 

results are excluded here but are found in Horikiri et a1. 2011 (Horikiri et aI, 2011). 

Comparing results from 36 x 36 and 54 x 54 grids, the differences of root-mean-square 

(RMS) velocity are merely 0.04 m/s at x = lH, and 0.05 m/s at x = 2H, respectively, 
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and by refining to a 72 x 72 grid they further reduce to 0.01 rn/ s for x = lH and 2H . It 

was found that the x-refinement has negligible influence on predicted velocity 

distributions, while the y-refinement did slightly improve the predictions. 

: .... 

0.8 0.8 

0.6 0.6 

>- >-
0.4 0.4 

• Experiment 

--Structured mesh 

0.2 0.2 ----- Unstructured mesh 

.......... Mixed mesh 

0 0 

-0.4 0 0.4 0.8 -0.4 0 0.4 0.8 

Ux Ux 

(a) (b) 

Figure 3.2. Comparison of x-component velocity at (a) x = H and (b) x = 2H on mesh 

topology, compared with experiment (Restivo, 1979). 

3.1.2. Natural convection in a 2-D tall cavity (Case 3.1.2) 

Natural convection is another way of heat transfer that uses buoyancy force to drive 

airflow movement. It does not need any external force and a representative case is the 

winter air circulation in a room enclosure when all venti lation slots are closed to prevent 

the heat loss. The natural convection of airflow in a tall cavity was considered, which 

presents basic flow features in buildings. The experimental study was done by Betts and 

Bokhari (Betts and Bokhari, 2000) and the case was also numerically studied by Zuo and 

Chen (Zuo and Chen, 2009) using FLUENT software. 

The domain has a width of 0.076 rn and a height of 2.18 rn, as shown in Figure 3.3. 

The left wall was kept 'cold' at a fixed temperature of Teold = 15.1 °C and the right wall 

was kept ' warm' at a fixed temperature of Thot = 34.7 °C, while the top and the bottom 

walls were both insulated (i.e. zero heat flux at wall surfaces), respectively. The Rayleigh 

number is 0.86 x 106 , based on the domain width, and this corresponds to a turbulent 
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flow as discussed by Betts and Bokhari (Betts and Bokhari , 2000). Hence the study 

considered two turbulence models, RNG k - E model with enhanced wall treatment 

option and SST k - w. The summary of boundary conditions is in Table 3.3. 

Initial study used a non-uniform structured mesh of 20 x 10, following the work of 

Zuo and Chen. Both grid refinements by a factor of 1.5 and 2 (i.e . 30 xIS , 40 x 20 

grids); and also by gradient-based dynamic mesh adaption were performed, the SST 

k - w model resulting in a non-uniform structured mesh of 5,800 grid points for final 

simulation. In the result analysis, vertical velocity component and temperature were 

compared in dimensionless form, i.e. Uy = uy/Umax and () = T /Tmax at three different 

heights, Y = 0.1, 0.5 and 0.9 with respect to turbulence model effect. A maximum 

velocity for the calculation was 0.19 m/ s obtained through the case . The minimum and 

maximum temperatures are the cold and hot wall temperatures respectively. 

Cold wall: Hot wall: 
Teold = 15. 1 QC Thot = 34.7 QC -----

H 

Figure 3.3 . Sketch of the natural convection flow in a 2-D room 

Table 3.3. Boundary conditions of20 natural convection study 

Right wall 

Left wall 

Other walls 

34.7 QC 

15.1 QC 

Adiabatic condition 

Figure 3.4 shows vertical velocity and temperature profiles at three horizontal 

locations of Y = 0.1, 0.5 and 0.9 along the cavity height from grid adaption simulation, 
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in comparison with test data of Betts and Bokhari (Betts and Bokhari, 2000). It can be 

seen that while both turbulence models predicted similar trends, the SST model predicts 

better results in agreement with test data than those by the RNG k - E model, particularly 

near wall boundary layer profiles. This is partly because that the SST k - w model is 

capable to model large turbulent levels in regions with strong velocity developments. 

There are some discrepancies in velocity and temperature profiles between the CFD 

prediction and the experimental measurement, seen at two locations Y = 0.1 and 0.9 

close to the upper and lower walls. The similar observations were shown in a previous 

study by Zhang et al. (Zhang et aI, 2007), using various turbulence models. Although the 

initial grid of 20 x 10 has very high mean aspect ratio of 14, ANSYS FLUENT software 

is still capable to produce reasonably good results (Horikiri et aI, 2011) and after the 

mesh adaption with increased mesh density and decreased mean aspect ratio, results 

presented here have shown some improvements in velocity near the walls and 

temperature inner side of the domain between X = 0.1 and X = 0.9 at locations close to 

upper/lower walls. 
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Figure 3.4. Comparison of vertical velocity (left) and temperature (right) profiles at 

Y = 0.1, 0.5 and 0.9 in different turbulence models compared with experiment (Betts and 

Bokhari, 2000). 
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3.1.3. Mixed convection in a 2-D empty room (Case 3.1.3) 

The mixed convection mode represents a combination of forced and natural 

convections. This study considered a mixed convective airflow experiment done by Blay 

et al. (Blay et aI, 1992) using a sqaure cavity with a heated bottom wall with inlet and 

outlet ventilation slots and numerically studied by Chen (Chen, 1996). 

Figure 3.5 shows a 2-D configuration of 1.04 m edge-length (H = W), in which an 

airflow of 0.455 m/s velocity is introduced at the front wall through a 0.018 m height 

inlet-slot near the ceiling and an open exit of 0.024 m height from the floor located at the 

back wall. The front and back walls and the upper wall are kept at a lower constant 

temperature (15 °C), same as the inlet airflow temperautre, while a higher temperature 

(35°C) is kept for the bottom wall, inducing a buoyancy effect, summarized in 

Table 3.4. The strength of buoyancy driven effect was measured bya ratio of Grashof 

(Gr) number to square of Reynolds (Re) number (Gr /Re 2) and this was estimated 0.06 

at 'mean' temperature of 25 °C, which is an averaged value of upper and bottom walls. 

Hence in this case the buoyancy effect is negligible compared to the air convection. 

The computational grids were 20 X 20 structured mesh in non-uniformly distribution, 

similar to that of Chen's study (Chen, 1996). Although noting that the RNG k - E model 

generally produces better predictions for a fully-developed high Reynolds number 

turbulent flow, a RNG k - E turbulence model was used for this case after considering 

the results of previous two cases. The CFD predicted results were validated with 

available experiment data in the dimensionless form of velocity (U) and temperature (8) 

at X = 0.5 throughout the room heigh. The maximum velocity used for the calculation 

was 0.455 m/ s, i.e. the velocity at inlet. The temperatures of hot surface and cold 

surface of the domain were the maximum and minimum temperatures in the 

dimensionless form. 
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~ .. --- w~---.~ Outlet 

Figure 3.5. Sketch of the mixed convection flow in a 2-D room. 

Table 3.4. Boundary conditions of2D mixed convection study 

Inlet 0.455 m/s 

Outlet No mechanical outflow 

Bottom wall 

Other walls 

Figure 3.6 depicts velocity vectors and temperature contour showing airflow direction, 

flow pattern variations and temperature distribution. The velocity vectors show the air 

movement with a large circulation around the geometrical centre of the room, and higher 

velocities are seen in the outer circulation flowing along the walls. A thenna! plume was 

observed around the corner of the front and bottom walls while more cold air moved to the 

inner domain with a help of forced inflow. 

The predicted velocity and temperature profiles are compared with the Blay's 

experimental data with reasonably good agreements shown in Figure 3.7. Despite that a 

merely 20 x 20 grids were used in the lower to intermmediate Reynolds number turbulent 

flow, the RNG k - E model were able to produce fairly good results, as previously studied 

by other researchers (Zuo and Chen, 2009), (Zhang et aI, 2007). Further refining the grid 

by a factor of 1.5 (i.e. 30 x 30) and 2 (Le 40 x 40), RMS differences are merely 

0.02 m/s for velocity and 0.5 °C for temperature, respectively. Compared to the 

measurements, CFD predicted temperature adjacent to the floor and the inlet was 

underestimated by 3 °C and 0.7 cC, respectively, and the inlet velocity was overestimated 
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by approximately 0.04 m/s , this resulted in computed Froude number (Fr) of 4.47 , 

slightly higher thanmeasured Froude number of 4.18 by Blay et al. (B lay et aI, 1992). 

I , , - , 

, 
J 

.. .... - - - - - -- -\ , -

(a) (b) 

Figure 3.6. Velocity vector (a) and temperature (b) distributions of 2-D mixed convection 

flow. 
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Figure 3_7. Comparison of velocity (a) and temperature (b) profiles at X = 0.5 with 

experiment (B lay et al. 1992). 
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3.1.4. Summary of 2-D benchmark case studies 

The 2-D benchmark case studies show that the numerical models developed here were 

simulated using ANSYS Fluent. The CFD predicted results were validated against 

available experimental data, showing good agreement in air velocity and temperature 

distributions. It was found that structured mesh gave better resolution in the near wall 

region than unstructured mesh, leading good agreement with the measurements. The 

turbulence model study shows that both turbulence models generally predicted flow 

features in good agreement with experiment. Particularly the SST turbulence model 

predicted better the flow details near wall boundary layer profiles in low turbulent 

Reynolds number flow. 

3.2. Three-dimensional flow and heat transfer benchmark cases 

The model considered here was based on 3-D model room experiment studied by 

Wang and Chen (Wang and Chen, 2009). The cases were gradually complex in terms of 

fluid mechanism and configuration from empty room to room with and without a non

heated and heated box located at the centre of a square domain (see Table 3.5). Airflow in 

3-D model rooms represents most heat and mass transfer scenarios in an enclosed indoor 

environment. The focus of the present study is on three-dimensional flow characteristics 

compared with two-dimensional flow studied earlier, flow pattern caused by the presence 

of a non-heated box as well as velocity and temperature distributions, and formation of 

thermal plume and buoyancy flow from a heated-box in the centre of the domain. 

Table 3.5. Summary of benchmark cases in three-dimensional 

Case Model 

3.2.1 Forced convection in an empty square room 

3.2.2 

3.2.3 

Forced convection in a square room with 
unheated cubic box 

Mixed convection in a square room with 
heated cubic box 
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A cubic test room has an edge length of 2.44 m CH = W = L) with an inlet slot (a 

height of 0.03 m attached to the ceiling across the whole width) at the front wall and an 

exit slot (a height of 0.08 m attached to the floor across the whole width) at the back 

wall, as seen Figure 3.8. In Case 3.2.2, a cubic box with an edge length of 1.22 m is 

located at the centre of the room (see Figure 3.8) and the box generates a uniform heat of 

700 Watts in Case 3.2.3, which is equivalent to 36.7 °C uniformly distributed on the box 

surfaces. Through the cases, the incoming air is applied with a flow rate 0.10 m 3 /s and a 

temperature of 22.2 °C. Based on physical condition of the heated box, i.e. Gr / Re 2 «1, 

and Reinlet > 2000, where Gr is Grashof number, Re is Reynolds number, the heat 

transfer due to forced convection mode will play a major role in the heat transfer process, 

compared to natural convection mode. The domain wall surfaces are adiabatic. 

The problems are solved by finite volume numerical method on a structured grid. In 

the near-wall regions, fine mesh distribution was applied to capture both flow and 

thermal boundary layars, 30 < y+ < 50. A grid independent study is conducted using 

two successive grid resolutions of 36 x 36 x 36 and 54 x 54 x 54 grid points non

uniformly distributed in the Cartesian coordinates (x, y and z) and a grid independent 

solution was achieved with 36 x 36 x 36. 

The 'mean' results were calculated based on 20 sub-datasets, each averaging over 

5,000 iterations/time-steps during the calculation. Note that unsteady-state mode 

calculates with a time step of 0.055 s determined by a smallest mesh size divided by the 

inflow velocity. Averaged results from unsteady-state calculation were compared in 

velocity, turbulence kinetic energy and temperature in normalised form (i.e. U, K and T) 

with available experimental data of Wang and Chen (Wang and Chen, 2009). The 

velocities were normalized by the maximum velocity, Umax = 1.5 m/s and the 

turbulence kinetic energy normalized by the maximum of kmax = 0.05 m2/s 2 • For 

temperature in case 3.2.3, an equation of (T - Tmin)/(Tmax - Tmin) was used with 

Tmin = 22.2 QC i.e. air temperature at inlet slot, and Tmax = 36.7 QC, i.e. temperature of 

heated box, as reference values. The results were shown only at five monitoring! 

measuring positions for each case, illustrating the level of accuracy compared with the 

measured data and the characteristics of flow distributions in terms of velocity, 

turbulence energy and temperature. 
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The results are compared in air velocity, turbulence kinetic energy (TKE) and 

temperature with available experiment data on a streamwise and a cross-sectional mid

planes, and at 10 monitoring positions (shown in dot mark in Figure 3.8(b) and Table 

3.6 for the coordinates), by focusing on the effects of different turbulence models, solvers 

and boundary conditions. The solid line in Figure 3.8(b) represents the position of an 

internal box for cases 3.2.2 and 3.2.3. 
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Figure 3.8. Sketch of a 3-D model room with dimensions and inlet/outlet slot (a) and ten 

measuring positions along two central lines in horizontal x-z plane (b). 

Table 3.6. Location of monitoring points 

Point Coordinates (X, Z) Point Coordinates (X, Z) 

(0.09,0.5) 6 (0.5,0.09) 

2 (0.28,0.5) 7 (0.5,0.28) 

3 (0.47,0.5) 8 (0.5,0.47) 

4 (0.66,0.5) 9 (0.5,0.66) 

5 (0.84,0.5) 10 (0.5,0.84) 
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3.2.1. Forced convection in a 3-D empty room (Case 3.2.1) 

Figure 3.9 and Figure 3.10 show CFD predicted velocity vectors/contours and 

turbulence kinetic energy contours at 20,000 iterations in normalised form, in comparison 

with the experimental data (Wang and Chen, 2009) on a streamwise mid-plane (x,y,z = 

L/2) and a spanwise mid-plane for case 3.2.3. The CFD results in contour plots were 

obtained by ANSYS FLUENT using the RNG k-f: model. The predicted flow structures 

were qualitatively in good comparison with the measurement with more complicated 

patterns developed by additional box (obstacle) inside the domain. The existence of an 

unheated box (i.e. case 3.2.2) induced two air recirculation regions in clockwise, one above 

the top surface of the box and the other between the box rear surface and domain right wall. 

The recirculations are shown in dark-blue of velocity contour, indicating lower velocities in 

the centre of flow circulation. In case of heated box (Le. case 3.2.3), CFD prediction shows a 

large anti-clockwise recirculation forming above the heat source, which was not observed in 

the experiment. This was probably due to less stability in flow current caused by weak 

buoyant formation above the heated box as seen in Figure 3.13, resulting in large 

temperature difference between the fluid adjacent to the heated box and the fluid away from 

it. At position 5, the difference between the predicted instantaneous velocity and the 

measurement was as large as 29.4 % for case 3.2.2 and 51.9 % for case 3.2.3. The 

difference between a time-averaged velocity magnitude and the test data however was 

decreased dramatically to 6 % for case 3.2.2 and 5 % for case 3.2.3, respectively. The CFD 

predicted turbulence kinetic energy was also overestimated in the ceiling region. For case 

3.2.2 and case 3.2.3, due to an obstacle placed in the flow domain, the turbulence kinetic 

energy between the domain right wall and the box is high. The discrepancies between 

instantaneous prediction (at 20,000 iterations) and the experiment data were very large 

about 34 % and 26 % difference in the ceiling region in case 3.2.2 and case 3.2.3 

respectively. The discrepancies were reduced dramatically when comparing time

averaged prediction with the test data shown below. 
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Figure 3.9. Comparison of normalized velocity magnitude (U) vectors/contours between 
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Figure 3.11 gives time-averaged velocity and TKE results in comparison with test data 

for case 3.2.1. It can be seen that the RNG turbulence model captured velocity and 

turbulence kinetic energy more accurate than the SST model, compared with experiment. In 

which case, the averaged velocity results of the RNG turbulence model were generally in 

good agreement with measurement. The largest discrepancies occurred at position 5, where 

the airflow has strong curvature in flow direction . The time-averaged TKE predictions also 

showed similar trend compared with the experiment, although TKE is often associated with 

greater uncertainties and error in both CFD and experiment as previously discussed (Chen 

and Srebric, 2001). The overestimations near the ceiling region may be due to high local 

turbulence intensity as discussed earlier. 
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distributions at positions 2,5 and 8 (case 3.2.1) with experiment (Wang and Chen, 2009). 
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3.2.2. Forced convection in a 3-D room with a unheated box (Case 3.2.2) 

Figure 3.12 shows the comparison of CFO predictions and the experimental 

measurements (Wang and Chen, 2009) for case 3.2.2. Two solvers in ANSYS suite (CFX 

and FLUENT) with k - E turbulence model were applied. The comparison of normalised 

velocity and TKE profiles showed broadly good agreement, except for position 5 where in 

CFX with RNG k - E model showed under-prediction through the domain height. In 

contrary, both FLUENT RNG k - E model results and CFX standard k - E model results 

were in good agreement with measured data. For consistency, FLUENT solver was 

continued in use for case 3.2.3. 
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Figure 3.12. Comparison of normalised velocity and turbulence kinetic energy 

distributions at positions 2, 5 and 8 (case 3.2.2) with experiment (Wang and Chen, 2009). 
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3.2.3. Mixed convection in a 3-D room with heated box (Case 3.2.3) 

Figure 3.13 shows the instantaneous temperature contours at 20,000 iterations at 

stream wise and spanwise mid-planes using a fixed wall temperature for heated-box using 

FLUENT RNG model, in comparison with experiment in normalised form. It shows that 

the inflow temperature remained cooler due to weak thermal plume generated by the 

heated-box in CFD results. Thermal stratification was seen on the rear wall of the heated-

box (Figure 3.13(c»). 
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Figure 3.13. Comparison of predicted temperature contours at 20,000 iterations (bottom) 

on a streamwise (a,c) and spanwise (b,d) mid-planes with experiment (Wang and Chen, 

2009) (top) (case 3.2.3) 

The effect of thennal condition of heated-box in the domain was studied using FLUENT 

RNG k - E model and results were shown in Figure 3.14. In case of applying fixed wall 

heat flux for the heated-box, the experimental 700 Wheat unifonnly generated over the 

centred box was equivalent to 94.06 W 1m2 of surface heat flux. Otherwise the box 
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surfaces had a uniform temperature surface of 36.7 °C. Simulations were run for both 

thermal conditions for heated-box case 3.2.3. The time-averaged velocity and turbulence 

kinetic energy have shown insignificant discrepancies between these two conditions, 

whereas the temperature did show over-predictions for the heated-box with the fixed heat 

flux condition. For temperature distribution comparisons, results using fixed wall 

temperature for heated-box were in better agreement with the experimental data at all 10 

monitoring/measuring positions. 
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3.2.4. Summary of 3-D benchmark case studies 

Based on above analysis of 3-D heat transfer studies with the effect of turbulence 

model, solver and boundary condition, it can be seen that the three different cases in 

different heat transfer mode were validated against experiment and the results were 

influenced by turbulence model, solver and boundary conditions. The good agreement in 

velocity, TKE and temperature of the 3-D heat transfer cases were obtained in ANSYS 

Fluent RNG k - E turbulence model with temperature boundary condition on the heated 

internal box, compared with experiment. 

3.3. Flow unsteadiness in a 3-D benchmark case 

The investigation of flow unsteadiness analysis is conducted using the 3-D benchmark 

cases (in section 3.2), concentrating on flow oscillation phenomena, for which the time 

history of velocity and temperature date will be analyzed using Fast Fourier 

Transformation (FFT) technique. This section will develop the detailed information of 

flow unsteadies in a domain and assess the cause of flow instability raised in the previous 

study (Horikiri et aI, 2012). 

The time-history of velocity magnitude and temperature (only case 3.2.3) at 

monitoring/measuring points were stored every 10 iterations in order to analyse the flow 

unsteadiness, using the Fast Fourier Transform (FFT) technique. The results are 

computed by Matlab based on the time-history data only at five monitoring locations Pl, 

P3, PS, P6 and PlO at five different heights, Y = 0.1, 0.3, 0.5, 0.7 and 0.9 from the 

floor. 

3.3 .1. Oscillation signal 

Figure 3.15 shows velocity and temperature fluctuation in time period (100 - 500 s) 

at Y = 0.5 of PlO for three cases. Based on the time step and the velocity at the inlet slot, 

i.e. 1.378 m/s, the time period is equivalent to 10 - 70 complete flow circulations. It 

can be seen that there is no particular trend or similarity in fluctuation variation among 

three cases and the amplitude of the spikes is asymmetry. The fluctuation variation at the 

location in case 3.2.1 seems quieter, e.g. 0.025 - 0.075 m/s in fluctuation range, than 
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that of case 3.2.2 and case 3.2.3 , for which the range of velocity is 0.01- 0.15 m/so The 

presence of unheated box in the domain (case 3.2.2) causes high frequency of velocity 

oscillations and wide range of velocity magnitude. The high frequency of noise is slightly 

moderated in case 3.2.3, with a heated box and a new frequency of velocity oscillation 

seems to be consistent to that of temperature oscillation. 
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Figure 3.15. Time serials of velocity magnitude and temperature at Y = 0.5 at PlO for 

three cases. 

3.3.2. Power spectral density (PSD) analysis 

Figure 3.16 and Figure 3.17 show power spectral density (PSD) of velocity magnitude 

in time series at five monitoring locations for an empty domain (case 3.2.1). It can be 

seen that the base frequencies are found lower than 0.2 H z (Tian and Karayiannis, 2000) 

and the maximum power spectral density is 2.0 m2 /s at Y = 0.3 of P6. A single 

dominant frequency is found 0.17 Hz at Y = 0.1 at Pi and Y = 0.1 , 0.3 and 0.9 at PS , 

and 0.05 H z - 0.17 H z through the height of P6 location. In general, the large energy of 

velocity fluctuations is found near floor and ceiling levels at PS (along the domain back 
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wall), P6 and Pl O (on a spanwise plane) while the energy spectra is particularly small 

near the inlet opening (e.g. Y = 0.9 at Pi and P3) and at the mid-height of the domain 

(Y = 0.5) (Tian and Karayiannis, 2000). 
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Figure 3.16. Energy spectra of time-history velocity magnitude fluctuations at monitoring 

locations P1, P3, PS for case 3.2.1. 
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Figure 3.17. Energy spectra of time-history velocity magnitude fluctuations at monitoring 

locations P6, PlO for case 3.2.1. 
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Figure 3.18 and Figure 3.19 show power spectral density of velocity magnitude in 

time series at five monitoring points for an unheated box (case 3.2.2). It can be seen that 

the base frequencies are lying between 1.0 Hz and 5.0 Hz. The maximum power spectral 

density of 1.25 m 2 /s and a double frequency (e.g. at 2.15 Hz and 4.3 Hz) are observed 

at Y = 0.1 of P6. The range of active frequencies is higher and maximum energy of the 

velocity oscillations is lower than those in case 1. The energy of velocity fluctuation 

increases with the distance from the ceiling level (Le. Y = 0.9 level) for the monitoring 

location Pl, P6 and PlO. However its energy is particularly weak in the upper levels of 

the domain for all the monitoring locations. The dominant frequency is clearly seen at 

different magnitudes in the lower levels of the mid-planes (e,g. between 4.3 Hz and 

4.6 Hz for Pl, P3 and PS in the levels of 0.1 < Y < 0.5 on a streamwise mid-plane 

whereas at 2.15 Hz for PlO in 0.1 < Y < 0.3 on a spanwise mid-plane). At P3, due to a 

clockwise re circulation on the top of the box and inflow jet near the ceiling, the 

behaviour of flow oscillations is irregular between level Y = 0.7 and level 0.9, where a 

dominant frequency is in the range of 0 - 1.0 Hz and 4.0 - 5.0 Hz, respectively. 
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Figure 3.1 8. Energy spectra of time-history velocity magnitude fluctuations at monitoring 

locations Pi, P3, PS for case 3.2.2. 

54 



0.3 r 
P6, y=o. 9J 

0.3 -~. ~ 

u;- - P10, Y=O.9 
I/) 

N- 0.2 N- 0.2 
E .§. -0 0.1 J 0 0.1 

CIJ 

O ~J'-
CIJ 

o -'#~~j.it,..,.!;"",~ .. "..~~ , a.. a.. 

0 1 2 3 4 5 0 1 2 3 4 5 
Frequency (Hz) Frequency (Hz) 

0.3 0.3 
u;- P6, Y=O .7 - P10, Y=O.7 

I/) 

0.2 N- 0.2 N-
E E -0 0.1 0 0.1 

CIJ CIJ 

~~~ D- .J.. a.. 
0 0 

0 1 2 3 4 5 0 1 2 3 4 5 
Frequency (Hz) Frequency (Hz) 

0.3 0.3 - ~ u;- P10, Y=O.5 
I/) 

0.2 0.2 N- N-
E E 
0 0.1 0 0.1 
CIJ CIJ 
a.. a.. o . 0 

0 1 2 3 4 5 0 1 2 3 4 5 
Frequency (Hz) Frequency (Hz) 

0.3 0.3 - P6, Y=O.3 - P10, Y=O.3 
I/) I/) 

0.2 N- 0.2 N-
E E - -
0 0.1 0 0.1 
CIJ CIJ 
a.. a.. 

0 
0 1 2 3 4 3 4 5 

Frequency (Hz) Frequency (Hz) 

0.3 0.3 - P6, y - .1 - P10, Y=O.1 
I/) I/) 

0.2 N- 0.2 N-
E E 
0 0.1 0 0.1 
CIJ CIJ 
D- a.. 

0 
0 1 2 3 4 5 1 3 4 5 

Freauency (Hz) Freauency (Hz) 

Figure 3.19. Energy spectra of time-history velocity magnitude fluctuations at monitoring 

locations P6, PlO for case 3.2.2. 
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Figure 3.20 - Figure 3.23 show power spectral density of velocity magnitude and 

temperature fluctuations in time series for a heated box in the fluid domain (case 3.2.3). It 

can be seen that the base frequencies for velocity and temperature fluctuations lie below 

5.0 Hz although there is large energy difference between velocity and temperature 

fluctuations. The maximum power spectral density is 6.0 m2 /s at Y = 0.1 of PlO for 

velocity, stronger than that of case 3.2.2 and 85.0 m 2/s at Y = 0.5 of PlO for 

temperature. The dominant frequencies in the velocity oscillation are consistent with 

those of temperature, around 1.3 Hz for PI and PS on a streamwise plane and 0.75 Hz 

for P6 and PlO on a spanwise plane, in which the trend that a different and higher 

dominant frequency is obtained at monitoring locations Pl, P3, P5 on a stream wise mid

plane, compared with that of monitoring locations P6, PlO on a spanwise mid-plane is 

similar to case 3.2.2. Unlike case 3.2.2, there is no clear energy increase with domain 

height for velocity and temperature oscillations except for the PI location. The highest 

energy of velocity oscillation at a location is found at Y = O.llevel for the locations Pl, 

P6 and PlO, of which at P6 and PlO, the power spectral density is three-time stronger 

than that of Pt (although the graphs show the Y-axis up to 1 m 2 /s. The strongest 

energy of temperature fluctuation is observed at P6 and PlO on a spanwise plane through 

the domain height, 2 - 3 times stronger than the highest energy value of the other 

locations (in Figure 3.22 and Figure 3.23). Furthermore the dominant frequencies of case 

3.2.3 are lower than that of case 3.2.2, representing that the heat from the box increases 

flow steadiness in the fluid domain. This is probably due to the fonnation of thermal 

plume in the fluid domain, causing to stabilise the upper part and the sides of the heated 

box on a spanwise plane (see Figure 3.13) and also adiabatic wall condition in present 

study, conductive walls decreases flow stability (Henkes and Hoogendoom, 1990). 
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Figure 3.20. Energy spectra of time-history velocity magnitude fluctuations at monitoring 

locations Pi, P3, PS for case 3.2.3. 
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Figure 3.21. Energy spectra of time-history velocity magnitude fluctuations at monitoring 

locations P6, PlO for case 3.2.3. 
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Figure 3.22. Energy spectra of time-history temperature fluctuations at monitoring 

locations Pi, P3, PS for case 3.2.3. 
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Figure 3.23. Energy spectra of time-history temperature fluctuations at monitoring 

locations P6, PlO for case 3.2.3. 
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3.3.3. Summary of flow unsteadiness 

The investigation of flow oscillation in 3-D ventilated model room has been carried 

out by computational fluid dynamics approach. The validated mathematical models 

against published data (Wang and Chen, 2009) have been used to investigate the 

development of flow unsteadiness in complex flow and thermal features created by 

adding a cubic box with/without thermal load in a domain. The results in forced 

convection flow in an empty-square domain (case 3.2.1) showed that there is no direct 

relation between velocity and turbulent flow in power spectral density and frequency, and 

each of time-history velocity oscillations is independent and random. The base frequency 

of velocity fluctuation is below 0.2 Hz. The energy of the velocity fluctuation is 

relatively weak at the mid-height of the domain (Y = 0.5). Adding a unheated box in the 

centre of the domain (case 3.2.2) induced more flow unsteadiness in the lower levels 

0.1 < Y < 0.5 on a streamwise mid-plane (Le. at Pl and PS) and at Y = 0.1 on a 

spawnwise mid-plane (i.e. at P6 and PlO). A dominant frequency was observed larger 

than that of case 3.2.1 and its energy level was weaker, confirming that velocity oscillates 

faster. The dominant frequency depended on the orientation of the flow circulation, for 

example the monitoring locations Pl and PS on a streamwise mid-plane had higher 

dominant frequency than the locations P6 and PlO on a spanwise mid-plane. For location 

P6, a double frequency relationship was found. The effect of a non-heated box in the 

domain on flow feature was seen on irregular oscillations in the level of 0.7 < Y < 0.9 of 

P3 where the strongest oscillation energy was found, caused by the clockwise 

recirculations above the top of the box. In case 3.2.3, the frequency of velocity oscillation 

was decreased compared with that of case 3.2.2 and its values were consistent with 

temperature at the location although the energy of the fluctuation is much higher in 

temperature. Similar to case 3.2.2, the oscillation dependency on flow orientation was 

seen in case 3.2.3. The strong energy of the oscillations is found at the lowest level (i.e. 

Y = 0.1) at Pl, P6 and PlO for velocity and through the domain height at P6 and PlO 

(Le. spanwise mid-plane) for temperature. It can be concluded that the formation of 

thermal plume from the heated box stabilised flow in the upper part and the sides of the 

heated box on a spanwise plane. 
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3.4. Summary of airflow and heat transfer study 

The benchmark cases of airflow and heat transfer have been studied in 2-D and 3-D 

model rooms using ANSYS Fluent. Convective heat transfer cases were investigated with 

different numerical approaches (e.g. mesh topology, turbulence model, solver, etc) and 

validated against available experimental data. The results of each benchmark case 

showed good agreement with available data. It was found from the 2-D benchmark cases 

that air velocity increased along the boundary walls and especially hot wall which led 

flow direction upwards. At the centre of the flow circulation, air momentum is very weak 

(e.g. almost zero velocity magnitude). In terms of effect of numerical method, structured 

mesh gave better resolution in the near wall region than unstructured mesh, leading good 

agreement with the measurements. The turbulence model study shows that both 

turbulence models generally predicted flow features in good agreement with experiment. 

Particularly the SST turbulence model was capable to capture well the flow details near 

wall boundary layer profiles in low turbulent Reynolds number flow. Also the grid 

resolution in the ventilated areas controls the accuracy of the results. From the 3-D 

benchmark cases, it can be concluded that the increase of complex features (e.g. a box 

with/without heat) in the domain would lead to flow separations causing recirculations 

above the box and in the rear space of the domain and swirls in the front space presenting 

three-dimensional flow, and a thermal plume, compared with a two-dimensional 

clockwise flow in an empty room. The flow recirculations and thermal buoyancy 

enhanced velocity magnitude and turbulence level in the domain. Furthermore the results 

were influenced by turbulence model, solver and boundary conditions. The comparison 

with available data showed ANSYS Fluent RNG k - E turbulence model with 

temperature boundary condition on the heated internal box calculated the best results. 

Considering flow fluctuation in the 3-D benchmark cases, there is no direct relation in an 

empty room (case 3.2.1) between velocity and turbulent flow in power spectral density 

and frequency, and each of time-history velocity oscillations is independent and random. 

At the mid-height of the domain (Y = 0.5), the energy of the velocity fluctuation is 

relatively weak. Adding a unheated box in the centre of the domain (case 3.2.2) obtained 

larger frequency than that of case 3.2.1 and its energy level was weaker. The effect of a 

non-heated box in the domain on flow feature was seen on irregular oscillations above the 

box, caused by the clockwise recirculations above the top of the box and between the rear 
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box surface and domain back wall and faster oscillation rate at the monitoring locations. 

The frequency of velocity oscillation was decreased compared with that of case 3.2.2 and 

its values were consistent with temperature at the location although the energy of the 

fluctuation is much higher in temperature. The strong energy of the oscillations is found 

at the lowest level (i.e. Y = 0.1) at Pl, P6 and PlO for velocity and through the domain 

height at P6 and PlO (i.e. spanwise mid-plane) for temperature, confirming that the 

dominant frequency depended on the orientation of the flow circulation. It can be 

concluded that the formation of thermal plume from the heated box stabilised flow in the 

upper part and the sides of the heated box on a spanwise plane. 
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Chapter 4 

Conjugate Heat Transfer (CHT) 

on Indoor Thermal Comfort 

This chapter is to investigate the conjugate heat transfer in a 2-D non-ventilated 

natural convection model room with a heating source and a 3-D ventilated forced 

convection model room with a heating source and window glazing. Details of flow and 

heat transfer characteristics will be carried out with parameters including the location of 

the heating source, the wall thickness and the wall thermal conductivity effects on indoor 

thermal condition such as comfort temperature as well as energy consumption. 

4.1. Conjugate heat transfer in two-dimensional closed model 

The validity of numerical conjugate heat transfer models has been assessed for a 2-D 

model problem including streamlines ('V) and isotherms (8) at different Grashof 

numbers and corresponding stream function and temperature distributions at different 

cross-sections of the domain. The employed mathematical models and numerical schemes 

will be carefully tested and compared with other already validated numerical predictions 

and theoretical calculations (Kuznetsov and Sheremet, 2011). 

4.1.1. General description 

A two-dimensional model room with conjugate natural convection heat transfer has 

been chosen for validation against available numerical results obtained by Kuznetsov and 

Sheremet (Kuznetsov and Sheremet, 2011) using finite-difference CFD approach. It is a 

square closed model room (Le. no ventilation, thus natural convection only) with uniform 

finite-thickness bounding walls and a localised heat source (see Fig. 4.1). The heat source 

is similar to a radiator panel which has a constant uniform volumetric thermal-power 

density throughout the computation. It is located at the internal surface of the left-side 

wall. The external surface of this wall (x = 0) is directly exposed to external 
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environment. Other three walls (x = Xmax, Y = Ymin and Ymax ) are assumed to be 

adiabatic without radiation heat exchange (e.g. ~ = 0 where n is dimensionless distance on 
acting normal to the surface in x or Y direction). At the solid-fluid interface, the velocity 

components are set to be zero (i.e. no-slip condition). Because of a low Grashof number, 

heat source and domain size, the fluid medium inside the flow domain is incompressible 

air with laminar viscous flow status. The thermophysical properties of solid walls and 

fluid (air) are assumed constant. 

d 
H 

y L -----+---+1 

x 

Figure 4.1 . Schematic view of a 2-D model room. 

The model room has dimensions of HIL = 1, dlL = 0.06, lalL = 0.18, haiL = 0.3, 

hAI L = 0.18. Two natural convection scenarios are considered at the following 

conditions; i.e. Prandtl number Pr = 0.7 , heat conductivity ratio kgaslkwall = 3.7 X 

10-2 and Biot number Bi = 2.86; and scenario 1 has Grashof number Gr = 1.6 x 107 , 

dimensionless environment temperature Be = -0.46 and scenario 2 has Gr = 2.4 x 107 , 

Be = -0.31. That is equivalent to a wall thermal conductivity of 0.89 W ImK and an 

external environment temperature of 292.8 K at two given Gr numbers while an initial 

temperature is set to be 293 K. Hence, a constant thermal-power density of 12.0 W 1m3 

is used for scenario 1 and 17.5 W 1m3 for scenario 2, respectively along with a thermal 

conductivity of fluid 0.025 W ImK. The emissivity of all wall surfaces is set to be unity. 
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The length in horizontal (streamwise x) and vertical (wall normal y) directions are 

denoted as L and H, respectively and non-dimensional coordinates are X = x/L and 

Y = y/H. 

The grid convergence study has been carried out on three successive meshes of 

200 x 200, 250 x 250 and 300 x 300 grid points from coarse to fine and numerical 

results in terms of temperature and velocity profiles (not shown) have shown no 

noticeable differences among three meshes, indicating results can be considered grid

independent. Thus, only results from the 200 X 200 mesh with non-uniformly distributed 

grid points are presented thereafter. The results will be compared with already validated 

numerical predictions (Kuznetsov and Sheremet, 2011) in terms of stream function and 

temperature (see section 2.9.2) at two non-dimensional locations Y = 0.35 and Y = 0.80 

and at an instantaneous dimensionless time of l' = 500, defined using Eq. (27). 

4.1.2. Validation 

Figure 4.2 shows streamlines and isotherms from two Grashof numbers at an 

instantaneous dimensionless time of l' = 500. It can be seen that there are two large-scale 

circulations moving in opposite directions (i.e. counter-rotating) from two cases studied. 

At Gr = 1.6 x 107 , two similar size circulations are located almost horizontally, with an 

anti-clockwise circulation lying in the upper part of the domain with positive \I' value, 

and a clockwise circulation lying in the lower part of the domain with negative 'P value, 

respectively. As Grashof number increases to Gr = 2.4 X 107, the clockwise circulation 

in the lower part of the domain expanded in size in the vertical direction by compressing 

the anti-clockwise circulation, resulting in a smaller-size anti-clockwise circulation 

occurred in the upper-left corner region above the heat source. For Gr = 1.6 X 107, the 

strength of the anti-clockwise circulation in the upper part of the domain is about 33 % 

higher than that of the clockwise circulation (Le. maximum absolute value of stream 

function 1\1'1 at the core of the circulation). On the other hand, the circulation intensities 

in Gr = 2.4 x 107 differ only by 4 % between the two circulations, despite the flow 

circulation size is almost halved for the anti-clockwise circulation. The reason for this is 

probably due to cooling of the upper part of the left-side wall at Gr = 1.6 x 107, which 

affects the anti-clockwise part of the convective flow. The normalised temperature field 
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(e.g. isotherms) shown in Figure 4.2(c) and (d) indicates that as Grashof number 

increases, there is a sign of thermal plume formation in the fluid domain which is 

stabilized in the upper part of the domain thus causing the increase of conductive heat 

transfer. This can be seen by the increase of temperature gradient inside the solid wall 

domain next to the heat source, which may lead to possible unstable stratification effect 

in the vertical direction above the heat source in the fluid domain . 

y ~-------------------------.-, r'-------------------------~ 

1.0 

0.8 

0.6 

0.4 

0.2 

o 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0 X 

(a) (b) 

0 .... 

. .... 
0.2 0.4 0.6 0.8 1.0 X 

(c) (d) 

Figure 4.2. Streamlines ("I') and isotherms (8) at T = 500 for (a, c) Gr = 1.6 x 107 and 

(b, d) Gr = 2.4 X 107 . 
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Figure 4.3 shows present results at two vertical locations Y = 0.35 and Y = 0.80, 

compared with published data (Kuznetsov and Sheremet, 2011). It is clear that good 

agreements have been achieved between present computation and previous numerical 

results (Kuznetsov and Sheremet, 2011) in terms of variation shape, pattern and peak 

locations. At a high Grashof number Gr = 2.4 x 107
, there is only one peak in the 

stream function magnitude (I'PI) at a low position of Y = 0.35 (see Figure 4.3(a»), but 

the shape and distribution of stream function have changed to a near sine wave pattern at 

a high position of Y = 0.8, see Figure 4.3(b). Comparing to previous predictions by 

Kuznetsov and Sheremet (Kuznetsov and Sheremet, 2011), present results slightly over

predicts the stream function value in a region X = [0.3,0.6] at a low position of Y = 0.35. 

The temperature fields in Figure 4.3(c) and (d) show that temperature rises in both fluid 

and solid domains as Grashof number increases, due to the increase of the volumetric 

thermal-power density of the heat source (qo). This will result in an average temperature 

increase by 36.3 % on the left-side wall and 45.1 % on the top wall, between two Gr 

numbers tested. In the solid region X = [0,0.06], the unstable stratification 

aforementioned can be seen for Gr = 2.4 x 10' at Y = 0.8 and for Gr = 1.6 x 10', the 

predicted temperature is lower than that of previous numerical results (Kuznetsov and 

Sheremet, 2011) at both locations of Y = 0.35,0.8. At Y = 0.35, there is a rapid 

temperature drop adjacent to the heat source which may be due to fast temperature decay 

when moving away from the radiator. The presence of thermal plume at Gr = 2.4 x 107 

is also evident by the temperature increase in a region of 0.4 < X < 1.0 shown in Figure 

4.3(d). 
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Figure 4.3. Comparisons of stream function and non-dimensional temperature profiles at 

two Gr numbers, two vertical locations of Y = 0.35 (a, c) and Y = 0.8 (b, d) and 

T = 500. 

4.1.3. Summary of two-dimensional CHT study 

Based on the conjugate natural convection heat transfer study for Gr = 1.6 x 107 and 

2.4 x 107 in a two-dimensional model room, it can be concluded that the increase of 

Grashof number would lead to the formation of a thermal plume, causing more 

conductive heat transfer. Furthermore, this would result in temperature rise in both the 

solid and the fluid domains and flow-intensification at the core of the circulation 
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magnitude (Le. l\l1max l) strengthened by about 33 % for clockwise circulation and only 

by about 5 % for anti-clockwise circulation, respectively. 

4.2. Conjugate heat transfer in three-dimensional model 

Based on the validation of a 2-D model room, a 3-D ventilated model room 

configuration with heating source and window glazing was next studied and validated. 

4.2.1. General description 

4.2.1.1 Non-CHT model room 

The configuration considered here is a 3-D model room previously studied 

experimentally by Olesen et al. (Olesen et aI, 1980) and also numerically by Myhren and 

Holmberg (Myhren and Holmberg, 2009), see Figure 4.4. Although the experiment used 

finite-thickness solid walls, it was not considered in the numerical study carried out by 

Myhren and Holmberg (Myhren and Holmberg, 2009). This configuration includes a 

double panel radiator as heat source, a window, and a ventilation system (i.e. inlet above 

the window for extracting cold fresh air, and outlet on opposite wall for exhausting warm 

air), respectively and the model room has dimensions of L = 4.8 rn, H = 2.6 rn, W = 

2.4 rn, resulting aspect ratios of H/L = 0.54, W /L = 0.50. The dimensions and the 

location of ventilation system, radiator and window glazing can be seen in Table 4.1. The 

window wall with inlet duct is directly exposed to the outside environment. The origin of 

the coordinate system is located at the mid-point of the intersection line between the floor 

and the inner wall surfaces along the spanwise direction, same as that used by Myhren 

and Holmberg (Myhren and Holmberg, 2009). 
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Table 4.1. Specification of a 3-D model room 

Inlet 

Outlet 

Window 

Radiator 

Size 

Height h3b/H = 8 x 10-3, 

Width Winlet/W = 0.21 

Height hs/ H = 0.02, 

Width WoutletfW = 0.33 

Height hz/H = 0.46, 

Width Wwindow/W = 1.0 

Height h8/H = 0.23, 

Width Wradiator/W = 0.58, 
Thickness Lradiator/L = 0.01, 
Panel gap 

Lpanel-gap/L = 0.008 

Position in room 

Above window at h3a/ H = 0.04, 

h3C/H = 0.18 from ceiling 

On opposite wall, h4 /H = 0.06 down 
from ceiling 

Above radiator, hd H = 0.31 from floor 

Underneath the window, 

hA/ H = 0.02 above floor and 

Lgap/ L = 0.02 from adjacent wall 

Table 4.2 lists boundary conditions for non-CHT model as those used by Myhren and 

Holmberg (Myhren and Holmberg, 2009). Present simulation also uses same 

thermophysical properties of the fluid (air) as that of study (Myhren and Holmberg, 2009). 

Due to very low speed of incoming cold airflow, incompressible flow assumption is used 

with Pr = 0.7. Based on physical condition of the heat source, i.e. Gr/Re2 » 1, and 

Reinlet > 700, the heat transfer due to natural convection will play a major role in the 

heat transfer process, compared to forced convection mode. The corresponding Rayleigh 

number (Ra) is Ra = 108 . The initial indoor temperature is set to be 16°C based on an 

ambient room condition. It assumes that the window wall is a single-layer solid wall with 

a total U-value (i.e. overall heat transfer coefficient) of 0.3 W /mzK regardless external 

conditions such as temperature. The window surface also has a fixed temperature of 

14°C. At the outlet, the flow is assumed to be no pressure gradient and no impact on the 

inlet flow in mass balance as mentioned in section 3.1.1. 

Table 4.2. Boundary conditions of non-CHT model 
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Inlet 

Outlet 

Window 

Radiator 

Walls 

Uniform & constant Tair = -5°C and Uair = 0.7 m/s 

Naturally outflow 

Uniform & constant temperature T window = 14°C 

Uniform & constant temperature Tradiator = 42°C 

Wall exposed to external environment: U-value = 0.3 W /m2K, 
Other walls: adiabatic 

4.2.1.2 CHT model room with finite-thickness wall 

In order to consider the effect of finite-thickness wall used in the experiment, a 

conjugate heat transfer configuration with a single-layer solid wall structure of width 

d/L = 0.063, is introduced for the window wall that is directly exposed to the external 

environment. Other walls are still treated as infinitely small thickness, same as the study 

of Myhren and Holmberg (Myhren and Holmberg, 2009). The boundary conditions for 

the finite-thickness wall are applied with the following assumptions of external 

environment: the outer surface of the solid wall has the same temperature as external 

environment (-5°C) and heat transfer coefficient hout = 34.0 W /m2K commonly used 

as the Winter season condition for industrial applications. The external surface of the 

window also assumes to be the same temperature of the external environment and the 

window thermal conductivity is defined as kair/kwindow = 0.03, which gives kwindow 

about 0.9 W /mK (Cengel and Ghajar, 2011). The radiation heat exchange is only 

considered for the finite-thickness window wall. 
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Figure 4.4. Schematic view of3-D CHT configuration. 

In order to compare present results with available thermal comfort data obtained by 

previous experimental and numerical studies (Myhren and Holmberg, 2009) (Olesen et aI , 

1980), four monitoring lines are inserted at locations of x = 0.6 m , x = 1.8 m , x = 

3.6 m and x = 4.2 m from the coordinate origin on a streamwise mid-plane throughout 

the domain height, i.e. Pl, P2, P3, P4 lines, respectively and with a reference line 

positioned at the centre of the computational domain. 

Due to a high Richardson number Ri = Ra/(Re 2 Pr) > 1.4 X 104
, numerical 

instabilities in terms of oscillations in convergence history and flow patterns occurred 

during the steady RANS computation, and the phenomenon is similar to that observed by 

Raji et at. (Raji et ai , 2008). Note that Ra is Rayleigh number and Re is Reynolds 

number. This is partly due to the reason that there may exist moderate to strong thermal 

instabilities caused by the presence of a heat source in the lower region and a ventilation 

cold airflow in the upper region of the wall , resulting in the formation of a thermal plume 

and heat exchange between cold and warm airflows inside the domain (Antonelli et ai , 

2003). Hence, temperature and velocity results are averaged using three sets of time 

history data at the monitoring lines Pl- P4 , with maximum temperature and velocity 

variations kept within 1 °C and 0.05 m/ s range, respectively. The average results are 
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then used to compute the heat transfer of the radiator panels and the room comfort 

temperature by using Eq. (36), for the monitoring points. Results are then compared with 

available validated data from other numerical studies (Myhren and Holmberg, 2009). A 

careful grid convergence study was performed using a block-structured mesh, and the 

mesh with grid points in a range of 110,000 to 130,000 is finally generated for all test 

cases presented here. 

4.2.2. Validation 

Numerical results from present study compared with those from commercial numerical 

code, Flo VENT (Myhren and Holmberg, 2009) in terms of fluid temperature and radiator 

surface heat transfer are shown in Table 4.3 and with theorerical estimation in terms of 

solid wall surface temperature and heat transfer shown in Table 4.4. Note that heat tranfer 

from heat source is computed using formula Q = Qconvection + Qradiation, and that 

theoretical values in Table 4.4 are calculated using Eqs. (32) and (33) based on 

numerically calculated heat flux and temperature with the assumption of Tout = -5°C, 

U = 0.3 W /m2K and 22°C of target ambient indoor temperature, respectively. Also the 

average of surface temperature is computed using a formula $ = .!. f cp dA over a control 
A 

volume (where cP is integration variable). 

It can be seen from Table 4.3 that the differences between present prediction and those 

from previous studies are very small in terms of dimensionless temperatures and heat 

transfer coefficients from the radiator. In general, the non-CHT model predicts 

temperature slightly lower than that of the CHT model. The present results also show 

slightly a lower total heat transfer but a significantly higher radiative heat transfer, 

compared to that obtained by Myhren and Holmberg (Myhren and Holmberg, 2009). 

There is no noticeable difference between CHT and non-CHT results. Comparison 

between present prediction and theoretical estimation shows that the predicted bottom 

wall temperature is higher than that of theoretical value, probably due to the existence of 

heat source next to the wall, and this may result in the higher corresponding wall heat 

flux and heat transfer of wall, as seen in Table 4.4. 
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Figure 4.5 gives the comfort temperature distributions at monitoring lines (Pl - P4) 

and reasonably good agreements between three sets of predicted values have been 

achieved in terms of shape variation, pattern and peak locations, with temperature 

differences within a small range of ±0.5 °C. The influence of CHT is small near bottom 

wall region and becomes slightly larger near upper wall region. 

Table 4.3. Comparison of fluid temperature and heat transfer from the radiator 

FloVENT Non-CHT model CHTmode1 

Tair at 1.1 m level at refline (OC) 20.8 21.0 21.6 

Tcomfort at 1.1 m level at ref line eC) 21.0 21.2 21.8 

Average Qtotal of radiator (W) 483 461 461 

Average Qradiation of radiator (W) 180 215 221 

Average HTC of radiator (W Im2K) 6.7 6.6 6.7 

Table 4.4. Comparison of surface temperature and heat transfer of the wall 

Theory Non-CHT model CHTmodel 

Mean Tinner of top surface of wall COC) 21.0 21.0 20.4 

Mean Tinner of bottom surface of wall eC) 21.0a 25.6 27.6 

Mean Tinner of window surface COC) 14.0 14.0 14.6 

Heat flux through wall (W 1m2) 8.10 13.54 10.52 

Overall HTC through wall (W 1m2 K) 0.31 0.49 0.37 

a based on assumption in section 4.2.2. 
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Figure 4.6 shows comparison of fluid temperature distributions from CHT and non

CHT model cases on the solid-fluid interface Cx = 0 m) at two spanwise locations of 

z = 0 m and z = 0.9 m . The results show that there are clear differences in temperature 

distributions inside the solid wall domain between two models. At z = 0 m of mid

spanwise location, CHT model predicts higher temperature mainly in the bottom wall 

region where the heated air from the radiator panels moves upwards and meets the cold 

air from the inlet where a large temperature drop is observed at y = 2.1 m location. 

Overall, maximum difference between CHT and non-CHT models of about 10 % 

occurred in a region of y Cm) = [0, 0.8] in the vicinity of the heat source, and this 

difference reduces to about 6 % in a region of y Cm) = [2.0,2.6] near the inlet opening 

location and the top wall. In the CHT model results, a non-uniform temperature 

distribution is observed along the window height, while non-CHT gives uniform 

distribution as expected. At z = 0.9 m location near side wall, the differences between 

two models are very small, as the position is away from the heating panels and the inlet 

opening. 
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Figure 4.6. Comparison of temperature variation at x = 0 m at (a) z = 0 m and (b) 

z = 0.9m. 

Figure 4.7(a) shows the non-dimensional temperature distributions in mid-plane 

(x, y, z = 0) throughout the solid wall domain and partly fluid domain containing the 

radiator, using the CHT model. It can be seen that the bottom part of the solid wall has 

been heated up by the nearby heat source (radiator), whereas cooling loads are persistent 

near outer wall region (due to cold environment temperature used as boundary condition) 

and near the inlet slot. Figure 4. 7(b) gives non-dimensional temperature distributions 

inside the solid domains at three heights (O.5h!> O.shz and 0.sh3) as seen in Figure 4.4 in 

the vertical direction on a streamwise mid-plane, compared with theoretical estimation 

based on one-dimensional heat conduction Eq. (6), i.e. T = 86.2 x + 21.0 for O.shl and 

0.sh3 positions and T = 69.8 x + 14.0 for O.shz position. It can be seen that there are 

good agreements between numerical predictions and theory at O.shz and O.sh3 , 

corresponding to the window and the upper part of the solid wall. However, there is clear 

disagreement at O.sh!> probably due to the strong influence of the heat source on the 

bottom part of the solid wall, where theoretical calculation based on 1-D heat conduction 

equation does not consider the effect of heat source. The CHT model prediction showed 

that there is considerable increase in the amount of heat passing through the wall surface 

at the O.shl about 11.12 W 1m2 of wall heat flux . Therefore it can be concluded that the 

predicted temperature from the CHT model with finite-thickness wall is only sensitive in 
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the area close to the heating source and the effect reduces rapidly while away from the 

source. 
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Figure 4.7. Distributions of (a) isotherms eT 0c) in the solid wall and (b) temperature 

distributions at three vertical heights compared to theoretical estimation at a streamwise 

mid-plane by the CHT model. 

4.3. Parametric study in a 3-D CHT model room 

Building on previous success of validation and verification exercises of several 

benchmark test cases including natural convection in a tall cavity (Betts and Bokhari, 

2000) and 2-D and 3-D conjugate heat transfer models using a commercial CFD code 

ANSYS Fluent (Horikiri et ai, 2014), CHT model results demonstrated its suitability to 

simulate the flow and heat transfer in an indoor environment. Present study performs 

parametric analysis for better thermal comfort using the 3-D conjugate heat transfer 

model, i.e. a 3-D ventilated forced convection model room with a heating source and 

window glazing. Details of flow and heat transfer characteristics will be carried out with 

parameters including the location of the heating source, the wall thickness and the wall 

thermal conductivity effects on indoor thermal condition such as comfort temperature as 

well as energy consumption. The employed mathematical models and numerical schemes 
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will be carefully tested and compared with other already validated numerical predictions 

(Myhren and Holmberg, 2009) and theoretical calculations (Cengel and Ghajar, 2011). 

Design optimisation aims to achieve better indoor thermal comfort, and a study has 

been conducted by a wide range of parameter studies, such as the arrangement of heat 

source and window glazing based on the CHT model room (a total of six cases), wall 

thickness variations (a total of two cases), and the wall material property of thermal 

conductivity sensitivity (a total of four cases), respectively (see Table 4.5). These 

parameters were chosen as close as possible to realistic domestic room conditions. For 

example, wall thickness of dl H = 0.042 and 0.083 were considered, based on the 

minimum exterior wall thickness of detached houses and flats in the UK to have an 

average U-value of 0.22 W Irn2K (Department for Communitires and Local Government, 

2007). The wall thermal conductivity is taken from concrete, bricks and well-insulated 

walls, e.g. the average U-value for UK residential properties with a wall thickness of 

0.3 rn, kairlkwall = 0.12. Other geometry and boundary conditions used in above 3-D 

computation remained the same as the original configuration. Due to geometric 

constraints, in particular the heights of radiator panel hs I H = 0.31 and window glazing 

h21H = 0.46, heat source is re-located at a position of hAIH = 0 on the floor wall, 

otherwise it remains at hAIH = 0.02 above the floor level. Also the location of window 

is arranged at hd H = 0.38 from the floor wall for the case of window size of hzl H = 
0.38. The results will be compared with previously validated CHT mode predictions (i.e. 

hslH = 0.23 and h21H = 0.46) in terms of comfort temperature and heat loss 

magnitude at monitoring points and on wall surfaces etc. 
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Table 4.5. Parametric case studies 

Case 4.3.1 

(size arrangement study) 

Window 

0.38 

0.46 

Radiator 

0.15 

0.23 

0.31 

Case 4.3.2 

(wall thickness study) 

Wall thickness 

d/L 

0.042 

0.083 

Case 4.3.3 

(wall material study) 

Thermal conductivity 

0.02 

0.04 

0.08 

0.12 

4.3.1. Effects of heat source and window glazing sizes (Case 4.3.1) 

Figure 4.8 gives comparison of heat transfer and corresponding volume-averaged 

comfort temperature for various heights of heat source (hB/H) and window glazing 

(h2/H). The heat transfer Q (W) is calculated based on numerically calculated heat flux 

and area of the wall. The volume-averaged comfort temperature is computed using the 

formula ~ f <pdV = ~ Lf=l <Pi !Vi I where V is volume. It can be seen that while the size of 

hB increases, the comfort temperature increases accordingly. 

For a given radiator panel size (hB/H), the comfort temperature is lowered by about 

5 % for large window glazing (hzlH) (Le. about 20 % increase in window surface

area), due to increased heat loss through the glazing. Among three different radiator sizes, 

the volume-averaged comfort temperature differs by a maximum of 5.4 °C in case of 

small window glazing (h2/H = 0.38) and 6.3 °C in case of large window glazing 

(hzlH = 0.46). It is clear that using a small radiator of hB/H = 0.15 with a large 

window glazing (hzl H = 0.46). it is difficult to sufficiently heat the entire domain, 

whilst it can be slightly overheated by using a large radiator hB/H = 0.31 with a small 

window glazing. Note that the international standards recommend the comfort 

temperature to be between 20°C and 24 °C (International Organization for 

Standardization, 2007). For a small-size heat source, the buoyant warm air may be too 

weak to heat the cold window-surface and to 'block' the cold inlet flow dO\\<1lward, as a 

result of the location of the heat source, i.e. too close to the floor. In contrast, a large-size 
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heat source located just below the window can block the development of a cold zone near 

the inlet, and sometimes it may even lead to overheating. Despite thermal temperature 

difference at the given radiator panel size (hB / H) , energy consumption through the 

radiator panels calculated using the same method described in section 4.2.2. is 

comparable for small and medium sized radiators hB/H = 0.15 and 0.23, indicating that 

a large window glazing lets out more energy from the room domain . In the case of a 

large-size radiator hB / H = 0.31, energy loss increases by 6.4 % as the window glazing 

size (h2 / H) increases. There is only a small increase in heat transfer for a large-size 

radiator of hB/H = 0.31 with a small window glazing size hzlH = 0.38, compared with 

a medium-size radiator hB/H = 0.23. In the case ofa medium radiator panel of hB/H = 
0.23 , the estimated energy consumption by the heat source is about 460 W, while a small 

size radiator panel of hB / H = 0.15 consumes 22 % less energy and a large size radiator 

panel of hB / H = 0.31 consumes 9 % more energy compared to a medium size radiator. 
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Figure 4.8. Variations of heat transfer through the radiator as heat source (two bottom 

lines) and the corresponding comfort temperature (two top lines) for three different sizes 

of radiator (hB / H) and window glazing (h2 / H). 
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4.3.2. Effect of wall thickness (Case 4.3.2) 

For a fixed radiator panel of hBIH = 0.23 and a window glazing h2/H = 0.46 

arrangement, the effect of wall thickness is studied with either a thicker or thinner solid 

wall in comparison with the original wall thickness (i.e. d/ L = 0.063), applying CHT 

model. The resultant comfort temperature and heat transfer were derived for comparison 

with the original wall thickness predictions from the present study. 

Figure 4.9 shows heat transfer rate at the solid-fluid interface (x = 0 m) of the solid 

wall (excluding the window glazing part) and the corresponding volume-averaged 

comfort temperature at given wall thickness. It can be seen that the heat transfer 

decreases as the wall thickness dlL increases, indicating that heat loss through the solid 

wall would be reduced with the increase of wall thickness dlL although the difference 

between heat transfer at d/L = 0.063 and 0.082 is very small. Furthermore, there is 

more heat loss seen from the bottom section of the wall (Le. hi) due to the location of 

heat source. Overall, the heat loss through the bottom section of the wall is higher by 

about 9 - 22 % than the upper part of the wall (Le. h3) and this contributes towards 

about SS - 61 % of the total heat loss from the solid wall. Compared with the original 

wall thickness d/L = 0.063, total heat loss through the solid wall could be increased by 

35 % for a thinner wall dlL = 0.042 but decreased by 12 % for a thicker wall d/L = 
0.082, respectively. The corresponding heat loss through the bottom section of the wall 

increases by 42 % for a thinner wall and decreases by 17 % for a thicker wall, 

respectively. The comfort temperature is also significantly influenced by the wall 

thickness, resulting in an average difference value of ~T = 4.6 °C between thinner wall 

d/L = 0.042 and thicker wall d/L = 0.083. The comfort temperature difference in 

comparison to the original wall thickness is about 9 % decrease in case of a thinner wall 

and 11 % increase in case of a thicker wall. Overall, the comfort temperatures with 

thinner and original wall thickness of dlL = 0.042 and 0.063 both satisfy the nominal 

building requirements, while domains with a thicker wall with d/L = 0.083 will be 

slightly overheated, possibly leading to energy wastage unless radiator heating 

temperature is set to be at a lower level. As a result, wall thickness d/ L = 0.063 would 

be sufficient for indoor thermal comfort while keeping an acceptable level of heat loss, 

while there is a glazed window and an air inlet. 
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Figure 4.9. Variations of heat transfer (solid lines) at solid wall surfaces and the 

corresponding comfort temperature (dashed line) at different wall thickness as d/ L. 

4.3 .3. Effect of wall thermal conductivity (Case 4.3.3) 

Numerical studies of wall thermal conductivity effect were carried out at fixed radiator 

panel height, window glazing height and wall thickness of hB/H = 0.23 , hzlH = 0.46 

and d/ L = 0.063, respectively. 

Figure 4.10 gives the heat transfer rate at the solid-fluid interface eX = 0) of the wall 

and volume-averaged comfort temperature with various thermal conductivity of the solid 

wall. It can be seen that the comfort temperature decreases at lower thermal conductivity 

ratios. The difference in comfort temperature between kair/kwaLL = 0.02 and 0.28 is 

about 4°C while the difference between kair / kwall = 0.12 and 0.28 is reduced 

significantly to about 0.4 °C . It is expected that the heat loss would be increased 

significantly at lower thermal conductivity ratios (i.e. kair/kwaLL)' For example, the heat 

loss could be increased by 8 times in the bottom section of the solid wall and by 6 times 

in the top section of the solid wall, respectively for kair/kwaLL = 0.02 and 0.28 (see 

Figure 4.10). Despite the walls with kair / kwaLL = 0.08 and 0.12 both representing well

insulated walls, there will be 2 - 3 times more heat loss compared with that of the original 

ratio of kair/kwall = 0.28. 

83 



400 T"""-------------,. 30 

300 
-+----------~----+ ,.. "--

... -+' .... ~ , 
20 

.f. 

200 

10 

100 

Top section 

0+-..-...... ---+----........................... --0.--+0 
o 0.1 0.2 0.3 

ka1/kwall 

~ 
.2 
E 
o 
u 
I-

Figure 4.10. Variations of heat transfer (solid lines) at solid wall surfaces and the 

corresponding comfort temperature (dashed line) at different wall thermal conductivity 

ratios kaiT / k wall ' 

4.4. Summary 

A systematic investigation of conjugate natural convection heat transfer in a ventilated 

room with localised heat source and window glazing has been carried out by using a 

computational fluid dynamics approach, with results carefully validated against published 

data in literature (Myhren and Holmberg, 2009), (Olesen et ai , 1980), (Cengel and Ghajar, 

2011). After validation, the model has been used to investigate the effects of heat source 

and window glazing arrangements, wall thickness and material property variation on 

indoor thermal performance. The results showed that the heat source and glazing sizes 

have significant impact on temperature field, and the wall thickness and thermal 

conductivity also revealed considerable impact on the level of energy consumption 

through the solid wall (i .e. heat loss), especially from the bottom section of the wall. The 

heat energy loss through the solid wall surfaces (i.e. adjacent to the radiator panels) was 

about 35 % when reducing the wall thickness by 10 cm from the original wall thickness 

30 cm to 20 cm. This would reduce thermal comfort level of the domain. In fact, the 
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volume-averaged thermal comfort was decreased by 9 % compared with that when 

original wall thickness was used. The large amount of heat loss is mainly influenced by 

the heat source being next to the solid wall without suitable insulation. With the 

minimum wall thickness to meet UK's domestic house requirements, the thermal comfort 

can be sustained within the indoor environment standards. However, the total heat loss 

through a thinner wall of 20 cm thickness is about 53 % high, compared with that 

through a thicker wall of 40 cm thickness. In a model room configuration as studied here, 

ideal indoor thermal environment can be achievable with a radiator size of 

hBIH = 0.23 - 0.31, window glazing size of hdH = 0.38 - 0.46, wall thickness of 

d/L = 0.042 - 0.063, and thermal conductivity ratios of kairlkwall = 0.08 - 0.28, 

respectively. The configuration of thinner wall d/ L = 0.042 and wall thermal 

conductivity of kair/kwall = 0.28 can be applied to the region that has warmer Winter 

conditions. However for cold Winter conditions, a large size radiator panel, well

insulated walls, and a low wall thermal conductivity are required. 
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Chapter 5 

Thermal Comfort and Heat Transfer 

in Furnished and Occupied Room 

This chapter is to investigate indoor thennal comfort in three-dimensional model room 

that is used in Chapter 4 (the conjugate heat transfer study) but without wall thickness on 

a window wall (see Figure 5.1 (a)). The aim of study is to have better understanding of 

heat transfer in furnished and occupied room and hence to improve indoor thermal 

comfort of the occupants. After the careful validation on a 3-D empty model room against 

published data in literature, the model has been used to investigate the effect of furniture 

arrangement with and without heat generation and occupants on indoor thermal comfort. 

The results of furnished and occupied room heat transfer is used to analyse thermal 

comfort around occupant in the domain and hence to improve indoor thennal comfort of 

the occupants using Fanger's indices (e.g. PMV-PPD indices) in an in-house FORTRAN 

code (International Organization for Standardization, 2007), under the specific conditions 

of occupant and indoor environment. 

5.1. Heat transfer and thennal condition in furnished and occupied room 

5.1.1. General description 

Analysis of the impact of occupied room on indoor thermal comfort is carried out by 

three different layouts/scenarios with furniture andlor occupants (Si. S2. S3) (see Figure 

S.l(b-d)), compared with the original empty model room layout/scenario So in Figure 

S.l(a). The detailed descriptions of installation location for the original empty model 

room can be found in Table 4.1. 

The furniture considered a cabinet (or a TV stand) with a TV at a fixed position, 

located at the middle of one side-wall opposite to the sofa, and two different types of 

sofa. A small sofa that has no armrest is located at the back wall, facing to the window 

wall (denoted as the layout S1) while a large sofa with armrest is located at the middle of 

86 



one side-wall (denoted as the layoutSz). In the layout S3' two sofas are both included. All 

sofas and cabinetffV -stand are attached to the walls, assuming that the gap between the 

walls and non-heat generating furniture is so small that the local heat transfer and fluid 

pattern inside the gap space do not have significant influences on the domain of interest. 

A total of three different room layouts (S1,52 and 53' see Figure 5.1) are studied with max 

three different heat transfer modes by introducing corresponding energy sources (e.g. 

radiator, occupant(s) and TV) that are designed to incrementally increase the complexity 

of geometry features. 

Table 5.1 shows the presence of heat source in each case; i.e. Case 5.1.1 has only one 

radiator in furnished room, Case 5.1.2 has occupant(s) relaxing on a sofa without TV and 

Case 5.1.3 has occupant seated on a sofa, watching a TV. 

Table 5.1. Case study with heat generation source 

Case Radiator Occupant(s) TV 

5.1.1 (radiator study) ..f x x 

5.1.2 (thermal human study) ..f ..f x 

5.1.3 (heat-generating TV study) ..f ..f ..f 

For further studies of heat generation, a box-shaped human being is introduced at the 

center of each sofa. An occupant with a small-shoulder (Hl ) is seated on the small sofa 

51, facing to the window wall, while another occupant with a large-shoulder (H2 ) is 

seated on the large sofa S2, facing to the cabinet/TV -stand on the opposite side-wall. The 

bodies are seated along the sofa without gap/space and therefore the total height from the 

feet to the head is 1.3 m (i.e. 0.3 m as the height of the head, 0.6 m as the upper-body 

from the shoulder to the seat, and 0.55 m from feet to knees with 0.15 m leg thickness, 

respectively), see Figure 5.2. The details of dimensions and location of furniture and 

human being can be found in Table 5.2. 
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Figure 5.1. Schematic views of four 3-D configurations of furniture with monitoring four 

lines (Pl - P4): (a) layout So , (b) layout S1> (c) layout S2 , (d) layout S3 . 
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Figure 5.2. Schematic view of seated occupant. 
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During data analysis such as PMV and PPD values of thermal comfort conditions for 

occupant in a relaxing mode on the sofas, the area surrounding the seated occupant is 

considered as a cylindrical shape with a 0.5 m radius of circle from the centre of seated 

human beings, from the floor to the 1.3 m level (i.e. the top of the head), so-called 

"occupied zone", see Figure 5.3 . The measurements are taken at eight points across the 

occupant's body (see Figure 5.3(b» at four vertical levels from the floor to the ceiling, 

i.e. Y = 0.1 m (ankle level), 0.5 m (knee level), 1.1 m (shoulder level) and 1.3 m (head 

level), respectively. 

r------- Occuplod zono O' (Front) 

Front Back i 
Wall Floor 

~-f--t- Hoad ~ 

1 
Sof .... ll 

270. l. ............ " ....... , .. ~~~~~~~~ ............. , ......... \ 90' 
~f-+-+- Body (Left-side) (RI,ht·slde) 

1 IE--------+-+- Log t 
Sofa Sofa·back 

180' (Bock) ~ 
~ Floor -+-<E- Sofa .... t ) ( ) 

Sofa·back 
W ~ 

Figure 5.3. Detail 9f seated occupant's segments (a) side-view, and occupied zone with 

eight measuring points (b) top-view. 
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Table 5.2. Specifications of furniture and human body 

Size CL X H X W) Cm3) 

Sofa Si Outline: 1.4 X 0.8 X 0.8, 
Seat: 1.4 X 0.4 X 0.6 

Sofa S2 Outline: 1.9 x 0.8 x 0.8, 
Arms: 0.8 x 0.25 x 0.25, 
Seat: 1.4 x 0.4 X 0.6 

Cabinet 1.9 X 0.8 X 0.8 

TV 0.9 x 0.6 x 0.5 

Human Hi Body: 0.5 X 0.6 x 0.3, 
Head: 0.2 x 0.3 x 0.3, 
Thigh & leg:0.5 x 0.55 x 0.15 

Human H2 Body: 0.6 x 0.6 X 0.3, 
Head: 0.2 X 0.3 x 0.3, 
Thigh & leg: 0.6 x 0.55 X 0.15 

Position in room 

Mid-position along the back-wall 

Mid-position along the side-wall 

Mid-position along opposite side
wall of the sofa 

Centre/top of cabinet 

Seating at centre of sofa Si/no gap 
to sofa surface 

Seating at centre of sofa S2/no gap 
to sofa surface 

Table 5.3 lists boundary conditions for the baseline case So, same as those previously 

defined and used (Myhren and Holmberg, 2009) and also for other three cases in the 

present study (i.e. layouts Si' S2 and S3)' The plastic-made TV has a thennal conductivity 

value of 0.2 W Im. K and it generates a constant heat of2000 W 1m3 for "on-mode" and 

no heat for "off-mode", respectively. A 1.30 m-height human being in seated condition 

has a mean surface temperature of a human body of 31 QC in a relax mode, equivalent to 

constantly releasing 75 - 85 W heat from total body volume of 0.18 - 0.20 m 3 (Bojic et 

aI, 2002), (Sorensen and Voigt, 2003), (Zhuang et aI, 2014). The radiator panels also have 

a constant heat generation to maintain the volume temperature of the panel around 

40 - 42 QC in each case. 

Present study uses the same thermo-physical properties of the fluid (air) as that of 

previous study (Myhren and Holmberg, 2009). Due to very low speed of incoming cold 

airflow, incompressible flow assumption is used with a Prandtl number Pr = 0.7. Based 

on physical condition of heat source, i.e. Gr IRe 2 » 1, and Re inZe t > 700, where Gr is 

Grashof number, Re is Reynolds number, the heat transfer due to natural convection 
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mode will play a major role in the heat transfer process, compared to forced convection 

mode. The corresponding Rayleigh number (Ra) is Ra = 108 • The initial indoor 

temperature is set to be 16°C based on an ambient room condition. 

Table 5.3. Boundary conditions 

Inlet 

Outlet 

Window 

Walls 

Radiator 

TV 

Humans 

Sofa 

Cabinet 

Uniform & constant, Tair = -5°C and Uair = 0.7 mls 

Naturally outflow 

Uniform & constant temperature, Twindow = 14°C 

A wall exposed to external environment, U-value= 0.3 W Im2.K 
Other walls: Adiabatic 

Constant heat generation to keep 40 - 42°C 

Constant heat generation 2000 W 1m3 for "on-mode" 

Constant body temperature 31°C 

Non-heat generating furniture, Adiabatic 

Non-heat generating furniture, Adiabatic 

The results are compared with those available thermal comfort data obtained by 

previous experimental (Olesen et aI, 1980) and numerical studies (Myhren and Holmberg, 

2009) at the aforementioned monitoring locations (Pl, P2, P3, P4) on a streamwise mid

plane throughout the domain height, see Figure 5.1 (a). 

The study has been carried out by performing steady RANS computations using 

ANSYS Fluent software for indoor thermal comfort temperature prediction, and thermal 

index calculations using an in-house FORTRAN code for Fanger's PPD index evaluation 

(International Organization for Standardization, 2007), respectively. The results are 

compared in comfort temperature with available data from another commercially 

available numerical code Flo VENT (Myhren and Holmberg, 2009), whereas the accuracy 

of predicted PPD magnitude has been analysed in the conditions such as the occupant 

relaxed on a sofa (i.e. 1.0 met) wearing the winter indoor clothes (1.0 clo) with 50% of 

air humidity for different sizes of single-panel radiator and ventilation system in the 

domain (Myhren and Holmberg, 2008). The obtained results are compared on a 

streamwise mid-plane and at aforementioned four monitoring lines (P1- P4). 
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5.1.2. Validation 

The validity of numerical thermal comfort assessment has been analysed for the same 

3-D model in the previous section but without wall thickness (see section 4.2.2) using 

comfort temperature and Fanger's thermal index (e.g. PPD) with other published 

numerical data and theoretical values in the previous section along with CHT model. 

Figure 5.4 shows comparison of predicted comfort temperature and PPD index profiles 

at four monitoring locations with available published data (Myhren and Holmberg, 2008), 

(Myhren and Holmberg, 2009). It is clear that reasonably good agreements between two 

predicted values have been achieved in terms of shape variation and pattern except the 

location of Pl, with maximum differences within a small range of ±O.s °C and + 2.5 %. 

The comfort temperature increases at three downstream locations P2 - P4 as the domain 

height increases. At location PI, the comfort temperature decrease in the upper part of 

the domain (0.6 m < y < 1.8 m) are possibly caused by the influence of nearby low 

temperature glazing window and cold jet stream. Compared with that of FloVENT, the 

present comfort temperature profiles have shown a slight over-prediction throughout the 

domain height, especially in the region below y = 1.1m in height. The PPD calculations 

shown in Figure 5.4 indicate a similar trend as FloVENT (Myhren and Holmberg, 2008) 

that thermal comfort level increases whilst towards the ceiling. Some over-predictions in 

present results at locations P2 - P4 may be due to larger amount of heat transfer from 

the double-panel heat source, causing higher temperature, radiation temperature and 

velocity. With the same reasons, the calculated average PPD value at each location is 

approximately 3.5 % higher than that of experiment data (Olesen et aI, 1980). The 

difference in PPD distributions between two sets of prediction data is also recognisable at 

location P1 where there exists a strong thermal flow mixing between a cold jet stream 

from the inlet slot and a warm air stream from the heat source beneath it. More results 

validation against available test data (Myhren and Holmberg, 2008), (Olesen et aI, 1980), 

(Zuo and Chen, 2009) can be found in a recent publication (Horikiri et aI, 2014), using 

same mathematical model and numerical scheme. 
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Figure 5.4. Comparison of comfort temperature and PPD profiles at four monitoring 

locations (Pl - P4) between present study and published FloVENT results (Myhren and 

Holmberg, 2008), (Myhren and Holmberg, 2009). 

5.2. Case study 

The computational results of each study case are presented in terms of comfort 

temperature as well as velocity and air temperature, comparing with other numerical data 

(Myhren and Holmberg, 2009) and previous already validated numerical results in an 

unfurnished model room (Horikiri et ai , 2014). The flow field data were used to calculate 

Fnager' s PMV-PPD indices in an in-house FORTRAN code (International Organization 

for Standardization, 2007) under the conditions such as the occupant relaxed on a sofa 

(i.e. 1.0 met) wearing the winter indoor clothes (1.0 clo) with 50% of air humidity. 

5.2.1. Effect of furniture arrangement (Case 5.1.1) 

Figure 5.5 gives three-dimensional velocity magnitude distributions at iso-surface of 

> 0.1 m/s, with coloured with the x-velocity (u) contours in a range of -0.1 m/s to 

0.1 m/ s for all four layouts (So - 53)' It can be seen that velocity at 0.1 m/sand higher 

are clearly visible along the surfaces of floor, ceiling and around furniture. Due to the fact 

that furniture is located too close to the main stream path from the inlet, the furniture are 
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regarded as obstacles along the flow path, causing shear flows with hjgh velocity 

gradients at the edges of the furniture and nearby regions, that further leading to re

circulation flows in anti-clockwise direction in the lower space between the window wall 

and the furniture. 

(a) (b) 

(c) (d) 

Velocity u (m .... ' ) 

Figure 5.5. Velocity magnitude iso-surface of 0.1 m/s coloured with x-velocity (u) 

contours for four room layouts: (a) So , (b) 51 ' (c) 52 , (d) 53· 

Figure 5.6 shows comfort temperature distributions at four monitoring locations P1 -

P4 throughtout the domain height for three room layouts with sofa (51 - 53)' compared 

with other numerical results of FloVENT (Myhren and Holmberg, 2009) and Fluent for 

an empty room layout of (So) (Horikiri et aI , 2014). It is clear that the predicted comfort 

temperature in furnjshed room layouts is generally in good agreement with that of 

unfurnished room. Note that temperature at the location P1 where the maximum 

difference of comfort temperature is about 2 °C at a height of 1.5 rn, is highly affected by 

the cold stream from the inlet and the additional re-circulations mentioned beforehand 

would cause some rapid changes in flow pattern and other features such as velocity hence 
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leading to the change in comfort temperature. There is little difference among four 

layouts in terms of the comfort temperature magnitude at other three monitoring locations 

P2 - P4, indicating that the fluid is less influenced by the existence of furniture in a 

streamwise plane at the centre (z = 0 m). The predicted average air temperature in the 

fluid domain is around 21.5 °C, calculated using a formula ~ J cf>dV = ~ If=l cf>i I Vi I, 

which is consistent among all case studied. 
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Figure 5.6. Comparison of comfort temperature profile at four monitoring locations 

(Pi - P4) from four room layouts So - S3 with that of FloVENT for an empty model 

room layout So (Myhren amd Holmberg, 2009). 

5.2.2. Effect of heat transfer from occupant (Case 5.1.2) 

Figure 5.7 shows predicted air temperature contours at a streamwise mid-plane 

(z = 0 m) for three different layouts Sl - 53 with sofa. It can be seen that air temperature 

increases with the height and the formation of thermal plume from human bodies can be 

clearly observed. The trends of temperature elevation and thermal plume from human 

body were observed in various studies (Niu et al, 2001), (Nilsson, 2004), (Lin et ai , 2005). 

While increasing the number of occupant from one to two (i .e. layout S3)' there is air 

temperature rise along the vertical height, causing a large size of thermal plume occurred 

in the fluid domain which is found more stable in the upper part of the flow domain. The 
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air temperature gradient magnitudes at two vertical levels of 0.1 m and 1.1 m from the 

floor are predicted 1.4°C, 1.3 °C and 0.7 °C, respectively for three layouts S1' S2 and S3, 

for which they satisfy the ISO thermal comfort standard (International Organization for 

Standardization, 2007). The air temperature surrounding the human being H1 changes by 

maximum 2 °C between two layouts 51 and 53' These results confirm that the presence of 

thermal occupant does have influences on indoor environment temperature, with 

increased volume-averaged temperature of 1.7 - 3.2 °C for three layouts 51 - 53 , 

compared to that of unoccupied room, i.e. case 5.1.1. The corresponding change in 

comfort temperature rise is measured about 8.7 % - 16.3 %. Among all three different 

room configurations, the averaged comfort temperature is in a range of 23.3 °C - 24.9 °C, 

equivalent to 5.9 % - 6.5 % in difference, compared with that of the layout S3 in which 

high fluid (air) temperature is predicted. It is thus concluded that the increase of the 

number of thermal occupant would lead to the air temperature increase of maximum 

3.2°C. 

Figure 5.8 shows the distributions of velocity magnitude contours at a vertical plane 

through the mid-width of occupant's head, i.e. x = 4.45 m for human being H1 in Figure 

5.8(a), 6(c) and z = 0.85 m for human being Hz in Figure 5.8(b), 6(d), illustrating the 

formation and development of thermal plume from each occupant's body. It is clear that 

the rising thermal plume is of significant strength with a maximum velocity above 

0.14 m/s for two layouts 51 and 52 and about 0.10 m/s for human beings Hv H2 in the 

layout 53' respectively. The reason for the difference in maximum velocity is probably 

due to the fact that stabilised thermal plume (normally quite consist between two thermal 

human bodies) in the upper part of the flow domain in the layout 53, would cause the 

decrease of velocity magnitude. It is also noted that in the lower vertical regions of two 

sides of the small sofa, air velocity contours are quite similar between two layouts 51 and 

53 with human being H1 (see Figures 6(a), 6(c». Around human being H1 and the sofa, 

the velocity contours are relatively symmetrical, while around human being H2 , the flow 

pattern is more complex. This is mainly due to the location of the occupant, e.g. the 

occupant who is close to the window wall is likely to be more affected by the inflow from 

the inlet and the thermal plume from the heat source (i.e. radiator and TV). 
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Figure 5.7. Air temperature distributions at a mid-streamwise plane (z = 0 m) for three 

layouts with sofa: (a) Si , (b) S2 ' (c) S3' 
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(a) (b) 

(c) (d) 

Figure 5.8. Velocity contours at the mid-width of occupant body for three layouts with 

sofa: at x = 4.25 m (a) 51H1 and (c) 53Hl and at z = 0.85 m (b) 5zHzand (d) 5
3
Hz. 

Figure 5.9 shows the corresponding PPD map around an occupant at four vertical 

locations Y = O.lm, O.Sm, 1.lm and 1.3 m for each sofa layout, based on the CFD 

predicted velocity, air temperature and radiation temperature at the eight measuring 

points on 1 m -circle occupied zone (see Figure 5.3(b)). The PPD predictions are 
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presented in red lines for occupant H1 and in blue lines for occupant Hz, and in solid line 

for two layouts S1 and Sz and in dashed line for third layout S3' respectively. It is clear 

that the PPD distributions around an occupant in two sofa layouts S1 and Sz are 

resemblance throughout the domain heights, apart from a low position of Y = 0.5 m. The 

PPD magnitudes are also generally lower (below 10) for the layouts S1 and S2' compared 

to that of layout S3' Note that small value of PPD < 10 is highly recommended as 

desirable environment for occupied spaces in terms of thermal comfort requirements 

(International Organization for Standardization, 2007). There are two peaks at positions 

1350 and 2250 at Y = 0.5 m level (i.e. beside the hip) and one peak at position 1800 at 

Y = 1.1 m (i.e. back of the neck) observed and their existences could be due to the 

location close to the surfaces of occupant and other adiabatic surfaces (e.g. the sofa and 

the walls), thus largely affected by elevated air temperature and radiation temperature and 

as well as the low velocity magnitude (almost zero), respectively. In the sofa layout S3, 

both .occupants are having uncomfortable conditions throughout the vertical level in the 

domain, due to significant air temperature increases by 1.5 °C across the domain, 

compared with that of the volumetric fluid temperature in two layouts S1 and S2' The 

similar findings were previously reported by Lin et al. (Lin et aI, 2005). It can be also 

seen in the layout S3 that there are large fluctuations in the PPD values for occupant Hz at 

two lower vertical levels (Y = 0.1 m, 0.5 m) whilst at two higher vertical levels (Y = 

1.1 rn, 1.3 rn), its PPD predictions are aligned with that of the occupant HI' This is 

probably due to the fact that there is no big difference between two occupants in the 

upper part of the domain in terms of air temperature and flow velocity. Comparing with 

that of Myhren's study of unfurnished and unoccupied room (Myhren and Holmberg, 

2009), it was found that the predicted PPD values in present study increase with the 

vertical height of the domain, while Myhren's results showed the decrease trend with the 

height. This discrepancy may be due to the existence of occupants in the domain, creating 

different flow paths and thermal plumes around them especially along the vertical 

direction. 

As the occupant Hz is more close to the window along the streamwise direction, it is 

more likely affected by the mixing effects of the cold inflow from the inlet and the warm 

thermal plume from the heat source (see Figure 5.7). This will cause non-uniform 

distributions of air temperature around the occupant Hz especially in the region of lower 
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vertical levels, resulting in asymmetric PPD distributions in the front face (i.e. at 

orientation of 0 0). In contrary, the symmetrical PPD distributions are observed for 

occupant Hi facing against the cold inflow and located at a further opposite wall to the 

window wall. Furthermore, at the two locations of occupants Hl and H2 , the temperature 

difference is quite large (about 1.6 0c) in the region oflower vertical levels, and becomes 

very small (about 0.2 QC) in the region of high vertical levels. There is little influence 

from the velocity field on the PPD calculation, since most of the velocity magnitude at 

the measuring points are very small, generally below 0.05 m/so 

Based on above analysis of indoor thermal comfort in a relaxing mode in the domain, 

it can be concluded that the PPD magnitude increases with a number of occupants in the 

room. For example the PPD magnitude would increase by 8.6 % in the layout S3 , 

compared with single occupant of the layout Si' This would lead to uncomfortable 

condition for the occupants. In case of single occupant (e.g. the layout Si or the layout 

S2), there is no major differences in terms of the level of thermal discomfort value (Le. 

PPD value). Furthermore, it is found that thermal comfort indices are very sensitive to the 

orientation of the incoming flow stream path towards the occupant, particularly at the 

lower vertical levels. A near symmetrical PPD distribution is obtained in the spanwise 

direction against the main stream, while asymmetrical PPD distribution is observed in the 

streamwise direction against the main stream as seen in Figure 5.8 and Figure 5.9. 
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Figure 5.9. PPD predictions for seated occupants Hl (in red lines) and H2 (in blue lines) 

in different layouts with sofa (51 and 52 in solid lines, while 53 in dashed line) at four 

vertical locations (a) Y = 0.1 m , (b) Y = 0.5 m , (c) Y = 1.1 m and (d) Y = 1.3 m , 

respectively. 

5.2.3. Effect of heat transfer from heat-generating furniture (Case 5.l.3) 

Figure 5. I 0 shows the influence of heat-generating furniture such as a TV with "on

mode" on the volume-average air temperature with the average PPD around two 

occupants (H1 and H2) for three layouts with sofa (51 , 52 and 53)' comparing with that of 

the same layout but with TV "off-mode". Note that an average PPD value is calculated 

from eight measuring points surrounding an occupant throughout the four vertical levels 

Y = 0.1 m, 0.5 m, 1.1 m and 1.3 m. It can be seen that for a TV of 2000 W 1m3 heat 

generation, air temperature in the domain increases by approximately 4.4 - 5.2 %, due to 

the TV surface temperature of 31 - 33°C, compared with that of TV "off-mode" in case 
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5.1.2. These changes cause the PPD value increases by 4.7 - 5.4 % for two layouts 51 

and 52 and 11.1 - 11.5 % for third layout 53 ' As a result, thermal comfort level is mostly 

likely decreased, especially when the volume-average air temperature is above 24°C. 

8,H, 

Volume-average temperature (OC) 

23 24 25 . 
............. .......... ...... ....... ....... . 

.... ........... ...... ...... ... .. ..... . 

/ 

o 10 20 

PPD(%) 

26 
• 

(j) 
I 
I 
I 

...... G 

PPO T. I, 

Off·mode 0 "* 
On·mode r:;.::! -G-

30 

27 

40 

Figure 5.10. Comparison of averaged PPD values around occupants (Hv H2 ) and 

volume-average air temperature for three layouts with sofa (51) 521 53) with TV "on-

mode" and "off-mode". 

From the polar map of PPD values from these case studies (not shown here), the 

distribution shapes are similar to that of Figure 5.8, but the magnitudes are slightly higher 

than that of the acceptable indoor thermal condition. The predicted rate of PPD variation 

with temperature are in good agreement with published results of Lin et al. (Lin et ai , 

2005), e.g. 1 - 5 % for 1 °C temperature increase and 21 - 27 % for 3°C temperature 

increase, respectively. An addition of heat generating furniture does not affect 

significantly on the PPD distributions, compared with "off-mode" ofthe TV. 

5.3. Numerical optimisation of thermal comfort 

The aim of indoor environment numerical optimisation study is to achieve better 

thermal comfort for occupants without changing the room layout. Based on studied above, 

further investigation continues by varying the heat generation magnitude of the heat 
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source and the ventilation flow rate, to understand their influences on the indoor 

temperature and environment. The parameters considered are 4000 < qrad(W /m 3 ) < 
4500 for the heat generation of heat source (i.e. radiator panels) and 

0.5 < Uinlet(m/s) < 1.0 for ventilation velocity. The heat generation of heat source is 

kept at medium heat level between 38 - 42°C. The ventilation velocity is also within the 

requirements of indoor thermal comfort in dwellings (e.g. ventilation rate of 0.5 -

1.0 ACH (Office of the Deputy Prime minister, 2006)). Note that ACH is air change per 

hour (air change rate) (l/h), representing the circulation frequency that the air within an 

enclosed space is replaced. This is equivalent to an air supply rate of 4.2 - 8.3 L/s in the 

model room of present study. Each case study applies to all three layouts with sofa 

Sll S21 S3' Based on the results obtained from case studies above, further two cases are 

conducted, i.e. heat generation study (case 5.3.2) and ventilation velocity study (case 

5.3.3), see Table 5.4 for description. The results will be compared with case study above 

(i.e. case 5.3.1: qrad = 4500 W /m 3
, Uinlet = 0.7 m/s and qTv = 2000 W /m 3 with 

Thuman = 31°C), in terms of the PPD and PMV values around the occupants, and fluid 

(air) temperature, respectively. 

Table 5.4. Parametric case studies 

Case qrad (W /m 3
) Uinlet (mjs) qrv (Wjm 3

) 

5.3.1 (Baseline study) 4500 0.7 2000 

5.3.2 (Heat generation study) 4000 0.7 2000 

5.3.3 (Ventilation velocity study) 4500 1.0 2000 

Figure 5.11 shows the calculated PPD value around an occupant (H1 andlor Hz) for 

case 5.3.2 and case 5.3.3 in three layouts with sofa at four vertical locations, compared 

with that of case 5.3.1. The PPD predictions are presented in red lines for the occupant H 1 

and in blue lines for the occupant H2 , and in dash-dotted-dotted line for case 5.3.1, solid 

line for case 5.3.2 and dashed line for case 5.3.3, respectively. Results from two layouts 

Sl and S2 are shown on the left-hand-side column, while that of the layout S3 on the 

right-hand-side column in Figure 5.11. It is clear that both case 5.3.2 and case 5.3.3 

successfully reduce the PPD level, compared with that of the previous baseline study (i.e. 

case 5.3.1). Results from case 5.3.3 has slightly better thermal environment than that of 
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case 5.3.2, but do not have significantly improvement. In case of single occupancy, i.e. 

(layout Sl and layout S2), the predicted PPD values are generally within 10 % variations 

throughout the vertical points, while in the layout S3, only case 5.3.3 gives desirable 

values (i.e. less than 10 %). Overall, the PPD value improves about 4.3 - 6.5 % for case 

5.3.2 and 6.2 -17.6 % for case 5.3.3 in the layout S3, compared with that of case 5.3.1. 

The large reduction of the PPD index is probably due to lower air temperature in the fluid 

domain, as shown in Figure 5.12. 

Although the PPD predictions have shown some positive improvements of thermal 

comfort, thermal sensation (e.g. the way of feeling thermal comfort) could be divergent at 

the location of occupant. Figure 5.12 shows comparison of average PMV value and 

volume-average temperature for case 5.3.2 and case 5.3.3 for each occupant in the sofa 

layouts, compared with that of the baseline case 5.3.1. It is clear that case 5.3.1 predicts 

the highest PMV values for all three cases while case 5.3.3 gives the lowest predictions. 

In both case 5.3.1 and case 5.3.2, the occupants in the layout S3 could feel uncomfortable 

with excess level of warm environment, (i.e. 0.5 < PMV). In contrary, the occupant in 

the layouts Sl and S2 in case 5.3.3 could feel slightly cooler or neutral, because of the 

predicted PMV value of -0.12 and 0.04, respectively. It can also be seen that there are 

noticeable volume-average temperature differences between case 5.3.1 and case 5.3.2 

(around 0.8 QC) and between case 5.3.1 and case 5.3.3 (around 2.6 0c), while the average 

temperature of case 5.3.3 is below 24 QC for all three layouts. Two cases (i.e. case 5.3.1 

and case 5.3.2 in the layout S3) predicted the PPD value above 10 %, corresponding to 

the volume-average air temperature of greater than 24 QC. The impact of ventilation 

velocity increase on thermal comfort seems more significant, as the thermal transfer 

could be predominantly driven by higher ventilation rate from the inlet opening and thus 

affects the indoor environment. This has been confirmed from all case studies with the 

occupants and the sofa layouts. 
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Figure 5.11. PPD predictions for seated occupants Hi (in red line) and H2 (in blue line) in 

three layouts with sofa (51 and 52 (a, c, e, g) and 53 (b, d, f, h» for case 5.3.1 (in dash

dotted-dotted lines), case 5.3.2 (in solid lines) and case 5.3.3 (in dashed lines) at four 

vertical locations (a, b) Y = 0.1 rn , (c, d) Y = 0.5 rn , (e, f) Y = 1.1 rn and (g, h) Y = 
1.3 rn, respectively. 
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Figure 5.12. Comparison of average PMV values around occupants (Hi' H2 ) and volume

average air temperature from three layouts with sofa (51,52,53 ) for cases 5.3.1 , 5.3.2 and 

5.3.3. 

5.4. Summary 

An investigation of indoor heat transfer in a 3-D furnished and occupied model room 

with localised heat source and window glazing has been carried out by computational 

fluid dynamics approach. The computational model was carefully validated against 

published data in literature for a 3-D empty model room (Myhren and Holmberg, 2008), 

(Myhren and Holmberg, 2009), (Olesen et al, 1980). The model has been used to 

investigate the effect of furniture arrangement with and without heat generation and 

occupants on indoor thermal comfort. After the investigation of the effect of non-heat 

generating furniture arrangement/location, heat generation furniture and human beings 

are introduced to the computational domain. It can be concluded in the analysis of the 

effect of thermal human being in a relaxing mode and furniture on indoor heat transfer in 

the domain that the presence of furniture (case 5.1.1) influences the flow pattern, 

resulting in the development of flow re-circulations around furniture. While the velocity 

magnitude is generally consistent at the monitoring location on a stream wise mid-plane 

throughout the cases, it is slightly higher in the vicinity of the furniture (e.g. see Figure 
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5.5). It seems that the buoyancy strength is perhaps not significantly affected by the 

presence of furniture, indicating that room temperature would be sustained at the similar 

level as that of an empty room layout So. The presence of thermal occupant (case 5.1.2) 

influences indoor environment temperature field with the formation and development of 

thermal plume from the body, increasing volume-averaged temperature by 

maximum 15 %, compared with that of unoccupied and empty model room case So. 

While having two occupants in the room (e.g. the layout 53), air temperature in the entire 

domain would increase by 6.5 %, compared with the lowest volume-averaged 

temperature from single occupant of the layout 51' The impact of a TV "on-mode" in an 

occupied and heated model room (case 5.1.3) on thermal comfort around the occupants is 

not very significant, except having an increase of the PPD value around the occupants by 

maximum 5.4 % for one occupant and 11.5 % for two occupants. 

An investigation of indoor thermal environment in a 3-D furnished and occupied 

model room with localised heat source and window glazing has been carried out by 

computational fluid dynamics approach. The computational model carefully validated 

against published data (Myhren and Holmberg, 2008), (Myhren and Holmberg, 2009), 

(Olesen et aI, 1980) has been used to investigate the effect of furniture arrangement with 

and without heat generation and occupants on indoor thermal comfort. After the 

investigation of heat transfer in the thermally complex domain, thermal comfort level in 

case 5.1.2 and case 5.1.3 was assessed and improved towards the ISO recommended 

indoor environment condition. It is found that the PPD magnitude increases with a 

number of occupants, by 8.6 % in the layout 53 in comparison with single occupant of the 

layout 51' towards the uncomfortable condition defined in the ISO standard. An addition 

of heat generating furniture does not affect significantly on the PPD distributions, 

compared with "off-mode" of the TV. The location of occupant is found very sensitive to 

flow stream path, e.g. the PPD distribution is symmetrical in the spanwise position but 

becomes asymmetrical in streamwise position. In a model room configuration as studied 

hereby, desirable indoor environment can be achieved under flow and thermal conditions 

of qrad = 4000W/m3 and Uinlet = 0.7m/s and qrad = 4500W/m3 and Uinlet = 

1.0 m/s with a fixed qTV = 2000 W /m3 for single occupancy sitting on a sofa watching 

TV. With more occupants introduced to the room, it is highly recommended that higher 
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ventilation flow rate (Uinlet > O.7m/s) would be required to achieve desirable thermal 

conditions, rather than reducing heat generation from the heating sources. 
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Chapter 6 

Conclusion and Future Work 

6.1. Summary 

The current trend of climate change, technology improvement and new building 

scheme results in a growing interest in the indoor environment. The study of indoor space 

is mainly the characteristics of flow and heat transfer and the health and comfort level. 

The problem is raised that the information of indoor thermal transfer in a space that 

occupant being relax (e.g. a domestic living room) is limited since indoor environment is 

very complex in geometry and flow nature and there is a large gap in the information, for 

example, between 2-D simple geometry and 3-D complex geometry. 

Within this context, the aim of the present thesis was to provide the detailed 

information of indoor environment in a complex and realistic living space and investigate 

thermal comfort improvement. For this purpose, computational models were developed to 

analyse indoor thermal transfer affected by thickness of boundary, material property, 

location and size of heat source, window glazing and furniture, thermal loads, ventilation 

rate and flow oscillation. The numerical results were validated against available 

experimental and numerical data. The findings of the thesis are summarised below. 

6.2. Conclusion 

(l) In the study of conjugate natural convection heat transfer in a ventilated room with 

localised heat source and window glazing, 

(i) The sizes of heat source and glazing had significant impact on temperature field. 

(H) The heat energy loss through the solid wall surfaces (i.e. adjacent to the radiator 

panels) was about 3S % when reducing the wall thickness by 10 cm from the 

original wall thickness 30 cm to 20 cm. This reduced the volume-averaged 
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thermal comfort temperature by 9 % compared with that when original wall 

thickness. 

(iii) The large amount of heat loss was mainly influenced by the heat source being 

next to the solid wall without suitable insulation. 

(iv) With the minimum wall thickness to meet UK's domestic house requirements, 

the thermal comfort could be sustained within the indoor environment standards. 

However, the total heat loss through a thinner wall of20 cm thickness was about 

53 % high, compared with that through a thicker wall of 40 cm thickness 

(v) Ideal indoor thermal environment could be achievable with a radiator size of 

hB/H = 0.23 - 0.31, window glazing size of hdH = 0.38 - 0.46, wall 

thickness of d/L = 0.042 - 0.063, and thermal conductivity ratios of 

kair/kwall = 0.08 - 0.28, respectively. The configuration of thinner wall 

d/L = 0.042 and wall thermal conductivity of kair/kwall = 0.28 could be 

applied to the region that has warmer winter conditions. However for cold winter 

conditions, a large size radiator panel, well-insulated walls, and a low wall 

thermal conductivity would be required. 

(2) In the study of indoor environment in a 3-D furnished and occupied model room with 

localised heat source and window glazing, 

(i) The presence of furniture influenced the flow pattern, resulting III the 

development of flow re-circulations around furniture. 

(ii) The velocity magnitude was slightly higher in the vicinity of the furniture but it 

was generally consistent at the monitoring location on a streamwise mid-plane 

throughout the cases. 

(iii) The buoyancy strength was not significantly affected by the presence of 

furniture, indicating that room temperature would be sustained at the similar 

level as that of an empty room. 

(iv) The presence of thermal occupant influenced indoor environment temperature 

field with the formation and development of thermal plume from the body, 

increasing volume-averaged temperature by maximum 15 %, compared with 

that of unoccupied and empty model room. 
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(v) With two occupants in the room, air temperature in the entire domain would 

increase by 6.5 %, compared with the lowest volume-averaged temperature from 

single occupant. 

(vi) The impact of a TV "on-mode" in an occupied and heated model room on 

comfort temperature around the occupants was not very significant, except 

having an increase of the averaged PPD value around the occupants by 

maximum 5.4 % for one occupant and 11.5 % for two occupants. 

(3) In the corresponding thermal comfort level using Fanger's indices in a 3-D furnished 

and occupied model room with localised heat source and window glazing, 

(i) The PPD magnitude increased with a number of occupants, by 8.6 % in the 

double occupants in comparison with single occupant, towards the 

uncomfortable condition defined in the ISO standard. 

(ii) An "on-mode" TV did not affect significantly on the PPD distributions, 

compared with "off-mode" of the TV. 

(iii) The location of occupant was very sensitive to flow stream path, e.g. the PPD 

distribution was symmetrical in the spanwise position but became asymmetrical 

in streamwise position. 

(iv) Desirable indoor environment might be achieved under flow and thermal 

conditions of qrad = 4000 W /m3 and Uinlet = 0.7m/s and qrad = 
4500 W /m3 and Uinlet = 1.0 m/s with a fixed qrv = 2000 W /m3 for single 

occupancy sitting on a sofa watching TV. 

(v) With more occupants introduced to the room, the higher ventilation flow rate 

(Uinlet> 0.7m/s) would be required to achieve desirable thermal conditions, 

rather than reducing heat generation from the heating sources. 

(4) In the flow oscillation study in 3-D ventilated model room, 

(i) In the forced convection flow in an empty-square domain, no direct relation 

between velocity and turbulent flow in power spectral density and frequency was 

found. Each of time-history velocity oscillations was independent and random. 
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(ii) The dominant frequencies increased its value as an unheated box was placed at 

the centre of the domain but decrease with heat on it. 

(iii) The existence of a box divided frequency into two different values, concluding 

that dependence of frequency magnitude and fluctuation patterns on location 

against stream direction: a high energy at a lower frequency on a spanwise plane 

while a low energy at a higher frequency on a stream wise plane. 

(iv) The flow oscillation above the box was in irregular manner, caused by the 

recirculations above the top surface of the box and between the rear box surface 

and domain back wall. 

(v) With the thermal box, the frequency of velocity oscillation was consistent with 

temperature at the location although the energy of the fluctuation is much higher 

in temperature, especially on a spanwise mid-plane. 

(vi) The formation of thermal plume from the heated box stabilised flow in the upper 

part (e.g. high Grashof number of O.S x 106 (Sinha et aI, 2000» and the sides of 

the heated box on a spanwise plane, causing to lower the dominant frequencies. 

6.3. Contributions 

This study of indoor thermal environment with regard to the thermal comfort 

evaluation has contributed in a number of ways by the flow and heat transfer effects due 

to conjugate natural convection, furniture arrangement and occupant number, and flow 

oscillations. Its main contributions are summed up as follows. 

• Built relations between conductive heat transfer and room structure 

• Secured occupant feeling in different locations and thermal scenarios 

• Detailed correlation between heat transfer and flow unsteadiness 

The current study summarises some of the important reservations with regard to the 

CFD capability and reliability for indoor thermal environment and present data would be 

useful for the built environment thermal engineers in design and optimisation of domestic 

rooms. 
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6.4. Future Work 

Indoor thermal comfort has been increasingly important in built environment. The 

study of the topic is still to be further development in many aspects. Recommendations 

for further improvements and future research are given below. 

(1) Models always need to be as realistic complex as possible. An investigation of empty 

room does not account for the detailed airflow and heat transfer inside the domain. 

For expanding the model studied in the thesis. it can be recommended to consider of 

lights on the ceiling, an open door. etc. 

(2) In energy assessment, it might be useful to calculate using Integrated Environmental 

Solutions (IES) or T AS from Environmental Design Solutions Limited (EDSL) with 

for example the Building Regulations Part L. The software is widely adopted in 

indoor energy consultant and industry in the UK. This will help widen the student's 

knowledge of indoor environment for their future career. 
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