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ABSTRACT

Hip fracture is the most common reason for admission to an orthopaedic trauma word.
It is usually a ‘Fragility’ fracture caused by a fall affecting an older person with osteoporosis
or osteopenia (a condition in which bones lose calcium and become thinner, but not as much
as in osteoporosis). The National Hip Fracture Database worldwide reports the average age of
a person with hip fracture is 84 years for men and 83 yeafs for women, 76% of fracture
occurs in women. By 2050, the worldwide incidence of hip fracture in men is projected to
increase by 24% in women and 31% in men. Hip fractures due to sideways falls are a

worldwide health problem, especially amongst elderly people.

The experienced force to the proximal femur during a fall leading to hip fracture is
significantly dependent on density, thickness and stiffness of the body during impact. The
process of fracture and healing can only be understood in terms of structure and composition
of the bone and also its mechanical properties. Bone fracture analysis investigates to predict
various failure mechanisms under different loading conditions. In an effort to improve and
assist scientists and researchers to predict the impact damage response of bone structures and
estimate femoral fracture load in vitro, an accurate explicit finite element (FE) method has

been investigated in this study.

In the first part, the main goal is to create a 3D reconstruction and registration of semi-
transparent Computed Tomography (CT) scan image data using SIMPLEWARE software. In
the second part, effect of cortical thickness and impact velocity on the energy absorption of
hip during a fall has been investigated on a 3D model. Additionally composite femora were
mechanically tested to failure and regression analyses between measured fracture load and
FE-predicted fracture load were performed. The results indicate that this sophisticated
technique, which is still early in its development, can achieve precision comparable to that of

densitometry and can predict femoral fracture load to within 18% with 95% confidence.
Keywords: Bone; Hip Fracture; Damage; Impact; Osteoporosis; FE; Femur; Fracture load
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MEDICAL TERMINOLOGY

Acetabulum: The cup-shaped cavity at the base of the hipbone into which the ball-shaped
head of the femur fits

Adduction: The movement of a limb toward the midline or axis of the body
Antegrade: Performed in the normal direction of flow
Anterior: Pertaining to a surface or part situated toward the front or facing forward

Anterversion: The angulation created in the transverse plane between the neck of the femur
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resulting from infection, trauma, degenerative changes, metabolic disturbances, or other
causes
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Calcitonin: A hormone produced by the thyroid gland that lowers the levels of calcium

and phosphate in the blood and promotes the formation of bone.

Cancellous: Lattice like, porous, spongy. Cancellous tissue is normally present in the interior
of many bones, where the spaces are usually filled with marrow

~ Cartilage: A tough, elastic connective tissue found in the joints, outer ear, nose, larynx, and
other parts of the body

Celiac disease: Disease of the digestive system that damages the small intestine and
interferes with the absorption of nutrients from food
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Cortical: Pertaining to or emanating from a cortex, usually bone
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xiv|Page



Diaphysis: The shaft of a long bone
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Fracture: A break or rupture in a bone
Gait: The manner or style of walking
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In vitro: A procedure performed not in a living organism but in a controlled environment
In vivo: Experimentation using a whole, living organism
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Medial: Pertaining to, situated in, or oriented toward the midline of the body

Morbidity: A diseased condition or state

Mortality: The condition of being subject to death

Musculoskeletal: Relating to or involving the muscles and the skeleton

Osteoporosis: A disease characterized by decrease in bone mass and density

Osteopenia: A condition in which bones lose calcium and become thinner, but not as much
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Parathyroid hormone: A hormone that is made by the parathyroid gland and that is critical
to calcium and phosphorus balance.
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Posterior: In the back part of a structure

Proximal: Nearer to a point of reference such as an origin, a point of attachment, or the
midline of the body

Retrograde: Moving backward or against the usual direction of flow
Retroversion: A turning or tilting backward
Resorption: Loss of bone mass

Tibia: The inner and larger of the two bones of the lower leg, extending from the knee to the
ankle, and articulating with the femur, fibula, and talus
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Chapter 1 - Introduction

1.1 Background

Hip fracture has become a significant health care problem which involves major costs for
society, and suffering, morbidity and mortality, for the elderly people. About 70,000 to
75,000 hip fractures (proximal femoral fractures) occur annually in the UK, with a cost
amounting to about £2 billion a year including medical and social care. An estimate 1.7
million total hip fractures occurred globally twenty years ago. It seems that by 2050, there
will be 6.3 million across the world (Cooper et al., 1992). However, the population of most
‘first world’ countries are ageing as a result of lower birth rates, low immigration rates and
increased longevity. Consequently, projections indicate that the UK annual incidence will
rise to 91500 by 2015 and 101000 in 2020, with an associated increase in annual expenditure.
The majority of this expenditure will be accounted for by hospital bed days and a further
substantial contribution will come from health and social aftercare. At present about a quarter
of patients with a hip fracture are admitted from institutional care and about 10-20% of
those admitted from home ultimately move to institutional care (British Orthopaedic

Association, 2007). /

Hip fracture is the most common reason for admission to an orthopaedic trauma ward. It
is usually a ‘fragility’ fracture caused by a fall affecting an older person with osteoporosis or
osteopenia (a condition in which bones lose calcium and become thinner, but not as much as
in osteoporosis). The National Hip Fracture Database reports the average age of a person with
hip fracture is 84 for men and 83 for women, 76% of fracture occurs in women. By 2050, the
worldwide incidence of hip fracture in men is projected to increase by 240% in women and
310% in men. The estimated number of hip fractures worldwide will rise from 1.66 million in
1990 to 6.26 million in 2050, even if age-adjusted incidence rates remain stable. Mortality is
high — about 10% of people with a hip fracture die within one month and about one third

within 12 months.
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Most of the deaths are due to associated morbidities and not just to the fracture itself
reflecting the high prevalence of comorbidity in people with hip fracture. It is often the

occurrence of a fall and fracture that signals underlying ill health.

Projected to reach

[sfimated number of hip hoctures: {1000)
Figure 1.1: Worldwide osteoporotic hip fractures (Cooper et al., 1992).
As a result of the high volume of osteoporotic fractures which occurs each year, health

care expenditures to treat these fractures exceed those of many other major disease, including

heart disease, stroke and breast cancer.

Annual incidence x 1000

Osteoporolic Stroke Breast
fractures Cancer

Figure 1.2: Osteoporotic fractures compared with other diseases (American Heart Association, 1996).
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Hip fractures have a significant morbidity, with a mortality more than 20% that extends
well beyond 12 months following fracture. At first year, a large percentage of patients have

residual functional deficits in essential and instrumental activities of daily living.

Hpen g T 5 Y
"-'-*-'-J.n‘v‘-ll!r‘--i LA

-,*IZ“:'C:.,\ CXJ“ lal A ‘L\.

ey ..\..'1;-

sad R SO Bl VL . -
‘Unabl \L_‘__‘_‘: Ty out at least one Ind: J iendent.

Figure 1.3: One-year hip fracture mortality and morbidity (Lu-Yao ef al., 1994).

Thus hip fractures are by no means an exclusively surgical concern. Its effective
management requires the co-ordinated application of medical, surgical, anaesthetic and
multidisciplinary rehabilitation skills and a comprehensive approach covering the full time
course of the condition from presentation to subsequent follow-up, including the transition
from the hospital to the community. For the Health Service and social work professionals
hip fractures are uniquely challenging. Firstly, because it occurs in older people and is most
common with those with previous frailty and dependency issues and with pre-existing
medical problems. Secondly, because an accidental fall, most commonly at home, marks the

beginning of a complex journey of care.

This takes patients from the emergency department to an operating theatre and for
recovery purposes goes to an orthopaedic ward. Sometimes, depending the circumstances of
the patient and nature of the services available, the patient goes back home either directly, via
more extended inpatient rehabilitation. Occasionally, they have an alternative placement
within the private or voluntary sectors, a local authority or NHS care. Many disciplines,
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specialties and agencies are involved, and a patient undergoing even fairly straightforward

management for hip fracture may meet many various professionals in the course of one

admission. So hip fractures can be viewed as a tracer condition in systems of care for older

patients, testing hospital and community health services and social work provision, and also

importantly, testing how these different services are coordinated to provide acute care,

rehabilitation and continuing support for a large and vulnerable group of patients.

1.2 Aims and Objectives

The main aim of this study is to develop an advanced method for estimating the load of

proximal femoral fracture in the stance load configuration. In order to achieve this overall

aim, the following objectives are outlined as follows:

To determine the causes of hip fracture.

To study the nonlinear FE models in predicting proximal femoral.

To compare the existing models and make the nonlinear FE models which would
predict a proximal femoral fracture load with much greater precision than previous
linear FE models.

To determine the importance of development of an automated method of generating
CT scan-based nonlinear FE models and then an evaluation is conducted to discover
the ability of the models to predict the fracture load of a patient in the stance
configuration.

After evaluation of FE model, then three composite femora were mechanically tested
to failure and regression analyses between measured fracture load and FE-predicted

fracture load were performed.
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1.3 Structure of the thesis

The thesis is presented in seven chapters. A brief synopsis is given as follows:

Chapter 1: Introduction
In this chapter, the aims and objectives of this project has been mentioned. Also, the
increase in the prevalence of hip fracture in elderly as well as other underlying factors have

been illustrated which resulted in this project to be carried out.

Chapter 2: Literature review

In this chapter, knowledge of anatomy and physiology of bone are an elementary step
towards the understanding of the human body and also provides the motivation behind the
need for this study and research goals the thesis sets out to accomplish. A review on bone
histology and anatomy of the femur and various effects such as age, gender and anatomical
differences on the bone fracture and healing process in elderly people is reviewed in detail.
Also in this chapter fracture mechanics and mechanical properties of bone tissues are
investigated in terms of failure and fracture mechanisms as well as biomechanical aspects of

femur fractures.

Chapter 3: Three Dimensional Proximal Femur Model from CT Scan Data
The first part reviews the principles of various image analysis techniques employed in
biomechanics. The second part has the main goal of creating 3D reconstruction and

registration of semi-transparent CT scan image data using SIMPLEWARE software.

Chapter 4: Explicit Finite Element Modelling of Hip Bone

This chapter discusses finite element modelling in LS-DYNA and how the theory is
implemented in the programme to investigate effect of low velocity impact on the
osteoporosis hip in ageing people. Effect of cortical thickness and impact velocity on the
energy absorption of hip during a fall will be studied on a 3D model, using latest techniques
and also it will be validated using experimental data. The critical impulse loading of hip will
create a benchmark to improve the new design of hip protectors and consequently wellbeing

of elderly people.
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Chapter 5: A Practical Approach to Mechanical Performance of Composite Proximal
Femur

The purpose of experimental testing is to create and obtain valuable pre-clinical data to
the researcher and clinicians. It provides a benchmark to validate numerical and analytical
models as well as enabling engineers and surgeons to improve the design of a potential new

implant or surgical technique under controlled laboratory conditions.

Chapter 6: Discussions and Result
This chapter summarises the outcomes of this project and also the advantages of the
proposed models in comparison to previous published models. The future work will be also

outlined to propose other possible developments in this filed.

Chapter 7: Conclusions and Recommendations of Future Work

This chapter focuses on the overall conclusions of the project and also recommends the

possible works to be done in future.
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Chapter 2 - Literature Review

2.1 Structure and Physiology of Bone

Three components make up the connective tissue of an organic matrix - the cells, the
fibres or collagen, and the ground substance. The fibres and the ground substance are
generally predominant. Bone is a type of connective tissue containing an extensive matrix of
intercellular materials. Bone tissue’s organic matrix, unlike other types of connective tissues,
is hardened and comprises 65% of minerals (Jee, 2001). This is what contributes to the
hardness of the bone and its good radiopacity with many medical imaging modalities that are
based on X-rays. The role of bone in the body is a supportive framework. Hormones remodel
the external mechanical environment of the bone structure continuously. The remodelling is a

repeating process that replaces old or damaged bone tissue with new bone tissue.

2.2 Types of Cells

Bone tissue comprises four types of cells as osteogenic, osteoblasts, osteocytes and
osteoclasts cells. Osteogenic cells, which are found at the endosteum and the inner portion of
the periosteum, are capable of mitotic division. The osteoblasts cannot divide mitotically.
These are the cells that form bone. Collagen and other organic compounds necessary for the
formation of bone matrix are secreted by osteoblasts. They are located at the margins of
growing bone and on the surface of bones. The bone matrix that osteocytes form encases
them during the process of bone formation. Osteocytes control their own metabolism lie
within their own cavity in the bone environment. These lacunae must be within 100-150pum of
a blood vessel to prevent necrosis where the osteocyte exchanges nutrients and waste. The
osteoclast is a large multi-nucleated cell born of the fusion of up to 50 monocytes, a type of

white blood cell (Martin and Burr, 1989).

2.3 Bone Salt

The primary bone salt presented in the bone tissue is calcium hydroxyapatite. It has the
unit cell formula of 3Ca3 (POy) ; - Ca (OH) ; (Martin and Burr, 1989). A crystal is a few unit
cells thick with approximate dimensions of 5x5x40 nm’ and its major component is mineral

salts.. About 99% of calcium in the body is stored in bone which is a vital component of
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homeostatic mechanisms which are maintained in regulating concentrations of Ca™*, H*, and

(HPO4)*” (Martin and Burr, 1989).

a) Bone is initially deposited as woven bone b) Lamellar bone.
Figure 2.1: Woven and lamellar bone. OC: osteocytes. HC: Haversian canal. HL: Lamellae. IL: Interstitial

lamellae (Reproduced from Hancox, 1972).

2.4 Woven and Lamellar Bone

Bone is deposited as woven bone which acts as a sort of temporary scaffold (as shown in
Figure 2.1 a) eventually it becomes lamellar bone. In woven bone, collagen fibres are oriented
in every direction and vascular channels are wide. Thus, the bone in its woven state is weaker.
Osteocytes are scattered throughout the bone matrix (see Figure 2.2). Lamellar bone is
stronger and consists of fine parallel collagen fibres which are grouped into layers called
lamellae. The name for the central canal of each functional unit is Haversian canal, after
Havers (1691). When they are grouped with concentric lamellae they are referred to as an
osteon or Haversian system. The rate of replacement of lamellar bone in trabecular is about
25% and cortical bone approximately 5% (Martin, 1998). The lamellar bone formation’s
orientation is affected by external mechanical stimuli. Here the collagen fibres follow the

direction of stress (Martin and Burr, 1989).
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Lamellae Osteon of Trabeculae of
compact bone spongy bone

Osteon

Figure 2.2: Osteons (Haversian systems) in cortical bone. (Reproduced from Taylor et al., 2007; Original images
courtesy of Tortora, 2002; Colopy er al., 2004).
2.5 Cortical and Trabecular Bone

Bones in the macroscopic view can be categorised into cortical (compact) and trabecular
(cancellous) bone. The compact bone, as the word implies, is dense. It comprises only spare
vascular channels. This is described as structure of the external layers of all bones. It is hard
material which is necessary as its role of providing protection to organs, and for supporting
the skeleton. The cortical bone possesses an extensive network of canals across the width of
bone. They are known as the perforating canals or Volkmann's canals. Cortical bone is a
concentric ring structure, and blood vessels, lymphatic vessels and perforating canals nerves
inter-connect with those in the medullary cavity, periosteum and the Haversian canals (see

Figure 2.2).

Trabecular bone is also named cancellous bone or spongy bone. It is the irregular
latticework constructed within bone columns called trabecular. The thickness is about 200 pum
(see Figure 2.3). Marrow or myeloid tissue fills the space between the trabecular. The
majority of the short, flat and irregularly shaped bone in the body is made up of trabecular
bone. It is also present in and around the marrow cavity of the diaphysis of long bones. These
are areas not subject to enormous mechanical stress. However, trabecular bone usually has a
surround of cortical bone which aids strength and rigidity. The types of bone in the body are

varied and depend on the need for strength or flexibility.

91



cement lamellae
200 p sheath

N
| Haversian
| | canal
| |
. 4
\/ ' :
« osteoblast Haversian

l « osteoclast canals

Grow 40 pm per day

Figure 2.3: A BMU consisting of osteoblasts and osteoclasts in the formation of bone (Taylor et al., 2007).

2.6 Modelling and Remodelling of Bone

Wolff’s law offers the classical findings of Wolff (1892) from his seminal which was
published in 1892. The document reveals his observation of bone remodelling, where bones
become reshaped by stresses that act upon it. Wolff’s observations have been widely
challenged (Bertram and Swartz, 1991; Cowin, 1997; Taylor and Lee, 2007), but many
continue to accept his findings that bone remodelling response to mechanical stresses does
produce an optimal structure for coping with the new condition. The remodelling

phenomenon has been analysed by Frost (1973). His observations are as follow:

I. “Flexure’ is not principal stress which can cause remodelling.
2. Remodelling is triggered by repetitive dynamic loads.

3. All affected bone surfaces drift towards concavity because of ‘dynamic flexure’.

The actions of osteoclasts and osteoblasts cause remodelling. The actions form a basic
multi-cellular unit (BMU). It consists of about 10 osteoclasts and hundreds of osteoblasts.

The process involves the stages of activation, resorption and formation of bone. In the stage
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of activation, the fusion of monocytes becomes involved in the formation of osteoclasts.
Osteoclasts tunnel into cortical bone in the resorption stage. The tunnels have a diameter of
about 200pm. The formation of secondary osteon occurs when the excavated tunnel wall is
lined with osteoblasts. But the core, or central portion, of the tunnel is not filled completely,

and it is left for the Haversian canal.

2.6.1 Mechanical Properties of Bone

The load-deformation relation (see Figure 2.4) can be determined from the mechanical
testing of a bone at the structural level. The elastic deformation is represented by the linear
part of the curve and the stiffness or rigidity of the structure by the slope of the elastic region.
The bone starts to yield nonlinearly after a yield point, going through the irreversible plastic
deformation. The force at failure is the ultimate load which is when bone breaks. The work
needed to cause a failure is the area measured under the load-deformation curve (Turner and
Burr, 2001).

LOAD

tulwe

nltiniate Load geessvssmssminiiasnimmisiimsmisiinnensi,
yvield point

elashic remon

plastic rezmon 3

H

=

ultumate dsplacement

DEFORMATION

Figure 2.4: Characteristic load-deformation curve from mechanical testing of a bone (Turner and Burr, 2001).

The stress of a normalised load and normalised deformation is described as the force per

unit area. The strain is described as the relative change in length. The intrinsic material
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properties of bone, tensile, compressive, shear, and bending loads, are represented by these
measures. Bone material properties at tissue level are commonly characterised by stress-strain

curve which is the normalised load deformation relation.

When a load is applied to a bone specimen, the deformation that results is measured.
When tensile loads elongate the specimen or compressive loads shorten and widen the
specimen, normal stresses occur. It is by measuring the slope of the elastic region, called
Young’s modulus or Elastic modulus, and the stress and strain values at yield and failure

points of bone can be characterised in Table 2.1 (Enoka, 2002).

Table 2.1: Basic parameters of bone mechanical properties (Enoka, 2002).

Parameter Equation Unit Description
F F is the applied force
Stress ETATY [Pa] or [N/M?] and A is the cross
sectional area
AL is the change in
Strain £ = AL % or | € ]cng’lh‘ and L is the
; original length
o is the stress and &
Young’s Modulus E=2 [Pa] or [N/M2] is the strain in elastic
£ region

Bone as a composite material has a higher fracture load in compression typically than in
tension as shown in Figure 2.5. Elastic modulus and yield stress are commonly higher in
cortical than in trabecular bone as shown Table 2.2 shows. Material properties measured in

the table are represented with different techniques for a typical long bone (femur).
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Figure 2.5: a) Schematic of the tensile and compressive stress/strain curves for cortical bone along the axis of a
long bone b) Theoretical law of behaviour of compact bone. of tensile and compressive (Charpail, 2006).

Trabecular bone is quite heterogeneous, viscoelastic and anisotropic. The yield point of
trabecular bone differs during traction and during compression, and traction stress is about
50% less than compression stress. When compressed, trabecular bone exhibits extensive
inelastic deformation (see Figure 2.6), often attaining strains exceeding 60% before failure

(Mercer et al., 2006).
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Figure 2.6: Schematic of a compressive stress/strain curve for trabecular bone (Mercer ef al., 2006).
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Table 2.2: Elastic modulus and yield stress of the femur measured in different studies (Turner et al., 1999;
Zysset et al., 1999),

Reference Method Anatomic Bone E[GPa] | o) [MPa] Oye

site Specimen [MPa]
Neck Trabecular | 18.01 28| 849% 1353
Bayraktar Experimental (N=12) 11.2 34.3
etal 2004 and FEA (N=6) (N=6)
Mid- Cortical 199 ¢ 1079 & N/A
diaphysis 1.3 123

(N=74) | (N=74)

227 839188 | 1530

Kanekoet | Experimental | Disphysis | Trabecular 17 (N=7) 16.5
al. 2003 (N=16) (N=7)
23.0%
1.8**
{N=16)
Tumer et Distal Trabecular | 181 117
al. 1999 femur {N =30)
Nanoindentation N/A N/A
’ Mid- Cortical 20.0 0.3
diaphysis (N = 60)
Zyssetet Trabecular 11.4 k4 $.6
8l.1999 | Nanoindentation Neck (N=8)
. N/A N/A
Cortical | 154 5.3
(N=8)
Mid- 19.1 54 N/A N/A
Zyssetet | Nanoindentation| diaphysis Cortikal (N=8)

8l.1999

2.6.2 Structural Properties of Bone

The structural properties of bone are defined by its geometry. The reason why the femur
of an adult can carry more load than the femur of a child is mainly due to the difference in
size or bone cross-sectional area (CSA) (Enoka, 2002). The way a bone under considerable
stress survives is if its large cross-sectional area is able to withstand the stress. In the
proximal femur, for example, where bending stresses are greater, the femoral neck shape is
more elliptical at the neck-shaft junction. However, where compressive stresses are greater
the shape is more circular near the femoral head (Zebaze et al., 2005). Bone micro
architecture refers to the cortical porosity and the characteristics of trabecular, the amount, the
orientation and thickness, and the connectivity. Micro architecture also plays a role in the

defining of bone mechanical competence (Dempster, 2003).
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2.6.3 Cortical bone Material Properties

The human cortical bone has been demonstrated as an anisotropic and heterogeneous
material showing that the material properties can be different depending on the anatomic
location that the specimen came from (Ashman, et al., 1984). Depending on donor species,
test methodology and specimen preparation can cause variations in the material properties
obtained when tested upon. To limit the variability of the material properties, only studies
using human femoral bone are used. Even within this sub-group, variability is still evident. In
a study conducted by Ashman in 1984, it was found that variations in femoral cortical bone
elastic modulus with anatomical site and the mid-section of the diaphysis have the greatest
elastic modulus. The same study demonstrated that a continuous wave ultrasound and tensile
mechanical test could produce the same moduli values. The finding indicates that the
variation originates more from varying the properties of the bone than differences in test

methodology as summarised in Table 2.3.

The viscoelastic behaviour of the femoral cortical bone has also been demonstrated by
being tested by the use of tensile and compressive creep tests to fracture. This was done by
applying a constant and instantaneous stress to the specimen and a varying strain over time
was measured until the fracture point was reached. The torsional creep test also showed that a
varying strain over time with a constant stress applied and differences can have a different
result depending on the level of load. The dynamic mechanical analyser which is also referred
to as DMA is a test methodology used to determine the viscoelastic behaviour of a material
by employing a sinusoidal force or a sinusoidal stress to a material and measuring the

sinusoidal strain response.

On a certain phase angle the strain delays by the applied stress. This phase angle is a
measure of the mechanical damping of the material. If the material was purely elastic there
wouldn’t be a phase between stress and strain, hence the phase of the angle is indicative of
the viscoelasticity of a material. Materials that are highly viscoelastic have a larger tangent
phase angle values while materials which are ideally elastic have a tangent phase angle value
of close to zero. The elastic and shear modulus of tibia cortical bone have also been
determined using DMA at a frequency of 10Hz with the results for a longitudinal specimen

being 12.8GPa and 3.42GPa and for a transverse specimen 9.3GPa and 2.7GPa. The tangent
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phase angle was reported as a minimum value of 0.015 in the frequency range 1-100Hz. The
tangent phase angle was found to increase at higher frequencies, to a maximum of

approximately 0.05 at 10 kHz.
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Table 2.3: summary of elastic material properties of human femoral cortical bone reported in the literature. The subscripts L, T and R refer to longitudinal, transvers and
radial direction of the bone respectively (Turner et al., 1999; Bayraktar et al., 2004).

(katsamanis
Author (Reilly and (Lappi et al. (Ashman et al. (katsamanis and and (Raftopoulos | (Raftopoulos (Turneretal. | (Turneretal. | (Bayraktar
Burstein 1975) 1979) 1984) Raftopoulos Raftopoulos et al. 1993) et al. 1993) 1999) 1999) et al. 2004)
1990) 1990)
Uniaxial
tension, Pulse Continuous Uniaxial tension, Stress wave Uniaxial Stress wave Pulse Nano- Uniaxial
Experimental compression propagation | wave ultrasound low speed propagation tension test propagation propagation indentation tension
method and torsion ultrasound using impact strain rate applied by acoustic strain rate
strain rate with steel ball 2*0-5/s dropping velocity 0.2%/s
0.02-0.05/s weights
Dry specimen | Wet specimen | Wet specimen Wet
Test specimen { 25mm length 3.6-7.2mm of unknown Dry specimen - Dry specimen Wet specimen | Dry specimen | specimen
description and 3mm length 3.6mm geometry 7.6%¥4*54mm 7.6%¥2.8*56m 500um slice 10mm cube | 2.5%*3*11m
diameter diameter. m m
Elastic E.: 17,6 Ei:55 E;: 20
Modulus Er: 125 Er: 49 Ex: 134 E;: 162 E;: 199 Ey: 162 E.: 179 EL: 20.55 E;: 23.45 E;: 199
(GPa) Eg: 125 Eg: 49 Ex: 12 Ey: 14.91 Er: 16.58
Shear Gn:62
Modulus Gn:34 Gn:2.24 Gyyi: 5.61 - - - - - - -
(GPa) Ggr: 453
VLTZ 0.35
Vu-: 0.39 VLT: 0.39, Vmi 0.37
Poisson’s Vixr: 0.39 Vix: 0.39, Vix: 042 VLTZ 0.36 Vir: 0.36 Vir: 0.36 VLT: 0.36
ratio Vir: 0.56 Vir: 0.2, Vgr: 038 Vir: 0.36 Vir: 0.36 Vig: 0.36 - - --
Vir: 0.56 Vrr: 0.2 Vie: 0.22
V'n_: 024
Densit}y
(Kg/m”) - 1870 1903 2069 - - - - -- -




2.6.4 Cancellous Bone Material Properties

Cancellous bone is an anisotropic heterogeneous material. The material properties of the
cancellous bone can be obtained for individual trabecular, referred to as material properties,
or for blocks of cancellous bone, referred to as structural properties due to the porous nature
of cancellous bone. The same terminology applies to density measurements of cancellous
bone. As with cortical bone properties, only studies using human femoral cancellous bone
were considered to minimise the variability. The structural and material properties of

cancellous bone are shown in Table 2.4.

The properties reported on the table were only studied along the primary axis of the
specimen. The cancellous bone specimens were cut from the femur to align the long axis of
the specimen with the primary orientation of the trabecular struts, the specimens were not
aligned with the anatomical axes of the femur. DMA has also been used to investigate the
viscoelastic properties of human tibia cancellous bone. Using compression testing to 0.4%
strain, the elastic modulus at 0.4% strain, having a structural density of 342-336 lcg/m3 and a
phase angle tangent of 0.3-0.31, was found to be 0.28-0.32GPa. The elastic modulus at 0.6%
strain of the cancellous bone was determined to be 0.38GPa, for a second test, by employing a

cyclic compression test applied at 0.2Hz to 0.6% strain.

The tangent of the phase angle was 0.22 and the structural density was 289 kg/m3. A
third study followed the same protocol using specimens that were stored using different
techniques. That study found the elastic modulus at 0.4% strain to be 0.194GPa, having a
structural density of 340 kg/m® and a phase angle tangent of 0.35 for the fresh specimen. It
was also found a general increase in the elastic modulus and loss tangent when the specimens
were frozen and thawed or stored in ethanol, making the results statistically insignificant

(Ashman et al., 1988).
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Table 2.4: Structural and material properties of human femoral cancellous bone (Turner et al., 1999; Bayraktar

etal., 2004).
Author (Ashman and Rho (Turner et al. (Turner et al. (Garner et al. (Bayraktar et
1988) 1999) 1999) 2000) al. 2004)
Experimental { Continuous wave Pulse propagation | Nano-identation Torsion strain rate | Uniaxial tension
method ultrasound acoustic velocity 0.006/s and compression
strain rate 0.5%/s
Wet specimen 15
Test mm lengths Smm
specimen diameter. Wet specimen Dry specimen Wet specimen Wet specimen
description Orientation 500pm slice 20mm cube 35mm length 8mm 32mm length
approximately diameter 8mm diameter
parallel with
trabecular
Structural
elastic 1.63 . - - .
modulus
(GPa)
Material
elastic 129 17.5 184 . 18
modulus
(GPa)
Structural
shear - - - 0.289 -
modulus
(GPa)
Poisson’s - . . - -
ratio
Structural 334 - - 560 620
densiliy
(Kg/m’)
Material . - . 1950 .
density
(Kg/m’)
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2.6.5 Effect of Soft Tissue Surrounding Bone on the Dynamic Properties

An investigation has been done (Tsuchikane et al.,, 1995) by using vibration analysis to
study the dynamic properties on the effect of the soft tissue surrounding the bone. The
sensitivity of the fundamental frequency to tibia fracture was determined by the use of two
fresh cadaveric legs. Both legs were placed resting on a splint support from knee to ankle and
the tibias examined using a shaker fitted with an impedance head after they were removed
from a full body cadaver at the mid-thigh level. The soft tissue of one leg was removed prior
to testing. The results demonstrated that the presence of the soft tissue increased the
fundamental frequency by 18%; yet the change in frequency as the tibia was progressively cut
was the same as in the contralateral leg with intact soft tissue, also an in vivo examination in
the same study found that tension in the leg muscles increased the natural frequency,
indicating that a change in muscle tension between measurements could lead to inaccurate

frequencies.

That examination (Tsuchikane et al., 1995) was also carried out on the tibia within a fresh
cadaveric leg using an impact hammer at several stages of limb dissection. The fundamental
frequency of the tibia from the cadaveric leg was compared to that of previously excised fresh
and dry cadaveric tibias and to an in vivo investigation impacting the tibias of 20 people. The
tibia was first tested in the cadaveric leg; the leg was placed overhanging a bench simulating
the seated in vivo position. The impact and accelerometer were positioned on the skin
overlaying the tibia. The tibia testing was repeated with the skin of the leg removed, the calf
and thigh muscles removed, the foot and ankle joint removed, the knee joint removed and
finally as a freely supported fresh tibia. The study found small incremental differences in the
natural frequencies of the tibia when the skin was removed and when the foot and joints were
removed a maximum of 6Hz but there was a larger difference when the muscles were

removed with a maximum of 47Hz (Tsuchikane et al., 1995).

The in vivo investigation impacted the tibia when the participants were seated with their
legs overhanging a bench. Differences in fundamental frequency were determined between
the fresh cadaveric tibias and the in vivo investigation. Inferring from the results of the
cadaveric leg tibia, the authors attributed the difference primarily to the added mass and

damping of the muscles attached to the tibia. In addition a difference of 238Hz was found
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between the mean frequency of the fresh and dry excised specimens. This was attributed to
the presence of bone marrow in the fresh tibias and verified by injecting a grease in to the
medullary canal of a dry tibia; the natural frequency dropped by 143Hz (Tsuchikane et al.,
1995).

The influence of soft tissue around the tibia has been further investigated by Van der
perre et al.,, 1983, using cadaveric legs. By having the leg suspended at 90 degrees with the
knee flexion over a table top and the mid-thigh clamped in a vice. Five limbs were dissected
in stages and the tibia was tested using an impact hammer at each stage. The response was
measured using an accelerometer and the natural frequency was determined. The tibias were
tested within the leg, with the leg skin removed, the muscles removed, the foot removed, the
femur removed and as a free tibia. The effect of the knee ligaments was also investigated by
dissecting each ligament with various tests done at each stage. The study found that the
weight of the limb was most reduced by the removal of the muscles. The natural frequency
was not greatly altered by the removal of the skin but increased incrementally when the
muscles and foot were removed and decreased with the removal of the femur and fibula. The
damping decreased at each subsequent dissection. The results showed that the foot was found

to have a greater influence on natural frequency (Van der perre et al., 1983).

2.7 Age-related Bone Loss

During the growth period of the human body, bone mass increases. It starts to level off in
young adults, and after the 30th birthday, it begins to decrease (Wasnich, 1997). Many factors
are involved in bone loss that is age-related and caused by bone loss. For example, the
tendency to fall and the risk of fracture, reflect a decrease in oestrogens (Lindsay, 1994;
Schiessl et al., 1998), a decrease in calcium and vitamin D (Peacock, 1998; Lau and Baylink,
1999) and also physical inactivity (Marcus, 1989; Coupland et al., 1993). A major cause of
bone loss in the first two decades after menopause is oestrogens deficiency (Richelson et al.
1984). The decrease in bone density that accompanies ageing can be also partly explained by
increased parathyroid hormone secretion. This results from a deficiency of vitamin D and also

a low intake of calcium (Jee, 2001).
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Very similar effects on the skeleton are seen when levels of vitamin D and calcium falls.
This occurs because of vitamin D, which is a major regulator for calcium homeostasis and
metabolism of the skeleton. The inadequate intake of Vitamin D and calcium can be avoided
with exposure to sunlight and by consuming calcium-rich foods, and with the use of dietary
supplements. However, Peacock (Peacock, 1998) warns that when vitamin D is taken
unnecessarily, osteoporosis may be encouraged. To maximise peak bone mass, and to reduce
age-related bone loss, active lifestyle and exercise is the answer. It is needed, too, for the
maintenance of muscle power, the body’s ability to balance and to walk, and prevent falls. As
can be seen, the recommendation is to stay active throughout life and in this way maintain
bone health. (Iwamoto et al., 2009) The main cause of osteoporosis is the loss of bone. The
osteoporosis bone disease decreases bone mass, causes bone micro architecture to decline in
bone strength. This is followed by increasing bone fragility, then to increased risks of fracture
(Jee, 2001). Osteoporosis is not only a disease confined to the elderly as is popularly believed
because it advances when bone desorption exceeds bone formation. Osteoporosis is bound to

increase as life expectancy increases (Jee, 2001).

It can be considered a governing condition of the elderly (R‘izzoli et al., 2009). The
statistics of people who suffer a fracture related to osteoporosis shows that from every ten
women over the age of 50, approximately three of them suffering a fracture related to
osteoporosis. In this age group, one in eight men is affected (Jee, 2001). The functional
definition of osteoporosis relates to bone mineral density assessment or bone mineral content
(BMC) assessment. A change in the way osteoporosis is defined is recommended by the
World Health Organisation (WHO). It recommends the use of the BMD T-score, the standard
deviation (SD) from the mean for young adult Caucasian women. Minus 2.5 on a T-score
indicates osteoporosis, and between -1.0 and -2.5 refers to osteopenia or low bone mass, seen
as a preliminary stage of osteoporosis. If the T-score falls below -2.5 and there has been a
fracture, the condition is termed severe osteoporosis. A T-score of more than -1.0 indicates

normal bone mass (WHO Study Group 1994; Kanis et al., 1994).

A T-score can be better understood by stating that it compares a patient’s bone mass
deviation from the mean bone mass of a healthy adult. Comparing bone density to the mean

for people of same age and gender uses a Z-score. However, there are doubts about the use of
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the Z-score to infer osteoporosis; because that means an assumption that most cases of
osteoporosis do not increase with age (Kanis et al., 2000). But for the diagnosis of
osteoporosis in premenopausal women and in children, the use of Z-score is advisable. The
WHO developed a fracture risk assessment tool known as FRAX™. Clinical risk factors
alone are its basis, though BMD is also used. In FRAX™, clinical risk factors evaluated are
body mass index (BMI), the history of fracture, a parental history of hip fracture, the use of
oral glucocorticoids, and rheumatoid arthritis and other secondary causes of osteoporosis. The

analysis is also able to predict a 10-year probability of hip fracture.

2.8 Age Dependence

After the middle years (>45 years), age-related architectural changes in human bone
include first and most of all a decrease in BV/TV and Conn. D (density) for trabecular bone, a
decrease in the cortical thickness (C.Th), and an increase in the porosity for cortical bones.
These changes may considerably involve the mechanical performance of bone, usually
leading to the reduced strength and toughness of the tissue. Perhaps the most important age-
related change is the BV/TV of trabecular bone, which has been found to reduce with age in
the femoral head, femoral neck, lumbar spine, distal forearm, iliac crest, and proximal tibia.
Figure 2.7 shows the difference between the trabecular structures of vertebrae in two different

female ages.

In the lumbar spine (another common age-related fracture site), trabecular bone volume
per trabecular volume (BV/TV), trabecular number (Tb.N) and Connectivity density
(Conn.D) decrease significantly with age. Age-related changes in tissue anisotropy have been
demonstrated in vertebral bodies, with the thickness of the horizontal trabecular decreasing
significantly with age, whereas the trabecular thickness of the vertical trabecular is age-
independent. In addition, age deperident micro structural changes in the trabecular bone of the
tibia metaphysic are reflected in a significant decline of BV/TV, thinning of trabecular, and a

change in microstructure from plate-like to more or less rod-like.

The mean yellow (marrow) space volume, bone surface-to-volume ratio, also increases
with age (Mueller et al., 2009).The most significant age-related structural change in cortical

bone is porosity. Increases of porosity with ageing have been observed in various anatomical
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locations of skeletal tissues. For instance, the cortex porosity in both the femoral neck and
intertrochanteric has been shown to significantly increase with age. The porosity in femoral
diaphysis increases from 4 - 6% in young adults to over 9% in the elderly. The better porosity
in the elderly is due to the increasing size rather than the number of Haversian canals. Age-
related increases in the porosity of cortical bone are also demonstrated at other skeletal
locations, such as iliac crest and diaphysis of the humerus and tibia. In addition to porosity,
3D micro-CT images of femoral diaphysis have shown that the number of Haversian canals is
nonlinearly (quadratic) correlated with age in the female population, increases up to 60 years,

then starts to decrease afterwards (Cooper et al,. 2007).

Figure 2.7: The trabecular structure of vertebrae in a) 36 year old woman and b) in a 74 year old woman (Cowin
and Raton, 2001).

2.9 Anatomical Differences

The bone structural design, mainly trabecular bone architecture, is site-dependent.
Histomorphometric study has shown that the trabecular BV/TV (Bone Volume per Trabecular
Volume) is much lower in the lumbar spine (8.3%) than that in the femoral neck (15.8%). In
addition, 3D micro-CT investigations point out that trabecular microstructure has a similar
trend in BV/TV at other sites, such as spine, femur, iliac crest, and calcaneus (Amling er al.,
1996). Eckstein et al., 2007 compared the structural design of trabecular bone from six
different anatomical sites of human bones: distal radius, femoral neck and trochanter. Figure

2.8 shows the difference between the structures of trabecular in two different parts of body.
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a) b)

Figure 2.8: a) and b) shows the difference between the structures of trabecular in the L1 vertebra a) and in the
calcaneus b) in a 24 year old man (Cowin and Raton, 2001).

The study reported that the iliac crest displayed the most rods-like trabecular structures,
whereas the femoral neck and the calcaneus displayed the most plate-like structures. In
addition, the trabecular are thickest in the femoral neck (182 + 46pm) and thinnest in the iliac

crest (126 £ 19um) (Eckstein er al., 2007).

2.10 Gender Dependence

Architectural differences between men and women cause the female to be more
vulnerable to osteoporosis. In the forearm radius, the trabecular compartment showed higher
BV/TV (except for the mid-shaft region), Tb.N, Conn. D and lower Trabecular separation
(Tb.Sp) in men in comparison with women. The cortical compartment showed higher
Trabecular thickness (C.Th), tissue area, and second moment of inertia in men than in women
as the Figure 2.9 shows. However, BV/TV was not gender-dependent in the forecarm radius
(Mueller et al., 2009). At the radius and femoral neck, trabecular bone displayed a more
plate-like structure, thicker trabecular, smaller separation, higher connectivity, and a higher
degree of anisotropy in men than in women. At the trochanter, men displayed more plate-like
structure and thicker trabecular, but there were no differences in trabecular separation or other
parameters compared with the women. However, at the calcancus, iliac crest, and second
lumbar vertebra none of the bone parameters displayed significant differences between

genders (Eckstein er al., 2007).
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Women experience more severe changes in bone with increasing age although such age-
related changes are usually parallel for men and women. Men show an age-related increase in
bone size (e.g., cross-sectional area of the vertebral bodies), whereas such an increase is not
obvious in women. In addition, a higher tendency of disconnection of the trabecular network
is present in postmenopausal women than men at a similar age. Women usually have thinner
trabecular in young adulthood and may experience more micro structural damages with
increasing age in comparison with men. These gender-dependent architectural changes may
explain why women are more susceptible to age-related bone fractures than men (Mosekilde,

2000).

Figure 2.9: HR of a healthy and an osteoporotic human radius, a) 79-year-old man and b) a woman of the same
age (Adapted trom Bone, 45, Mueller et al., 2009, page 882-891, with permission from Elsevier Inc).

2.11 Failures and Defects of the Skeletal System

The function of human skeletal systems involves structurally supporting the body,
protecting the vital organs, and serving as a lack of minerals for balanced metabolism.
Clinically, most failure sand defects of the skeletal system are induced by traumatic injuries,
age-related or osteoporotic fractures, and pathological degenerations. Among the causes, age-

related and osteoporotic fractures are increasingly becoming one of the major health care
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concerns around the world due to the increased risk of morbidity and the serious threat to the
quality of life of patients. Recent studies have shown that the lifetime risk of major bone
fractures is between 40-46% for Caucasian women and between 13-22% for Caucasian men

at the age of 50 years (Hordon et al., 2000; Kanis et al., 2000; Melton 3rd, et al., 1992).

Furthermore, this number is rising every year and could reach 4.5 million world-wide by
2050 (Gullberg et al., 1997). A similar trend can also be found in all other ethnic groups
although fragility fracture rates are different (Duan et al., 2005). In many cases, surgical
intervention with bone grafts and even total joint replacements are needed. Another common
example of bone defects is congenital deformities, with functional and cosmetic corrections
of these complications becoming a major clinical practice. The surgical procedures for such

purposes primarily involve the transfer of tissues or the placement of implantable prosthesis.

2.11.1 Fracture of Bone Tissues

The main role of the musculoskeletal system is to transmit forces from one part of the
body to another under controlled strain and to protect vital organs (e.g. lungs, brain). It also
performs other important functions such as serving as mineral reservoir. Several skeletal
tissues participate in this mechanical objective of transmission and protection: bone, cartilage,

tendons, ligaments and muscles.

The mechanical properties of bone are a result of a compromise between the need for a
certain stiffness (to reduce strain and achieve a more efficient kinematics), and the need for
enough ductility to absorb impacts (to reduce the risk of fracture and minimize skeletal
weight). Most fractures are caused when a bone suffers loads that exceed certain threshold
levels (in terms of stress or damage), that may also be prolonged (creep), or repetitive
(fatigue). Other fractures are caused when bone is compromised structurally as a result of
disease, ageing, surgical intervention, pharmaceutical treatments, poor diet, lack of exercise,
and so forth. In all cases some sense can be made by invoking either material or engineering
principles to explain the effects of overload, or structure/function relationships to grapple
with the effects of a materially and structurally compromised tissue (Rho et al., 1998).

In general, bone is stronger in compression compared to tension, and weaker in shear. As

a result, impact failure in a bone will begin on the opposite side to the impact (the tensile
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side) since it will reach its ultimate strength sooner than the side loaded in compression. In
some cases there sultan advancing crack will reach the middle of the bone, and near
compressed tissues. Due to bone’s higher resistance to this type of load, it will advance in a
path nearer to the bone’s longitudinal direction, along the directions of maximal shear stress.
This phenomenon is known as Osteoporosis. Osteoporosis is one of the most common
syndromes afflicting the aging human population, and in particular post-menopausal women.
It is defined as a state of increased bone fracture risk, and it is commonly linked to decreased
estrogenic levels of bones in the body. In this way it will form a fracture with a so-called

‘butterfly’ fragment, commonly seen in practice (see Figure 2.10) (Rho er al., 1998).

Tension
side

Figure 2.10: Lateral impact loading of a long bone causes bending. The fracture starts away from the site of
impact and ‘runs’ along the direction of maximal shear, creating a butterfly fragment (Turner, 2005) and (Rho ef
al., 1998),

2.11.2 Material Characterisation during Bone Fracture

Three stages are involved in the fracture of bone. The stress/strain curve (in tension) for
bone as a material shows a (macroscopically) linear phase followed by a ‘knee’ region where
the material yields. Then a region of strain hardening (which can be shorter or longer
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depending on the circumstances) follows, and then unexpected catastrophic failure, as shown
in Figure 2.11. In phase I, the material deforms reversibly with little obvious remaining
damage, while in phase II (the elastic-continuum damage mechanics domain) the material is
still structurally integrated but absorbs energy by developing diffuse micro cracking at the
expense of stiffness and remaining strength. In phase III, the fracture mechanics realm,

energy is absorbed to reach the final fracture surface.

The amount of energy depends crucially on the properties of the final fracture plane and
the overall number of such planes and/or fragments. The toughness of a material is defined in
terms of stress or energy related requirements to run a crack through the material. Stress-
based criteria, such as the stress intensity factor (Kc) postulate that fracture is initiated when
the concentration of stress at the crack tip reaches a critical value. Energy-based approaches
cither measure the critical work to fracture of a specimen Wy, or determine critical levels of

energy per unit area necessary for fracture (Zioupos, 1998).

Stress

1

a)

Strain
Figure 2.11: a) Consecutive stages of behaviour: E: the elastic range. CDM: the continuum damage mechanics

range. FM: the fracture mechanics. b) Energy is absorbed. either elastically, or as pre -failure damage, in a slow-
moving crack, or a fast-moving fracture plane (Zioupos, 1998).

Recently it has become quite clear that those modern composites (and also bone and other
biological hard tissues) show weak inter-lamellar interfaces which are able to absorb energy

and/or divert a crack and so deter the onset and growth of fracture (Peterlik er al., 2006).

29 |



Also, it is now increasingly clear that initiation of cracks in bio mineralized (bone and other
biological hard tissues) tissue is far less important than their propagation, since biological
tissues utilise a number of tricks like crack diversion/deflection, fibre pull-out, crack and/or
matrix bridging to increase the required amount of energy to fracture (Jackso et al., 1989;
Wang et al., 1995). The fracture process is dependent on the direction of travel of the crack,
being either brittle (in the longitudinal direction) or deflected (in the tangential direction) or

toughened by micro-cracking (in the radial direction) as shown in Figure 2.12.
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Figure 2.12: Crack propagation. a) Energy in the radial (m, micro cracking damage), tangential (d, deflected
crack) and circumferential (b, brittle fracture) in bovine bone showing crack length. Bone is more resilient in
micro cracking damage (m) and b) An across-the-grain crack (fibre direction) needs more power than a blow
along it (Peterlik er al., 2006).

2.11.3 Types of fractures

The first type of fracture is often shaped by normal loads acting on a bone that has been
damaged by disease or age (Zioupos and Currey, 1998).This type of fracture is usually called
pathologic. Most occur through osteoporosis in the elderly and are more frequent in women
than men. Bone tumour is another important cause of pathologic fracture. It change bone
mechanical properties and produces stress concentrators. Removing the tumour generally

increases the risk of fracture.



In fact, a higher risk of bone fracture in the elderly is not only due to the progressive
decrease of bone reliability (osteoporosis), and therefore strength, but also to extra factors
such as the incapability of soft tissues to attract the energy generated in a fall and the change
of the kinematic variables of the walk. Lotz and Hayes report that only a small amount of
energy is necessary to break a bone (i.e. 5% of the energy available in a fall), due to the
energy-absorbing action of soft tissues that are deformed in the shock or impact (Lotz, Hayes,

1990). Figure 2.13 shows a schematic sequence of stages leading to both types.
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OF IMPACT
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IMPACT ¥
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FRACTURE

:
:
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a) External impact produced fracture (first type) b) Creep or fatigue produced fracture (second type)
Figure 2.13: Scheme of two usual types of mechanisms of bone fracture (Sloan and Holloway, 1981).

The second type of fracture is produced by creep or fatigue. Bones often support more or
less stable loads for long-lasting periods of time and cyclic loads that may produce micro
damage. If the growth of micro damage is faster than repair by remodelling, micro cracks (or
other kinds of micro damage) can increase and so produce macro cracks and complete
fracture. Clinically, this is called a stress fracture. Fracture normally occurs in individuals
who are involved in repetitive-type physical performance, such as soldiers, ballet dancers,
joggers, athletes, and racehorses. It also occurs at lower activity levels in bones damaged by
osteoporosis, particularly at older age when bone remodelling is almost static (Burr et al.,
1997).
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2.11.4 Healing

Once a fracture occurs, the basic healing process is auto-activated naturally to repair the
site. Healing involves the separation of several tissues (cartilage, bone, granulation, etc.), with
different patterns that are directly influenced by the mechanical environment, which is in turn
governed by the load applied and the constancy of the fracture site. In detail, not all fractures
are totally repaired. Occasionally there are non-unions or delayed fractures depending on
specific geometric, mechanical and biological factors such as ageing, poor diet and so forth,

mitigating the many different kinds of fixations used to improve fracture stabilisation.

Fracture healing is a natural process that can reconstitute injured tissue and recover its
original function and form. It is a very complex process that involves the coordinated
participation of immigration, differentiation and proliferation of inflammatory cells,
angioblasts, fibroblasts, chondroblasts and osteoblasts which synthesize and release bioactive
substances of extracellular matrix components. Figure 2.14 shows the process of healing with

different types of collagen and growth factors (Einhorn, 1998).

Endochondral ossification

Intramembranous ossification

Figure 2.14: Callus at day 9 post-fracture showing more mature bone under the periosteum (intramembranous
ossification) (Einhorn, 1998).

2.12 Anatomy of the Human Femur
In the human skeleton system the heaviest and longest bone is called femur which is also

known as the thigh bone. It includes two sections:

k Proximal end which articulates with the bones of the hip in forming hip joint

II.  Distal end forming the knee joint which articulates with the tibia and the patella.
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2.12.1 Hip Bone

Sacroiliac joint and hip joint of the bone to the proximal end of the femur and proximal
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portion of the posterior sacral articulating shape a bony structure at the base of the spine. This
results in a connection between the trunk and lower limbs. The pubic symphysis hip bones
form the pelvic girdle and pelvis forms the anterior and lateral walls. Hip bone consists of the
ilium, ischium and pubis with which they meet at the acetabulum as shown below.
Acetabulum bone is one of the main joint of the hip bone which locates below the spine
where it joins three bones of hip and shapes as Y shape which is the concave surface of

pelvis. Acetabulum forms two- fifth of the ischium and one fifth of the pubis (see Figure

Figure 2.15: Lateral view of the hip bone showing the acetabulum formed by the ilium, ischium and the pubis.
Figure based on original artwork from (Moore, 2007).
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2.12.2 Femur

Femur is formed in the thigh bone which is the heaviest and the longest bone in the
human body structure which is nearly one fourth to one third of the human body length. The
femur is a well-built section of the insect leg which is located between the hip joint and the

knee joint (see Figure 2.16 and Figure 2.17).

—Femoral head

- -— —
(A\“I \ +~—Greater —* Epiphysis
"? 0/ - trochanter i
i ————————
Lesser.—p2 Metaphysis
trochanter —
2| e A Diaphysis
2\ PN
e L; L0
Proximal
, Patellar
/ surface 4
. Metaphysis
Cotidyiee N Epiphysis
Distal L (¥ L - ey
' J'\\v
Lateral «— Medial .
Anterior view Posterior view

of the femur of the femur
Figure 2.16: Skeletal anatomy of the femur and directional reference used to identify location of anatomical

landmarks (Figure based on original artwork from (Martini, 2001).
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Figure 2.17: Bone tissue of the femur (Figure based on original artwork from (Martini, 2001).



2.12.3 Upper End

The Upper end of the femur consists of three main parts head, neck and greater and
lesser trochanters. The femur head is a partial two thirds of a sphere that attaches to the hip
joint facing upward. It is the ball rounded top part of the femur. The ligament of the head of
the femur is attached to a pit known as the fovea capitis femur. The neck is connected with
the head of greater trochanter region facing upward. The neck is a shaft which is 4-5 cm long
and it has a narrow diameter at its middle part. At the front side of the femur bone between
the neck and the trochanter region, there is a trochanteric line which runs from the greater
trochanter to the lesser trochanter that projects outwards. The trochanteric line becomes less
discernible towards the less trochanter. At the back of the femur bone, the intertrochanteric
crest is fairly smooth and more indiscernible. Figure 2.18 shows the different parts of femur

from anterior and posterior view.
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Figure 2.18: Femur (anterior and posterior view). Figure based on original artwork from (Moore, 2007).
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The angle of inclination made by the neck and the linea aspera femur has a typical value
of between 110" —145°, with an average angle of about 126 degrees from the longitudinal
shaft axis. The angle of inclination decreases during the active growth period and it is
commonly smaller in females (Manatomy, 2013). The greater trochanter is located above the
junction of the shaft laterally, about 10 c¢cm below the iliac crest where it protrudes
superomedially to the junction between the neck and shaft regions. A greater reach of motion
in the hip joint is possible due to the perpendicular manner in which the angle of inclination

of the femur allows the axis of the neck and head to intersect with the acetabulum cup.
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Figure 2.19: Proximal femur in a posterior-medial view showing the trochanters and femoral head region.
Modified from (Netter, 2002).

As shown in Figure 2.19, the Line became less clearly near the less trochanter and lesser
trochanter, intertrochanteric crest on the back of the femur becomes relatively smooth. Super
medially neck joins the shaft area, and about 10 ¢cm below the iliac crest, where the greater
trochanter of the femur located at the joint of the neck and shaft. The angle of inclination as
shown in Figure 2.20 and Figure 2.21 is the angle between the super medially projected neck

and head axis and the shaft-axis and has a typical value of between 110" =140, with an
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average of about 126. It is usually smaller in female and decreases during the active growth
period. Angle of inclination of the long axis of the femur neck and head in a more direct
manner to intersect with acetabulum cup allows for a greater range of motion in the hip joint.
There is a difference between the angles of femur. The Larger angle is called anteverted and
the smaller angle is called retroverted. This could be noted by external and internal rotation of

the femur, causing out-toeing and in-toeing (pigeon toe) respectively (Norkin, 1992).

a) Angle of inclination b) angle of inclination ¢) angle of inclination

in 3 year old in adult in old age

Figure 2.20: Angle of inclination (Anterior view) is defined as the angle span between the femoral axis and the

neck axis, and decrease over active growth period. Figure based on original artwork from (Moore, 2007).
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Figure 2.21: The torsion angle is often defined as the angle spanned by the femoral neck axis and the distal
condylar axis. Figure based on original artwork from (Moore, 2007).



2.12.4 Bone Structure Femur

Bone structure femur is categorised by its almost spherical head, slightly flattened neck
and also two trochanters with their communicating intertrochanteric ridge. Frontal section of
the uppermost third of the femur shows the powerful cortex and fragile medulla of the shaft
(see Figure 2.22). Above the lesser trochanter this arrangement is reversed, and a thin cortical
shell clothes the dense arrangement of cancellous bone which forms the internal weight-
bearing system in the neck and head (Medial and lateral trabecular system of the femoral

neck, 2011).
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Figure 2.22: Medial and lateral trabecular systems of the femoral neck (Medial and lateral trabecular system of
the femoral neck, 2011),
2.12.5 Proximal Tibia

Proximal Tibia is the larger and stronger of the two bones in the leg, it's also known as
the shin bone and located on the anterior and medial side of the leg. It connects the knee with
the ankle bones. It has a length roughly one-fourth to one-fifth of the body length. The body
weight is transmitted from the femur to the ankle and foot by this. The tibia has an upper and
lower end, divided by a shaft, with the upper end rotated more medially than the lower in
superior axial view. The upper end of the tibia is curved backwards and it is bigger than the
lower end. The upper surface comprises of the medial and lateral condyles, a large ovoid and

smooth surface that articulates with the femoral condyles (See Figure 2.23).
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Figure 2.23: Proximal tibia. Figure based on original artwork from (Moore, 2007).

2.12.6 Sexual Dimorphism in the Femur

Sexual Dimorphism in the Femur is a phenotypic differences between male and females
of the same species. Sexual dimorphism in humans has been a subject of much controversy,
especially when extended beyond physical differences to mental ability and psychological
gender. According to Wescott (2005), females show more platymeria than males because of
the wider pelvic breadth. The female constriction differs from males because of a bigger
pelvic width in the ability to bear children, this wider distance of females would result in
greater Medio lateral bending of the sub trochanteric region, and it can cause greater
platymeria. Within-group variation in the proximal femur, expressed as sexual dimorphism,
may also reduce the validity the proximal femur shape has in predicting ancestry. Hence, the

differences of sex may reduce the validity in assessing heritage (Wescott, 2005).

2.12.7 Femoral Loading during Gait

Human Gait Cycle is explained as the type of locomotion carried out by limbs. Human
gait is essential to complete day to day physical tasks such as walking, jumping and running.
Depending on the type of gait, the limbs experience different mechanisms including overall
velocity, force, kinetic energy, and potential energy. Walking, the simplest form of activity is
produced by repeating the gait cycles. According to the gait cycle developed by Perry, gait

cycle can be divided into two phases as Figure 2.24 shows, the stance phase and the swing
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phase (University of Vienna, 2006). Swing phase is when the limb is not in contact with the

ground and it takes about 38% of the gait cycle.

Phases |, Stance Phase + Swing Phase —{
| 2
Initia Load! Terminal Pre Initial | Mid Terminal
Perlods ¢ ntact n“;o::’ Midstance 8.:::1:0 Swing Swing | Swing Swing
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Figure 2.24: Phases of gait cycle for walking (University of Vienna, 2006).

Stance phase is divided into four stages the loading response (see Figure 2.24 and Figure
2.25), mid-stance, terminal stance and pre-swing. To understand the purpose, the various
stages of the human gate will be described assuming that the subject stepped forward with
their right foot as shown in Figure 2.24. In this case, the loading response starts as the right
heel contacts the ground. When the rest of the right foot approaches full contact with the
ground and achieves a flat position, the left foot stands on its toes. The loading response stage
ends once the toes of the left foot leaves the ground. During the loading response stage, the

body experiences double limb stance (Nordin, 2001).

The mid-stance represents the first half of a single support. It begins when the foot leaves
the ground and continuous as the body weight travels along the length of the foot until it is
aligned over the forefoot with the toes of the left foot leaving the ground and ends when the
centre of gravity is shifted directly over the right (standing) foot. The terminal stance follows
the mid-stance and ends when the left foot touches the ground. Over 90% of the mid-stance
and terminal stance is carried by a single limb stance (University of Vienna, 2006; Human

gait cycle, 2011). The pre-swing is the terminal double limb support period and occupies the
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last present of stance phase; it follows the mid-stance and is the last stage in the stance phase.
The pre-swing begins when the left foot makes its initial contact with the ground. It ends
when the right toes leave the ground. The pre-swing stage is performed with a double limb

stance.

The swing phase is divided into 3 stages (see Figure 2.25): the initial swing, mid-swing
and terminal swing. The initial swing begins when the right toes leave the ground and ends
when the right knee reaches its maximum flexion of approximately 60°. The mid-swing
begins from the moment of maximum knee flexion and ends when the tibia is perpendicular
to the ground. Lastly, the terminal swing follows the mid-swing and ends when the right foot
contacts the ground. The single limb stances during the stance phase are carried out by the
initially responding leg, which is the right leg in the example above. During the swing phase

the weight is then transferred to the contra lateral leg, or the left leg in the above example

(Human gait cycle, 2011).
(I;-olaoil:g TESPORSE  nitial contact to contralateral toe-off
Midstance ' Contralateral toe-off to when the body CG is directly above the
Stance phase reference foot; weight loading begins
0-60% CG directly above the reference foot to contralateral initial contact;
Terminal stance  weight loading ends and heel of the reference foot leaves ground at
~35%
Gait .
Cycle ;’:z:;ng Contralateral initial contact to toe-off
Initial swing Toe-off to maximum knee flexion
Swing phase From maximum knee flexion to when the tibia is perpendicular to the
60-100%  Midswing ground
Terminal swing Tibit_\ perpendicul.ar to the groun.d px_ml initial contact: knee reaches
maximum extension just before initial contact

Figure 2.25: Sequence of the typical gait cycle (Typical motion ranges of hip, 2011).
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2.12.8 Motion of the Hip

The hip joint motion during gait is tri-axial: flexion-extension occurs about a mediolateral
axis in the sagittal plane; adduction-abduction occurs about an anteroposterior axis in the
frontal (coronal) plane; and internal-external rotation occurs about a longitudinal axis in the
transverse plane as shown in Figure 2.26. However, as people age, the range of motion
becomes limited. Murray in his study observed older men had shorter strides and a decreased
range of hip flexion and extension. Johnson and Schmidt studied the range of motion during
common daily activities and concluded that at least 120° hip flexion and at least 20° of
abduction and external rotation were required to do routine activities without any hindrance

(Typical motion ranges of hip, 2011).
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Figure 2.26: Typical motion ranges of the hip joint (Typical motion ranges of hip, 2011).

2.12.9 Range of Forces on Hip Joints during Routine Activities
Studies have shown that substantial forces act on joints during routine activities. Table
2.5 show range of typical peak forces on the hip during routine activities. The peak resultant

forces for patients with prosthesis during gait ranged from 1.8 to 4.36 times the body.



Table 2.5: Typical peak forces on the hip joint due to routine activities (BW = body weight).

RANGE OF TYPICAL REPORTED PEAK JOINT FORCES FOR SELECTED STUDIES

ACTIVITY REPORTED PEAK FORCE {BW) REFERENCE
Walking 2.7-43
Ascending Stairs 3.4-5.5 Bergmann et al., 1993, 1995
Descending Stairs 3.9-5.1
Walking 1833 Rydell, 1966
Walking 4.9-7.0 Paul, 1967
Walking 45-7.5 Crowninshield et al., 1978
Walking 5.0-8.0 Rohrle et al., 1978
Walking 2.2-2.8 vanden Bogertetal., 1999
Walking Slow Speed 2.7 Englishetal., 1979
Walking Normal to Fast Speeds 2.7-3.6 Kotzaret al., 1991
Stair Climbing 2.6
Walking Slow S'peed (Crutches) 2.6 Davy et al, 1988
Ascending Stairs 2.6
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2.13 Introduction to Fracture Mechanics

Broken bones, cracked engine blocks, broken pottery utensils, or damaged aircraft
components; the problem of fractures has dogged society ever since humans began making
things. Although there has never been a more technological age than now, there has not been
any diminishing of the total numbers of fractures, and variations of the fracture. This study
concentrates on just one, however, but a particularly troublesome fracture for many people

who are at risk the longer they live.

A reason why the problem of fractures might well be worse today is because more can go
wrong in our complex tech society. It has been found that most structural failures occur
through the fracture. In that case, fracture failure is known as one of the main failure modes

which are caused by:

I. Fault of negligence at the stage of design, construction, or in its operation.

II. The application of a new design or material that reacts unexpectedly and

undesirably.

Human error is seen as the cause of the first type of failure and includes the possibilities
of ignorance or wilful misconduct. It might happen through poor workmanship, or through
the use of inappropriate or substandard materials. A likely cause can follow when there have
been errors in stress analysis, where the correct technology is available but was not applied.
The second cause is when new designs, are employed before they have been tested
rigorously. Fracture mechanics, broadly speaking, is the area of solid mechanics that deals

with the mechanical behaviour of products that do fracture.

The expert in the field is C. E. Inglis, who in 1913 published the results of stress analysis
for an elliptical hole in an infinite linear elastic plate loaded at its outer boundaries. By
making the minor axis very much less than the major, a crack like discontinuity was modelled

(see Figure 2.27).
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Figure 2.27: Through-thickness crack in an infinite plate loaded in biaxial tension (Mirzaei, 2011).

The complete solution of the above problem can be found in the Elasticity textbooks.

Extremism of the stresses can be shown as follow:

max _ a e,
(ar} n=0m — 20’0; (~ ])
mi u )
(0 )% 3n = 209 (2-2)
E L

The above equations show that as b—0 (the ellipse becomes a crack) a stress singularity
develops at the crack tip. The effects of scratches and flaws on aircraft engine components
were investigated by A. A. Griffith, who transformed the Inglis analysis by calculating the
effect of the crack on the strain energy stored in an infinite cracked plate. This energy, which
is a finite quantity, should be taken as a measure of the tendency of the crack to propagate,
Griffith reported. He tested cracked glass spheres and his results revealed that the simple
clastic analysis could be used to describe the propagation of different sized cracks at different

stress levels.

After the Second World War, a fracture mechanics research group at the Naval Research
Laboratory in the US, led by G.R. Irwin, who was considered to be the pioneer of modern
fracture mechanics, analysed the findings of Inglis, Griffith, and others. Irwin discovered that
the instruments needed to analyse fractures were readily available. His first major
contribution was to extend the Griffith approach to metals by including energy dissipated by

local plastic flow.
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He developed the energy release rate concept in 1956. This was closely related to the
Griffith theory though in a form considered more useful for solving engineering problems. He
used an approach developed by Westergard to show that the stresses and displacements near a
crack tip could be described by a parameter, later known as the stress intensity factor, related

to energy release rate (see Figure 2.28).
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Figure 2.28: Elliptical hole in a flat plate (Mirzaei, 2011).

e . ,0
ay . 1 —sin; sms-z-
cos—
[“y ] =Ke== |1 +sin-:3 sin 3% + negligible higher order terms; K, = ovma (2-4)

sinu cos30
2 2

In practice, all this work was largely ignored by engineers as it seemed too mathematical
and it was only in the 1970's that fracture mechanics came to be accepted as a useful and even

essential tool.
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2.14 Elasto-Plastic Fracture Mechanics

In the regime where the global stress-strain response of the body is linear and elastic
(LEFM), the elastic energy release rate, G, and the stress intensity factor K can be used for
characterizing cracks in structures. In the elastic-plastic region (EPFM) also called yielding
fracture mechanics (YFM), the fracture characterizing parameters are the J-integral and the
crack-tip-opening displacement, CTOD. The J contour integral is extensively used in fracture
mechanics, as both the energy and the stress based criteria, for determining the onset of crack
growth. The original form of the J-Integral for a line contour surrounding the crack tip can be

written as (see Figure. 2.29):

a
] = [, (wdy — T,5%) ds (2-5)

approach™, This idea is based on the experimental finding that cracks tend to open up under load, as shown
below in the magnified view. The basis of the CTOD approach is that forward propagation of the crack, as
shown in the right figure, should only occur when the CTOD reaches a specific value which is characteristic of
the material (Mirzaei, 2011).

2.15 Linear Elastic Fracture Mechanics (LEFM)

Fracture is the separation of a component into, at least, two parts. This separation can
also occur locally due to formation and growth of cracks. Let us investigate the force required
for such a separation in a very basic way. A material fractures when sufficient stress and work

are applied on the atomic level to break the bonds that hold atoms together.
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Figure 2.30: A schematic plot of the potential energy and force versus separation distance between atoms
(Mirzaei, 2011).

The bond energy is given by:
Ey = [, Pdx (2-6)

Where x is the equilibrium spacing and P is the applied force (see Figure 2.30). A reasonable
estimate of the cohesive strength at the atomic level can be obtained by idealizing the inter-
atomic force-displacement relationship as one half the period of a sine wave, so we may

write:

P !}sin(%) (2-7)

where } is defined in Figure 2.30. For small displacements, we may consider further

simplification by assuming:

n
A
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If both sides of this equation are multiplied by the number of bonds per unit area and the
equilibrium spacing xj (gauge length), then k can be converted to Young’s modulus E and

P to the cohesive stress o, gives:

= ﬂ (2‘9)

o,
¢ MXo

Assuming A = x,, Equation (2-5) can be written as:

(2-10)

N
2
Him

The reason behind the above huge discrepancy is the existence of numerous defects in
ordinary materials. These defects can be quite diverse by nature. Starting from the atomic
scale, they may include point defects (for example vacancies: atoms missing), line defects,
extra atomic planes (dislocations). On the microstructural level we may consider defects due
to grain boundaries, porosity, etc. Some of these defects may also evolve during the
processes of deformation and fracture. For instance, plastic deformation involves various
movements of dislocations which may interact and eventually result in local damages.
Plastic deformation may also lead to the formation of microvoids which may coalesce and

evolve to microcracks.

On the other hand, the term fracture mechanics has a special meaning: description of
fractures which occur by propagation of an existing sharp crack. Hence, the assumption of a
pre existing crack is essential in fracture mechanics. It is evident that numerous microscopic
defects and/or microcracks naturally exist in ordinary materials. However, the scope of
Engineering Fracture Mechanics is almost entirely concerned with macrocracks which are
either present in the components (as a result of manufacturing processes like welding) or
develop during the service by various failure mechanisms such as fatigue or creep. The crack
propagation can occur in many ways. For instance we may have fast-unstable and slow-
stable crack growth under monotonic loading, or a cycle by cycle growth under alternating
loads. In general, the resistance to crack growth can be defined by a special term called the

toughness of the material.
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2.16 Ductile Versus Brittle

By definition, ductile fracture is always accompanied by a significant amount of plastic
deformation, while brittle fracture is characterized by very little plastic deformation. Both

types of fracture have distinctive features on macro and micro levels (see Figure 2.31).

bd -El

Ductile Brittle

Figure 2.31: The Ductile and Brittle fracture (Mirzaei, 2011).

To a large extent, ductility and brittleness depend on the intrinsic characteristics ofb
materials such as chemical composition and microstructure. Nevertheless, extrinsic
parameters like temperature, state of stress, and loading rate may also have substantial
influences on the fracture properties of materials. In general, materials show brittleness at
low temperatures, high strain rates, and triaxial state of tensile stress. Let us consider the
deformation and fracture mechanisms of a ductile material subject to a simple tension test
during which several strength levels can be defined. As Figure 2.32 shows, the first level is
the proportional limit, below which there is a linear relationship between the stress and strain

(point A).

Stress Test

Specimen Gauge length

A J

Strain

Figure 2.32: Fracture mechanisms of a ductile material subject to a simple tension test (Mirzaei, 2011).

The second one is the elastic limit which defines the stress level below which the

deformation is totally reversible (point B). The third level is the yield strength which marks
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the beginning of irreversible plastic deformation (point C). Some materials show a clear
yield point and also a lower yield point like point D. For others the yield strength is a point
that is difficult to define and, in practice, it is defined as the intersection of the o-& curve and

a line parallel to the elastic portion of the curve but offset from the origin by 0.2% strain.

Beyond this point and up to the next level, which is the ultimate tensile strength (point
E), the plastic deformation is uniform along the gauge length of the specimen. The inflection
point in the o - € curve is due to the onset of localized plastic flow or necking as depicted in

the Fig. 2.33(A). Finally, the point F represents the final fracture.

11

Figure 2.33: Steps of fracture in ductile material (Mirzaei, 2011).

The occurrence of necking results in a tri-axial state of stress. Accordingly the plastic
deformation becomes more difficult and small particles within the microstructure start to

fracture or separate from the matrix causing micro voids, as depicted in Figure 2.33 (B).

2.17 Fixed Displacement Condition

In continuation of our discussions concerning the energy approach, we will investigate
the behaviour of cracked components under two distinct loading conditions. First, suppose
that we have stretched a cracked component by the amount A and have constrained it as

depicted in Figure 2.34.
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Figure 2.34: The cracked component in the Fixed Displacement Condition (Mirzaei, 2011).

The amount of elastic strain energy stored in the component is equal to the triangle
ABD, and the slope of the load-displacement curve represents the stiffness of the
component. Let us initially assume that the stored energy is sufficient to maintain an
incremental crack growth (da) under the fixed displacement condition. Since the component
with a longer crack has a lower stiffness, the stored elastic energy decreases to a new level
equal to the triangle ACD. Since there is no externally applied load in the system, the total
potential energy is equal to the strain energy (the only source to provide the required energy

for the crack growth). Hence, we may write:

(V=0),(I1=0),U = [ Pdr="* (2-11)
= ot Ty o 8 feR :
a5 B(da)ﬁ" 23(.:m)‘4,i (2-12)

In practice, however, crack growth may occur in very complicated stress fields. In
general, we consider three basic modes for crack growth, although mixed-mode growth is
also possible ( see Figure 2.35). Mode 1 is the opening or tensile mode where the crack faces
separate symmetrically with respect to the x;-x; and x;-x3 planes. In Mode 11, the sliding or
in plane shearing mode, the crack faces slide relative to each other symmetrically about the
X1-X2 plane but anti-symmetrically with respect to the x;-x3 plane. In the tearing or anti plane

mode, Mode 111, the crack faces also slide relative to each other but ant symmetrically with

N
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respect to the x;-x; and x;-x3 planes. The energy release rates related to these modes are
termed GI, GII, and GIII respectively. In mixed mode problems we simply add the energy

release rates of different contributing modes to obtain the total energy release rate.

Figure 2.35: Three basic loading modes for a cracked body: Mode 1, opening mode: Mode 11, sliding mode and
Mode III, tearing mode (Mirzaei, 2011).
2.18 Fracture Mechanics in Bone

Bones establish the skeleton of the body and enable the body to function, shift and
operate as well as supporting the body against the gravity. Moreover, some body parts are
shielded by bones and the production centre for blood products is known to be bone marrow.
The reservoir of calcium in body is bone and upon the influence of hormones the calcium
reservoir is always undergoing change, therefore, results in bone not to be a stagnant organ.
The level of blood calcium is increased by parathyroid hormone through leeching calcium
from bone, whereas the opposite effect is seen by calcitonin hormone which causes bone to

accept calcium from the blood.

Bone fracture is a complex phenomenon that may be understood from the perspective of
the multi-dimensional hierarchical nature of the bone-matrix structure. Resistance to such
bone fracture, which is characterized macroscopically by such parameters as the work-of-
fracture and the fracture toughness, evolves from a suite of physical structure-related
mechanisms that act at multiple length-scales ranging from nano- to near macro-scale
dimensions (shown in Figure 2.36). These mechanisms can be classified as “plasticity”
mechanisms, that operate principally at sub-micrometer dimensions to promote intrinsic

toughness (i.e., molecular uncoiling of collagen molecules, fibrillar sliding of both
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mineralized collagen fibrils and individual collagen fibers, and microcracking), and crack-tip

shielding mechanisms, that operate at length-scales of wlel00 mm to promote extrinsic

crack-growth toughness (i.e., crack deflection/twist and crack bridging).
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Figure 2.36: The structure of bone showing the seven levels of hierarchy with the prevailing toughening

mechanisms (Launey et al., 2010; Ritchie et al., 2009).

A central factor of the latter toughening mechanisms is the specific nature of the crack

path which is controlled by the applied forces and the nature of the bone-matrix

microstructure, in particular the hyper-mineralized interfaces of the osteons (cement lines) (

see Figuer 2.37 a), which provide microstructurally “weak”, and hence preferred, paths for

cracking. As the osteons are aligned nominally along the long axis of the bone, this is the

basis of the marked anisotropy in the fracture properties of bone, in that bone is easier to

split than to break (Nalla et al., 2003: Yeni and Fyhrie, 2003) and that the transverse
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toughness is lower in shear than in tension (Nalla er al., 2005; Zimmermann er al., 2009).
Fracture mechanics measurements afford the most appropriate methodology to characterize
the toughness of bone by providing a quantitative measure of its fracture resistance. Recent
studies have shown that for human cortical bone in the transverse (breaking) orientation, the
fracture toughness in shear is significantly lower than in tension, i.e., the mode I toughness is

not the worst-case (see Figuer 2.37 b).
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Figure 2.37: a) A schematic of the cortical bone in a human femur. The secondary osteons are generally oriented
parallel to the long axis of the bone, while the cement lines are located at the boundaries of the secondary
osteons b) The critical strain-energy release rate, i.e., toughness, of bone under mixed-mode conditions, is highly
dependent on the orientation. In the transverse orientation (L-R), bone has a higher toughness in tension (mode
1), while a preliminary analysis of the longitudinal orientation (C-L) suggests an opposite trend (Zimmermann er
al., 2009; Singh and Shetty, 1989 and Norman ez al., 1996).

Since fractures are unpleasant debilitating events, the mechanical performance of bone
play a crucial role in the quality of life that we experience. Some types of fractures are quite
clearly caused by the fact that bone is exposed to loads that surmount certain threshold levels
(with regard to stress or damage), which can also be protracted (creep), or persistent
(fatigue). Other types of fractures are due to structural compromise of the bone such as
disease, surgical intervention, poor diet, ageing, lack of exercise, pharmaceutical treatments,
and etc. In all conditions it can be postulated that by implementing either
material/engineering  principles to demonstrate the influences of overload, or
structure/function correlations to encounter with the consequences of a materially and

structurally compromised tissue (Rho er al., 1998).
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2.19 Femur Fracture: The Clinical Aspects

The longest and strongest bone in the human body which is able to bear an enormous
magnitude of compressive load before fracture is the femur. The downside of a material
property such as that is that, potentially life threatening injuries could occur in the case of a
traumatic event (American Academy of Orthopaedic Surgeons, 2013). Also an injured femur
can cause a disruption to the blood flow to the thigh muscle (quadriceps, hamstrings) and also
will result in excessive bruising and blood loss (American Academy of Orthopaedic
Surgeons, 2013). It is essential that patients who suffer from femur fracture are required
immediate medical attention. Bone disease or physical impacts are usually the cause for

femur fractures to occur.

2.19.1 Bone Disease
The risk of bone fracture of bone fracture is drastically increased by Osteoporosis and
occurs when the bone mineral density (BMD) decreases to the level which causes the
microstructure of the bone to be disrupted. (American Academy of Orthopaedic Surgeons,
2013) There are 6 major causes to osteoporosis:
1. Aging - All men and women have some risk of developing osteoporosis as they
become older, particularly over the age of 60. Women who have had their menopause

before the age of 45 are likely to also suffer from osteoporosis (Patient, 2013).

2. Heredity - Have a strong family history of osteoporosis (that is, a mother, father, sister
or brother affected) (Patient, 2013).

3. Nutrition/lifestyle — lack of calcium and or vitamin D due to poor diet and exercise.

Having an alcohol intake of more than four units per day and smoking (Patient, 2013).

4. Medical conditions. An overactive thyroid, coeliac disease, Cushing's syndrome,
Crohn's disease, chronic kidney failure, rheumatoid arthritis, chronic liver disease,

type 1 diabetes or any condition that causes poor mobility (Patient, 2013).

5. Physical impact — this could be from a quick fall or heavy impact during sports

activities. Both healthy adults and children can suffer from this.
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6. Motor vehicle accident — these accidents have a high source of traumatic energy when
they occur which can cause serious injuries to the bone. There are specific fracture
patterns which are related to a specific type of vehicle impact; the most common

fracture is to the femoral head (Sanders, 2008).

2.19.2 Symptoms

Symptoms can include severe pain, inability to move the leg, deformity and swelling. A
fractured femur will result in the thigh to become shorter than a healthy one due to the thigh
muscles forcing the broken edges of the femur out of alignment (American Academy of
Orthopaedic Surgeons, 2013).

A simple fall to the ground which has a small amount of force can cause the femur bone
to fracture (Patient, 2013). This is classed as a symptom of osteoporosis because a simple fall

will not harm or affect a person who doesn’t have osteoporosis in the hip.

2.19.3 Biomechanical Aspects of Femur Fractures

The study of hip fracture requires an understanding of biomechanics of hip fracture,
including the mechanism of fracture, the characteristics of falls, load distributions in the
femur, the contribution of cortical and trabecular bone to the strength of the femoral neck,
fracture initiation and previous biomechanical research. Figure 2.38, shows the loading on the
femur during gait is much different than that seen in fall. The diagram is a simplification of

the stress in the femoral neck as it only shows the force applied to the femur from pelvis.

These fractures usually occur due to high or low impact in patients who suffer from
osteoporosis. Osteoporosis patients who already have orthopaedic implants such as hip joints
are highly likely to fracture their femur compared to the average person (Lochmiiller et al.,
2002, Turner & Burr 2001). There are three categories of femur fractures which are proximal

femur fractures, femoral shaft fractures and distal femur fractures.
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Figure 2.38: The direction of load applied to proximal femur from acetabulum and general stress distribution
through the cross section of neck (Turner, 2005).

2.19.3.1 Proximal Femur Fracture

Hip fractures (proximal femoral fractures) commonly occur from a fall or from a direct
blow to the side of the hip. Hip fractures are more common in older people, often in 80-year-
olds, and happen four times more often to women. The UK treats about 75,000 hip fractures
annually and the numbers are increasing. The Proximal femur fracture occurs closest to the
upper portion of the femur which is closest to the hip. This fracture usually comes with a hip
fracture or a hip joint failure which is common in elderly patients who suffer from

osteoporosis (Sanders, 2008). There are three main types of proximal femur fractures:

- Femoral neck fracture
2- Intertrochanteric femur fracture
3- Subchanteric femur fracture
The femoral neck fracture occurs when the ball of the hip joint (femoral head) is fractured off

the femur,

I- Subcapital neck fracture — below the head of the neck region is where this type ol
neck fracture usually occurs. This is generally caused by a sharp reduction in cross -
cross sectional area which acts as a stress rise in the bone (see Figure 2.39a) (Sanders,

2008).
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2-  Transcervical neck fracture — this stress usually occurs in the middle of the neck of the
femur bone. This is where the cross sectional area is at its lowest however results in

high mechanical stresses (see Figure 2.39b) (Sanders, 2008).

3-  Basicervical neck fracture — this neck fracture usually happens at the base of the neck
of the bone, the hair line crack runs along a line joining the top of the greater

trochanter to the top of the lesser trochanter (see Figure 2.39¢) (Sanders, 2008).

The intertrochanteric fracture occurs where the fracture line runs the greater and lesser
trochanter. The subtrochanteric fracture extends below the femoral shaft, sometimes it can

also occur below the lesser trochanter (see Figure 2.39d) (Sanders, 2008).

a) b) ©) e

Figure 2.39: Four types of proximal femur fractures: a) subcapital neck fracture, b) transcervical neck fracture,
¢) basicervical neck fracture, d) intertrochanteric fracture, e) subtrochanteric fracture (Georgetown University
Medical Center, 2011).
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2.19.3.2 Femoral Shaft Fracture
Femoral fractures occur due to high energy impact or incorrectly fitted orthopaedic
implants which increase the stress carried by the femur (Sanders, 2008). If the femur bone
is considered jﬁst as a cylindrical shaft (a bone structure on its own) loading fracture can
be analysed. There are five types of loading modes that cause fracture on the shaft of the
bone (Cullinance and Einhorn, 2002):

e Tension
¢ Compression
e Torsion
¢ Bending

e Combination of bending and compression

Tension: As tensile force is applied on the shaft, assuming equal amount of forces
being applied to both sides of the shaft, a fracture pattern can be seen in the middle. The
fracture occurs on the planes where the tensile stresses are at their peak. This is also
known as a transverse fracture (Pankovich and Davenport, 2006; Carter and Spengler
2002).

Compression: Compressive loading can result in a slope/slanting fracture line with
respect to the direction of the applied load. Along planes of high shear stress is where the
compressive force can produce a fracture (Pankovich and Davenport, 2006; Carter and
Spengler 2002).

Torsional: Torsional forces usually result in a continuous spiral like fracture across
the shaft of the bone. This type of fracture is also known as an oblique spiral fracture
(Pankovich and Davenport, 2006; Carter and Spengler 2002).

Bending: The bending forces are where half of the femur bone goes into tension and
the other half goes into compression. As seen is Figure 2.40, the fracture pattern appears
to be that of tensile and compression forces (Pankovich and Davenport, 2006; Carter and
Spengler 2002).

Combination of bending and compression: As illustrated in Figure 2.40 the pattern
has two oblique fractures at the end along with a fracture in the middle of the bone. This

type of fracture is also known the butterfly fracture. As the compressive force increases,
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the butterfly fragment will consist of more than just one piece (Pankovich and Davenport,
2006; Carter and Spengler 2002).
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Figure 2.40: Five modes of force that fracture femoral shaft: a) tensile force, b) compressive
force, c) torsional force, d) bending force and e) combination of bending and compressive
forces (Thakur, 2007).

2.19.3.3 Distal Femur Fracture
Distal femur fractures occur within the distal (bottom) 15cm of the femur. Distal
fractures are generally caused by either high-energy trauma or low-energy injuries for
patients with osteoporosis. These types of fractures most commonly occur in patients with
ill-fitting total knee prostheses (see Figure 2.41). On the other hand, high-energy trauma
can be transmitted to the flexed knee and will create fractures at the distal femur. The
distal femur fractures are mainly divided into four categories: Supracondylar fracture,

inter condylar fracture, condylar fracture and distal femoral epiphyseal fracture (Sanders,
2008).

® Supracondylar fracture: The fracture breaks off the distal femur from the rest of the
femur in a transverse direction. Supracondylar fractures occur on the plane normal to
the axis of the femur around the edges of the epiphysis where the stresses are
concentrated due to the change in cross-sectional area.

* Inter condylar fracture: The inter condylar fracture runs between the lateral condyle
and the medial condyle. This fracture segments the femur into at least three parts if

not more depending on the severity of the event of injury.
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e Condylar fracture: The condylar fracture produces an oblique fracture pattern across
the epiphysis. This results in a femur with one of the condyles intact and an oblique
fracture of the other condyle. The distal femoral epiphyseal fracture occurs across the

epiphysis.

e Distal femoral: The distal femoral epiphyseal fracture occurs across the epiphysis. In
other words, parts of epiphysis are intact with the femoral shaft while the rest of the

epiphysis is fractured in a transverse direction with respect to the axis of the femur.
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Figure 2.41: Four types of distal femur fractures: a) supracondylar fracture, b) inter condylar
fracture, ¢) condylar fracture and d) distal femoral epiphyseal fracture (Sanders, 2008).

2.19.4 What Causes a Hip Fracture and How Diagnosis the Hip Fracture?

Osteoporosis, cancer, or stress injuries can weaken the bone and make the hip more
susceptible to breaking. In severe cases, the hip can fracture simply through the act of
standing and making a slight twist. The pain associated with the injury will be concentrated in
the outer upper thigh or groin. The diagnosis of a hip fracture is generally made by X-ray.

However, in some instances an incomplete fracture may not be seen on a regular X-ray.

62|



a) b)

Figure 2.42: Shows a) the X-ray image of the hip and femur and b) the MRI scan of the hip and
femur (David er al., 2012).

Figure 2.42 shows the different image of the hip and femur in X —ray and MRI scan.
Statistics show that it is age-specific, but the population percentage is not high - about 14% in
postmenopausal women and 6% in men. Postmenopausal women suffering earlier non-hip
fractures have an increased risk of later hip fracture and the relative risk is highest within the
first years after the fracture. Patients in nursing homes have a high risk of hip fracture (annual
rate of 5-6%), and they might suffer one and a half falls per person per year. The strength of

the bone itself may not offer the greatest protection.

Experiments which carried out by Melton et al, 1992, show that the soft tissue covering
the hip may be more protective. In another experiment, external hip protectors were tested in
a nursing home study and the rate was reduced by 50%. The review found that the essentials
in the development of hip fracture are, risk of fall, type of fall, type of impact, energy
absorption, and bone strength. Risk estimation and prevention of hip fracture may prove
realistic when these issues are taken into consideration. An estimate of the total hip fractures
globally twenty years ago was 1.7 million. The world’s ageing population is likely to take this

total to 6.3 million by 2050 (Cooper er al.. 1992).

The resources needed for patients with hip fracture equal about 17% of hospital
orthopaedic surgery beds. Every fifth patient will be referred to a nursing home (Jensen et al.,
1980). As Figure 2.43 shows age has a most significant part in the injury. About 80% of hip

fractures occur in the women older than 70 years old while in men 50%. Melton et al, 1992
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estimate the lifetime risk for people of 50 to be 17.5% for women and 6% for men. A 60-
year-oldwoman with a life expectancy of 81 years has an estimated lifetime risk of hip
fracture of 14%. A man of 60 with a life expectancy of 77 years has an estimated risk of hip

fracture of 6% (Melton et al., 1992).

The fatty covering of the hip that offers significant protection against hip fracture was
found by Lauritzenet et al, 1993 ( see Figure 2.43). Women who experienced hip fracture had
an average 22 mm of subcutaneous tissue compared with 32 mm in healthy women who had
not suffered hip fractures. The investigation found that the thickness of the soft tissue was
related to body weight (BW) and BMI, but no relation was found to height and age, except for
women with hip fracture, among whom age and soft tissue thickness correlated negatively

(Lauritzen et al., 1993).
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Figure 2.43: The annual age-specific rate of fallers in women and men in nursing homes
(Lauritzen er al., 1993).

Those having pattern-falls tend to have more functional disability, to have increased
impairment of mobility, to use more aids to mobility, to be older, and to have poorer vision
and lower systolic blood pressure. Three fourths of femoral neck fractures occur in the
"home" and approximately two-thirds of these are due to a fall precipitated by an
environmental hazard. The causes of falls among patients with hip fracture are either tripped

or lost balance (57%), spontaneous (23%), or lost consciousness (20%).
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Risk factors for hip fracture have been narrowed by investigating teams to one or more of

these factors (Campbell er al., 1981) (see Figure 2.44):
I.  The faller must be orientated to impact near the hip

II.  Protective responses must fail and local soft tissues must absorb less energy than

necessary for prevention of fracture.

II.  The residual energy of the fall applied to the proximal femur must exceed its

strength.

Fall =} Protective responses s} Energy absorption sssiBone strength s Hip fracture

Figure 2.44: The cascade of events leading to hip fracture (Cummings and Nevitt, 1989;
Lauritzen et al., 1993).

Other risk factors are tendency to fall, disability and immobilisation, low physical
activity, use of psychotropic/anxiolytic/hypnotic drugs, use of corticosteroids, low calcium
intake in the elderly, osteomalacia, thyreotoxicosis, cigarette smoking, chronic alcoholism,
diabetes mellitus, insufficient sunlight exposure, and a protective effect from thiazide
diuretics. Evidence is lacking for risk factors such as heredity, nutrition, and medical
conditions. No information is available on the combined effects of the different risk factors.

This relationship is rather complex and poorly understood.

The risk of fracture is especially increased in persons who walk with sticks or help from
another person or have experienced a recent fall (Boyce and Vessey, 1988; Copper er al.,
1988; Grisso et al., 1991) and (Stott and Gray, 1980). Many patients with a hip fracture have
suffered an earlier fracture and in nursing homes many residents will share several of the
aforementioned characteristics. Nutritional factors may be important, although difficult to
assessable. In elderly women, it has been shown that nutritional status correlates closely with
both food intake and disability. This may also explain why being overweight protects against

hip fracture (Lanritzen and Lund, 1993 Morgan et al., 1986). Other explanations are that a
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protective effect may be related to oestrone production from and the androstenedione level in
fat cells in postmenopausal women or overweight status induces greater stress on the

skeleton, which stimulates bone strength.
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Chapter 3 - 3D Proximal Ferhur Model Generated

from CT scan Data

3.1 Introduction Imaging Technology

Techniques that can acquire detailed anatomical information in the field of medical
imaging from bone fractures are Computed Tomography (CT) and Magnetic Resonance
Imaging (MRI). Hip fractures are known as common injury and it can lead to permanent

disability, pneumonia, pulmonary embolism, and death.

However, the specialist who wants to use the techniques to treat fractures needs training
and experience to reach the correct diagnosis. The technical problem for the doctor is that the
images achieved from the techniques are not platform-independent. The images can only be
accessed at the platform with the scanner attached. Specialists expect that 3D models will
come from slices taken from the CT scan, once it has been analysed by a method known as
Finite Element. Methods it will show the responses to be expected at various loading
conditions. This will help the specialists to advise patients on important precautions to

prevent possible further damage.

Integrating these important medical supporting technologies such as medical imaging,
computer-aided modelling, rapid prototyping (RP) and computer aided engineering (CAE)
will reduce risks, help with the cost, and be invaluable for decisions by specialists. However,
CT scanning, or MRI, which shows the specialist the precise cause and region of the affected
part, is stored in DICOM form. The images can be visualised for easy decoding when the
proper hardwére is employed. This is associated with the scanner and this puts the cost
beyond many GP practice finances. Another problem that comes from such a sophisticated
technology is the difficulty of not only explaining to patients exactly what the scans reveal,
but for the doctor to interpret the information fully.

3.2 Imaging Technology
Various modalities which are commonly in use in medical imaging are computed

tomography (CT) and magnetic resonance imaging (MRI). These methods are used to create a
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digital geometry. Computer processing is used to generate a three-dimensional image of the

human body from a large series of two-dimensional images.

CT imaging is ideal to use for scanning when the objects have different density,
depending on an absorption coefficient. However, CT imaging is not efficient at
distinguishing between different soft tissues which causes poor image quality. The MRI
allows excellent soft-tissue contrast, so CT and MRI are sensitive to different tissue

properties. The appearance of images obtained with these two techniques differs markedly.

3.2.1 Computed Tomography

The CT software processes a large volume of data to create two-dimensional cross-
sectional images of the body. Pixels in an image obtained by CT scanning are displayed in
terms of relative radio density, as shown in Figure 3.1. At each sampling point within the
volume, each type of scanner will measure a value relating the density of the material at that
point and converting it into a pixel greyscale value. The measurement relates to the amount of
X-rays absorbed by the object. Organs with different density will get different pixel values. In

this way, the different organs, tissues or volumes can be defined (Forman er al., 2009).

Figure 3.1: Image of CT (Forman er al., 2009).
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3.3 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is known as nuclear magnetic resonance imaging, it’s
a test that uses magnetic field and pulses of radio wave energy to visualize internal structures
of the body in details. MRI has a higher contrast on soft tissue comparing to CT and thus a
very suitable candidate for distinguishing pathologic tissue, and imaging in the cardiovascular
and oncological disciplines. The explanation of physics involved in MRI is beyond the matter
of discussion here, however MRI makes use of the nuclear resonance of an elementary
subatomic particle with an odd atomic number, such as 1H, 31P or 13C, which acts like
magnetic dipoles. Under strong magnetic field, usually generated by an electromagnet in an
MRI machine, the atoms start to align with the axis of the external magnetic field with a

resonance frequency known as the Larmor frequency, named after a French physicist.

The Larmor equation is wo = gxBy ;where oy is the Larmor frequency, By is the magnetic
field and g is the constant gyromagnetic ratio, specific to each type of atomic nucleus
mentioned above. However, only a slight majority of atoms are aligned (parallel protons) in
the direction of the magnetic field and the remaining is aligned in an opposite fashion (anti-
parallel protons). This creates a slight net magnetic moment in the tissues under the strong
magnetic field. When a radio wave pulse exactly the same as the Larmor frequency is applied,
some of the already aligned protons will be pushed out of their alignment under the original
magnetic field. A receiver coil can detect a tiny but detectable change in the magnetic field

when the protons relax back to their original states (Forman et al., 2009).

The realignment of the nuclei relaxation after short pulse in the Larmor frequency is
called longitudinal relaxation. The time required for the tissue magnetism to reach back to
63% of the value before the pulse is applied, is termed T1. A common value of T1 is 500ms
to 1s. The transverse relaxation time, which is the local de-phasing of the spins after a
transverse pulse, is named T2. A common value of T2 is 50ms to 100ms. By using different
time period between the radios pulses, echo time and other parameters, images with very

different contrast can be achieved (Forman et al., 2009).
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3.3.1 CT Scan vs MRI

An x-ray of the hip will be explained here to understand the difference between CT
imaging and other techniques. The bone structures of the hip can be viewed using basic x-ray
techniques. With magnetic resonance imaging (MRI), blood vessels and soft tissue can be
viewed, but clear, complete images of bony structures cannot be obtained. On the other hand,
x-ray angiography can show the blood vessels of the hip and not soft tissue. CT imaging of
the hip can provide clear images not only soft tissue, but also bones and blood vessels. Figure
3.2 and 3.3 shows the different CT scan and MRI from the proximal femur fracture. CAD
data implants can be imported and positioned into the image data and then Simpleware

software automatically allows the multipart models to be converted into high quality meshes.

Figure 3.2: Plain films (A) and 64-slice CT scan (B) did not demonstrate the intertrochanteric fracture that was
apparent on magnetic resonance imaging scan (C) of this 82-year-old woman (David er al., 2012).
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Figure 3.3: a) The proximal femur taken from a digitised pelvic radiograph b) The key anatomical features of the
proximal femur ¢) some common geometrical measurements of the proximal femur (David et al.. 2012).
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3.4 Simpleware Software

Computed tomography (CT) imaging is also referred to as a computed axial tomography
(CAT) scan. Rotating x-ray equipment is combined with a digital computer to obtain images
of parts of the body. Images of cross-sections of a body’s organs and tissue are produced with
CT imaging. There are other imaging techniques, but CT imaging’s advantage has the unique
ability to produce clear images of different types of tissue. It offers views of soft tissue, bone,
muscle, and blood vessels, yet without sacrificing clarity. Other imaging techniques are
available which are less demanding on the practitioner’s knowledge, but the image types
produced are limited. Software that transfers CT or MRI images in a scan is a radiology
technique that uses a combination of magnetism, radio waves, and a computer capable of

producing images of body structures.

The MRI scanner is a tube surrounded by a giant circular magnet in which a moveable
bed is inserted. The magnet generates a strong magnetic field that aligns the protons of
hydrogen atoms which are exposed to a beam of radio waves. Various protons of the body are
acted upon. A faint signal is produced which is detected by a receiver in the MRI scanner.
The computer processes this information, and produces an image. Simpleware offers three
important functions: It lets the operator see and analyse anatomical structures, and allows the

operator to design required solutions as dynamic and static systems are portrayed accurately.

3.5 Simpleware Software Overview

Simpleware, the software solution for converting 3D images into computer-aided design
tools (CAD), rapid prototype (RP), and finite element (FE) models, has three options for
processing and meshing 3D image data as Figure 3.4 shows. The ScanIP component is the
core image processing platform, and the +FE module integrates mesh generation, while the
+CAD module caters for CAD integration. To enlarge on the capabilities, the ScanIP program
offers a wide range of image visualising and processing with segmenting capabilities, which
are sufficiently intuitive to suit the casual user as well as the experienced. For CAD analysis,
segmented images are exportable as STL or IGES files or RP manufacturing. Importing
directly into commercial finite element (FE) packages is enabled with the +FE module. An

extensive selection of image processing tools comes with ScanIP which assists in visualising
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and segmenting regions of interest from 3D data, such as MRI, CT, micro CT, and

microscopy.

The +FE module can convert 3D image data into multi-part volumetric models. It was
formerly known as +ScanFE and it can provide unique meshing capabilities that allow the
creation of extraordinarily accurate 3D image-based models. ScanIP's capabilities have been
extended considerably, and it can produce volume and surface meshes, and with grey level
data automatically assign the material properties. The analysis-ready meshes are importable
by many commercial FE and CFD packages. The +CAD Module offers an uncomplicated
importing of interactive positioning and integration of CAD models. The +CAD module was
called +ScanCAD and it is now a bolt-on component for ScanlP to integrate CAD objects into
3D imaging. This means that these combined models are exportable as multi-part CAD
models. When they are used with the +FE module, they can be converted into multi-part

volumes,

) ScanlP
CT, MRI, Micro-CT Image processing tools
L1l I l l
—_— + Scan CAD Scan FE . I
CT, STL *** Integrating CAD into image Volumetric meshing FE,.CFD
= e
— g |

Figure 3.4: Simpleware Software products.

3.6 Image Reconstruction

The signal arrives at the computer in analogue format and an analogue to digital converter
turns it into a binary file. The digital signal is stored and the image is reconstructed. Each of
the pictures is now termed a pixel and is displayed on a matrix. This is assigned a number,
called a Hounsfield unit, based on the amount of energy recorded by the detector. The
anatomy of an object, made up of a large number of tiny elongated blocks, is reconstructed

and then represents a volume of tissue called voxel, which stands for ‘volume of pixel’.
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3.6.1 Importing Data

In this study the geometry of the pelvie—femur complex has been selected from a male of
60 years. His stature and weight are 183 ¢cm and 77.4 kg respectively. This subject has the
characteristic mass and stature close to the average adult male. The data was collected by the
Department of Radiology, Millad Hospital, Tehran, Iran. Material properties included
cancellous bone. Its thickness and the thickness of cortical bone were based on in-situ CT
scan data [Siemens, 110 KVp, 105m, 5mm thick slices at 2.5mm interval, 255 numbers of
slices, acquisition matrix and in-plane resolution 0.7mmx0.7mm (pixel size)|. Depending on
the pixel spacing and slice thickness, the image quality will vary. If the image quality is
higher, the picture has more detail. Figure 3.5 shows two pictures with different dimensions

of the pixel.

Figure 3.5: Two images with different pixel size. In (a), the pixel size is 0.5x0.5 (mm). In image (b) the pixel
size s 0,97x0.97 (mm”) (Forman er al., 2009).

The 255 CT-Scan in DICOM (Digital Imaging and Communications in Medicine) format,
after proper thresholding and segmentation of the bone, was loaded in the trial version 3.1,
SIMPLEWARE Software, UK, to produce the solid model. The output was converted in the
DXF format and transferred to the IGS format by using mechanical software, ANSYS. The
IGS data produces the three dimensional (3D) FE model of human pelvis femur soft tissue in

ANSYS.
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The CT scans of proximal femur, stored in DICOM forms, were imported by the ScanIP
equipment and decoded as Computer-Aided Design (CAD). This 3D modelling is the
prerequisite for analysis by finite element modelling (FEM). The (DICOM) standard was
created by the National Electrical Manufacturers Association (NEMA) for distributing and
viewing medical images, such as CT scans, MRIs, and Ultrasound. DICOM is now a
comprehensive set of standards for the handling, storing, printing and the transmission of

medical imaging information.

DICOM includes a file format definition, as well as a network communication protocol.
The header consists of a 128-bytes file preamble, followed by a 4-byte DICOM prefix. Down
sampling data to a resolution where features remain identifiable and reducing the size of an
image itself is often recommended. Lower memory requirements usually make the
segmentation step easier and consequently number of elements in FE mesh is also reduced.
The voxel size (spacing in mm) decides the size of the base element in the mesh and thus
influences the density of the generated mesh. Small base elements mean higher density in the

system. Figure 3.6 shows the import of DICOM file (slice 0) in Simpleware.

.......

= e ' Image of Femoral oy e
e o AT LU . | head CT, slice0 | = ™
/| in XY onientation

St # e s 0 \

I et ot e w2

S g i, T B

—
|

a) b)

Figure 3.6: a) Import of DICOM files dialog box and, b) Transformation dialog box.

74 |



3.6.2 Resampling of Data

Assuming a mesh with minimum element size of 0.7mm, the highest mesh density is
likely to be generated. In this case, elements are resampled down to a voxel size of, say,
0.7 x 0.7 x 0.7 (see Figure 3.7).
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Figure 3.7: Resampling slices in Simpleware.

3.6.3 Cropping of Data

Cropping is highly recommended for reducing the image until only the necessary objects
remain. Using an XY view, sliding through the slices to find the actual number contained
within the object, is the most appropriate method to crop the data. How much should be
cropped? The easiest answer is to start with the XY view, and then slide through the slices to
find out how many are actually contained within the object. Figure 3.8 shows the slice 231 in

XY orientation after cavity fill.

In this particular example, the bone extends from slice 1 to, approximately, slice 287.
This guides the ideal cropping for the YZ and ZX positions. It is important not to crop too
closely to the object. It is preferable to leave some space. The mesh generator cannot smooth

surfaces at the volume border, and consequentially would leave them flat.
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Croppingin XY, YZ and ZX onentation

Figure 3.8: Slice 231 in XY orientation after cavity fill and crop panel.

3.6.4 Segmenting Regions of Interest

Segmenting regions of interest is the process of identifying to where each pixel belongs.
The segmentation applies to different CT images. Separating the images into different parts
depends on the pixel value in grey levels of CT scan images. Most time spent on the model
generation process goes to segmentation process. Each organ has a different density, so the
organ or soft tissue is defined depending on pixel values (see Figure 3.9). Each pixel creates a
voxel, and the volume images can be considered as three-dimensional tables containing
intensity values for particular positions in space. We can use semi-automatic methods to
determine the structure manually, when the contrast between different parts is not clear,
manual methods. Figure 3.10 shows slides in XY, YZ and ZX orientation after morphological

close.

Figure 3.9: Example of segmentation of the lungs from PMHS M457(Forman et al., 2009).
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Figure 3.10: Slides after morphological close.

It should be noted how the inside of the bone features fine structures/trabecular (e g slice
0 in XY). In many cases, a merging of slices will simplify the surface. Trabecular region
bones are of a low density and this can be shown by using material properties in the signal
strength. A Morphological close, which effectively simplifies the shape of the object, leads to
a simpler mesh. Internal holes of the structure which show at this stage can be solved with
the Cavity Fill function of the Floodfill tool. The main aim is to eradicate small holes yet
preserve the marrow as a cavity within the femur. The FloodFill algorithm is the answer, used
by left-clicking on a pixel belonging to the femur, not the air as shown in Figure 3.11 and

Figure 3.12. This will create a new mask (Mask 1).

Fltess  Sogrerd shem,

Cument Tl

Floodfa -
Aaik

(%) hom actve back grousd

O o ackve mask

Paamaten;

Ve pecdy

() Lowwtt 3 uppss thwechold

O ) DELTA (93, 19,0) 255, 1400

P ™ 5 Shows the pixel

Mocda

b 1] (OF 1 ) 30 flocall
Mah apmsanon Frelowm o
(%) Comate roew mask. () fecirve thoe
() Selechon
#) Al hoen

Figure 3.11: Floodfill tool panel and slice 0 in XY orientation.
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Figure 3.12: Floodfill on slice 0 in XY, slice 44 in XZ and slice 81 in YZ orientation.

All holes that should not show should be filled. It is necessary to ensure that the marrow
is not seen by the software as a hole. This is achieved by padding it in the Z direction by

connecting it with the outside of the bone (see Figure 3.13 and Figure 3.14).
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Figure 3.13: a) Floodfill segmentation in slice 231 in XY. b) Slice 231 in XY orientation after cavity fill.
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Figure 3.14: Slice 234 in XY, slice 49 in XZ and slice 89 in YZ orientation after cavity fill.

The Figure 3.15 indicates that all the holes are gone. However, the XY view shows that
and some remaining holes remain. These actually belong to the marrow, currently connected
to the exterior because of the padding operation. Slice 214 in XY orientation shows that close
to the head of the femur some fine structures still exist. They could be eliminated by applying
a morphological open but that would also create holes in the surface of the bone in places
where it is very thin. Creating a mask for the interior of the bone (marrow), closing it, and
then subtracting it from Mask 1 will have a similar effect to Mask 1, but without affecting

the bone’s outer surface.
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Figure 3.15: Slides after creating mask 2 for the interior of the bone.

The software offers a wide range of filters for different applications such as smoothing
and noise reduction. Smoothing reduces noise but also attenuates contours. The noise
reduction filters preserve features, as much as is possible. Boolean operations are applied for

intersections or unions, and for inverting or subtracting between masks.

The incorrect use of filters causes loss of characteristics of shape and size of the organs,
or parts that have been modelled. The filter and number of iterations depends on each form
and the dimensions of the organ or bone. In order to remove any overlap between Masks |
and 2, a subtract-boolean operation can be applied. Figure 3.16 shows the Boolean operation

1o subtract Mask 2 from Mask 1 on all slices.
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Figure 3.16: Boolean operation to subtract Mask 2 from Mask | on all slices.

3.6.5 Smooth and Remove Artefacts from Data

It is desirable to keep the grayscale information of the background because this will allow
more accurate and faithful surfaces to be shown. This is achieved by smoothing algorithms in
ScanIP. A powerful way to smooth the data is to use the recursive Gaussian smoothing.
Figure 3.17 presents a screenshot before and after applying this smoothing. Usually a value of

I to 3 times the spacing - in the given direction - gives an initial good smoothing.

The threshold values used for the masks in the exercise are 1-255. The value is set at this
level due to the window and level settings. The values are really too close to the boundary 0-
255. This makes the greyscale values less useful. Topology and volume preserving of the pre-
smoothing algorithm involves too many constraints. An appropriate smoothing would be

achieved with the mask binaries.

81|



\\

Figure 3.17: Difference before (a) and (b) after applying the recursive guassian filter.

3.6.6 Generating a FE Preview

First make sure mask 2 is invisible by right clicking on it in the Mask browser then
selecting Toggle and after that in the 3D view, select FE in the 3D preview type. The FE

preview should look similar to the one shown in Figure 3.18.
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Figure 3.18: FE preview in the 3D.



3.6.7 Planes of Geometry in a 3D Model

In the 3D view, it would be easily to visualise the planes of the 2D views. This is a useful
tool to locate areas of interest more easily. In order to use the slice slider, the slices are moved
to the new position of the 2D view planes. 3D view will provide useful information about the
visible mask(s). The information also includes the number of polygons of each mask, the
estimated volume of each mask, the surface area of each mask, and the number of points of

cach mask. Figures 3.19, 3.20 and 3.21 show the viewing of active slices in 2D and 3D.
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Figure 3.19: Active slices in 2D and 3D views.
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Figure 3.20: Active slices in 2D and 3D views

Figure 3.21: Active slices in 2D and 3D views.
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Chapter 4 - Explicit Finite Element Analysis

4.1 Introduction to FEA

The finite element method (FEM), sometimes referred to as finite element analysis
(FEA), is a computational technique used to obtain approximate solutions of boundary value
problems in engineering. A boundary value problem is a mathematical problem in which or
more dependent variables must satisfy a differential equation everywhere within a known
domain of independent variables and satisfy specific conditions on the domain. Boundary
values problems are also sometimes called field problems. The field variables are the
independent variables of interest governed by the differential equation. The boundary
condition is the specified values of the field variables or related variables such as derivatives
on the boundaries of the field. Depending on the type of physical problem being analyzed, the
field variables may include physical displacement, temperature, heat flux, and fluid velocity

to name only few (Hallquist, 2003).

The finite element method works by breaking a real object down into a large number of
elements, such as little cubes. The behaviour of each little element, which is regular in shape,
is readily predicted by set of mathematical equations. The computer then adds up all of the
individual behaviours to predict the behaviour of the actual object. The finite in finite element
analysis comes from the idea that there are a finite number of elements in a finite element
model. Finite element method is employed to predict the behaviour of things with respect to
virtually all physical phenomena such as mechanical stress, mechanical vibration, heat

transfer fluid, various electrical and magnetic phenomena and acoustics.

The finite element method (FEM) represents an optimal tool for modelling complicated
materials such as bones and soft tissue and understanding their response to unusual loading
conditions like impacts. With this method, the continuum is discretised in elements with finite
dimension and interpolation functions are selected for assembling element properties to get
global properties. System equations are solved for obtaining nodal unknowns and then, using
the nodal values, additional calculations are made to obtain other results such as stresses,

strains, moments, etc,
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4.2 LS-DYNA

The explicit LS-DYNA FE-analysis software was used to carry out the simulations in the
present study. LS-DYNA is a highly advanced general purpose nonlinear finite element
program that is capable of simulating complex real world problems. The distributed and
shared memory solver provides very short turnaround times on desktop computers and
clusters operated using Linux, Windows, and UNIX. LS-DYNA is suitable to investigate
phenomena involving large deformations, sophisticated material models and complex contact
conditions for structural dynamics problems. It allows switching between explicit and
different implicit time stepping schemes. Disparate disciplines, such as Coupled Thermal
analyses, Computational Fluid Dynamics (CFD), Fluid-Structure Interaction, Smooth Particle
Hydrodynamics (SPH), Element Free Galerkin (EFG), Corpuscular Method (CPM), and the
Boundary Element Method (BEM) can be combined with structural dynamics (Livermore

Software Technology Corp, 2012).

By determining product characteristics before a prototype is built, for many products LS-
DYNA is the key to reducing time to market. Carrying out investigations with the aid of LS-
DYNA supports the design of robust products with superior performance. For pre- and post-
processing, LS-DYNA comes with the LS-PrePost tool. LS-PrePost can be utilized to
generate inputs and visualize numerical results. The software package LS-OPT for
optimization and robust design is also supplied with LS-DYNA. With the option of
multidisciplinary simulations, LS-DYNA significantly increases potentials for developing
innovative products. These advantages contribute towards reducing development costs. All
above-mentioned features and software packages are supplied as a single unit. LS-DYNA is
not split for special applications, and the licensing scheme enables the different disciplines to

be combined without limitations (Livermore Software Technology Corp, 2012).

In the initial section of this chapter, elementary concept about mechanical dynamics, shell

elements, time integration and overall adaptive procedures will be conferred.

4.3 Basic Structural Dynamics

LS-DYNA is a FEM-program principally for examining enormous distortion dynamic

response of structures. How dynamic difficulties are referred to mathematically and which
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approaches that are applied to solve the governing equations will be preserved in the

subsequent sections.

4.3.1 Governing Equations

Taking into account a statically evaluated structure, the equations of equilibrium for a

linear problem necessitates this:
fni= feu & ku = f 4.1

It means, internal forces are equivalent to external forces. k represents the linear stiffness
of the structure and u is the displacement. In a static non-linear analysis the internal force

fluctuates as a nonlinear function of displacements consistent with:

fint (U)zfext 4.2)

Now, consider the damped dynamic single degree of freedom, SDOF, system in Figure 4.1.

Jp werta force

elastic force Sl
& ——» p(t) extemal
/p forces
damping forces
;——-— u(t) - displacements
Figure 4.1: Single degree of freedom system (Heath, 2002).
Dynamic equilibrium requires that (d’ Alembert’s principle):
fr+ fo + fine=p (0 (4.3)
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fi=mii; = g—t;-‘- ; ii = acceleration 4.4)
fo=cu; 1= % ; 2 = velocity 4.5)
fine = ku; u; u = displacement (4.6)

K is, as in static analysis, the linear stiffness, ¢ is the damping coefficient and m is the
mass of the body. Introducing equations 4.4 - 4.6 in 4.1 indicates the equation of motion. In

the linear case the equation of motion performs as a linear ordinary differential equation as;
mil + cit + ku = p(t) 4.7

In the nonlinear example, the internal force differs in the same mode as in the static

nonlinear case. Hence, the equation of motion acts as a non-linear (Heath, 2002);

mii + clt + fine (u) =p (1) (4.8)

4.3.2 Structural Damping
In structural dynamic analyses the functional force is a utility of time. If a typical load

curve is applied as in Figure 4.2 the respond for a certain node in an undamped structure, -

¢ =0, will act as presented in Figure 4.3.
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Figure 4.2: Typical load curve (Heath, 2002).

That is, the structure will initiate to vibrate with a specific frequency, the natural angular
frequency, ,. To achieve the static solution to the problem, structural damping has to be
considered. Some concepts about structural damping and how the damping can be used in a
dynamic structure follows. Study the equation of motion, Equation 4.7, for an SDOF system.
Then, the change that the vibration is supposed to be free needs to be taken into account. That
is, the structure has been exposed to a displacement, « (0), and subsequently been unconfined.

There is no excitation force acting on the structure.
mit + cit + ku = 0 (4.9)

C as described, earlier the damping coefficient. It describes the energy loss in a cycle of

free vibration. The natural frequency is also calculated as:
wy = [X (4.10)
m

A new term called the damping ratio, ¢, is introduced. The relation between ¢ and C is as

follows:

c
= 4.11
t 2mawy, ( :

Dividing Equation 4.12 by m gives:
il 420wyt + w2u = 0 (4.12)

I'he solution to this differential equation has the form:
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U=e* - (52 +20w,s + w?)est =0 (4.13)

This equation is satisfied for all 7 if:
s+ 2¢wys + w2 =0 (4.14)

Equation 4.15, known as the characteristic equation, has two roots:

S12=wp (—{ +iJ1-02) (4.15)

In the case when { = +1, the imaginary part will be zero. The solution to S; , is exactly
the undamped natural angular frequency. This case is called the critical damping of a system
and ¢ is called the critical damping coefficient and can be expressed as:

Cc,.=2mwn=2vkm=£ (4.16)

Wy

Other types of damping that can occur in a dynamic system are underdamped and over
damped. The differences between undamped, underdamped and critical damping are shown in

Figure 4.3.

Critically damped Undamped

Underdamped

t/T

Figure 4.3: Dynamic response for different types of damping (adopted from (Chopra, 2001)).

On the y-axis, one has the ratio between the response at time £ u (1), and the initial
displacement, u (0), and on the x-axis the ratio between the time t and the natural period time

of the system, T},, which is defined as:
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T, = Z—: @.17)

The above theory is described for one-dimensional single degree of freedom problems,
scalar problems. In multi degree of freedom, MDOF, the same theory applies, with
parameters described as matrices and vectors. The MDOF-system has a set of different
natural angular frequencies. Every frequency is said to describe a mode that is a special
vibration part of the structure. For every mode there is a corresponding ¢, and therefore a
corresponding response. There are different methods of applying damping to a structure.
Unlike the elastic modulus of a material, the properties of damping are not that well

established.

In classical damping theory there are different ways to express the damping coefficient c.
One usually utilizes two main techniques, either mass-proportional damping or stiffness-
proportional damping. Mix of these two makes the so called Rayleigh damping. Since the
damping coefficient, as described earlier, varies in different modes it is a complex procedure
to express the damping for a structure. Normally in structural dynamics, only the lowest

modes (frequencies) are of interest for the response (Chopra, 2001).

4.3.3 Damping in LS-DYNA |
LS-DYNA includes both Rayleigh and mass-proportional damping. For lower

frequencies the mass-proportional damping is more efficient and therefore used. The damping
is applied on the nodes of the deformable structure. The best damping is usually based on the
critical damping of the lowest mode of interest. The damping affects both translations and

rotations of the structure. The damping force is calculated as:

Fiamp = DMt (4.18)
where D is a function of the lowest frequency of interest:

Dy = 26 min (4.19)

4.4 Shell Elements

Shell elements can be regarded as plate bending elements combined with plane

membrane elements. A shell element carries load both in the plane, membrane forces, and
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perpendicular to the surface. Shells can also have a curved surface, though, only flat linear
elements are considered in this work. The definition of a thin shell is that its thickness t is
small compared to the overall dimensions. The thickness can be constant or vary within an
clement. Consider the quadrilateral shell element in Figure 4.4a. The four corner nodes have 5

degrees of freedom each, 3 translations and 2 rotations (Cook et al., 2002).

PR

Figure 4.4: a) Quadrilateral shell element with DOF, and b) Definition of mid plane (Cook er al., 2002).

The stresses in a shell generate membrane forces N, measured in force per unit length.

= y 2 A 4._]0}
= r/. (421)
NJ! = f_;i O'J,I!::

Y
ny = J‘-tfz nyff:,'

The stresses are calculated as a superposition of membrane and bending stresses. For a
lincar elastic thin shell the normal forces are independent of z and the bending stress varies

lincarly with z.

Ny 12M.Z 4.23
N 12M, 2 424)
Ty s |
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g N2 (4.25)

Oxy = : R

Stresses are evaluated at so called integration points within the element. An element
needs 4 integration points to be stable, fully integrated. Elements with less integration points
are called under-integrated. At every integration point a number of integration points through

the thickness can be used to describe the stress variation.

4.4.1 Belytschko-Lin-Tsay Shell

The most frequently used shell element is the so called Belytschko-Lin-Tsay element. It
was first implemented in LS-DYNA as a computationally more efficient element than its
precursor. It is considerably more efficient than the other types of shells and this advantage
depends on several mathematical simplifications. However, because of these simplifications,
it has some disadvantages. It loses stiffness considerably when it is warped and it is therefore
not appropriate for analysing warped structures. Since only one integration point in the plane
is used, zero energy modes may occur. The difference between an under integrated and a fully
integrated element is shown in Figure 4.5a. Zero energy modes are also known as “hourglass”

modes because of their shape. Two typical hourglass modes are shown in Figure 4.5b.

Figure 4.5: a) A fully integrated element to the left and a under integrated element to the right b) Two hourglass
modes for the under integrated element (Engineering Research AB, 2005; Hallquist, 2003).

Since the strain is only evaluated in one point it is possible that no strains occur in that
point. Therefore, the strain energy of the element is zero even though the element is
considerably deformed. For a fully integrated element, the hourglass effect will not have an
influence on the solution. As discussed earlier, an hourglass force is added to the equation of
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motion in LS-DYNA. The aim with this force is to control the formation of these modes.
After the analysis, it is essential to control that the hourglass energy is small compared to the
total energy otherwise, the solution will be inaccurate. Displacements are only evaluated at
the element nodes. The element is linear and therefore no bending deformation of the element
is obtained within the element. An element formulation of higher degree would affect the
critical time step considerably and is therefore rarely used in an explicit FEM-solver

(Engineering Research AB, 2005; Hallquist, 2003).

4.4.2 Explicit Time Integration

LS-DYNA uses the central difference method to solve the equation of motion. In matrix

form, the equation of motion appears as:

Mii + Ctt + ™t (u) = f€%¢ (1) (4.26)
M and C have the dimensions (dof x dof), f and u have the dimensions (Ix dof).
However, the formulation in LS-DYNA differs from the original equation. Because of the
reduced integration that discussed in above, an “hourglass” force is added. There might also
be contact between different parts involved. Therefore a second force is added to the

equation. Thus, the formulation in LS-DYNA appears as:
Mii + Clt + fI7t () = feXt (1) + fFhOUT (1) + FEONE (u,11) 4.27)

If we from now on disregard from “hourglass” and contact forces and return to the

equation for an SDOF system, the following expression appears:

(M+ 2 286) unys = ((B0)2 Py = (DK = 2ty = (M =5 ) Uny)  (428)

When M is a matrix and therefore an inversion is necessary. In a system with a large
number of DOFs this will be computationally expensive to do in every single time step.
Therefore, LS-DYNA uses a lumped mass matrix which has only non-zero values in the

diagonal. Also the damping matrix is diagonal. The inversion of a diagonal matrix is trivial. A
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lumped mass matrix can be seen as every node obtaining a contribution which is proportional

to the area of influence of the node as shown in Figure 4.6 (Hallquist, 2003).

Influence area for middle node

Figure 4.6: Influence area when calculating lumped masses (Hallquist, 2003).

For the MDOF system the solution to u, 4 appears as:

Upsyy = (M + % 2AtC)Y ((At)? P, - ((At)? K —2M)u,, - (M— %C) Up-1) (4.29)

The explicit time integration has many merits, it is memory efficient since no major
matrix inverse operations need to be performed. It also makes it possible to describe a
complex problem with a relative simple algorithm. However, it is as earlier described only
conditionally stable which means that the time step may not exceed a critical value. This
makes the explicit solver, as mentioned, appropriate for short time loading situations. If a
slow process needs to be described, the computational effort will be too high. For example,
the actual time to perform a metal forming may perhaps be 10 seconds but the simulations
made in LS-DYNA are only performed during S0ms. The critical time step, A, depends on
the size of the elements in the model. Small elements require a small time step to make the
central difference method stable. This critical time step is based on wave propagation.
Basically it says that a wave cannot pass an entire element in one time step. This leads to:

ﬁt” —.IHL“L (4.30)

c
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where Luin the shortest element side in the model and ¢ is wave propagation velocity

which is calculated as:

c= ‘/E (4.31)
P

However, different methods can be used to increase the time step and also an implicit

solver is included in LS-DYNA for slower processes.

4.4.3 Contacts Modelling

The contact option in LS-DYNA treats interaction between different parts in a model.
When different parts are interacting, forces appear in the contact interface. There are numbers
of different contact options in LS-DYNA and the majority of them are based on the penalty
method that will be treated later. The contact used in this thesis is mainly a surface to surface
contact, that is, one surface is impacting another surface. Node to surface and node to node
contacts are other types of contact that work in a similar way. The surface to surface contact
computationally is more expensive than the other two but more stable and accurate when a
coarse mesh is used. The contacts are usually defined by a master and a slave side. Generally

the part with highest mesh density is used as a master side.

Although, in the surface to surface contact the choice of master and slave side is
arbitrary. The penalty method consists of placing springs between all penetrating parts and
the contact surface. The function of the penalty method for a node to surface contact is

illustrated in Figure 4.7,
The contact force is calculated as:

F =5k (4.32)
where k is the spring stiffness.

The surface to surface contact is treated symmetrically. In that case, both master and
slave nodes are checked against penetration. If the contact pressures become large, it is

possible that unacceptable penetration occur. The method checks for initial penetration, that
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is, if a node already has penetrated a surface before the analysis starts. It is also possible to

add friction and damping in the contact interface (Engineering Research AB, 2005).

l Motion

# & = penctration

Figure 4.7: Penalty method (adopted from (Engineering Research AB, 2005).

4.5 Generating CAD/FEM Preview

The Simpleware software (v3.1) was used to produce the solid model with the 255 CT-
Scan in DICOM (Digital Imaging and Communications in Medicine) format, after uploading
of the proper thresholding and segmentation of the bone. The output was initially in the DXF
format and then it was converted to the IGS format with mechanical software. The IGS data

produced 3D dimensional FE models of human pelvis femur in LSDYNA®.

A file format definition and a network communication protocol were included in
DICOM. The header consists of a 128-bytes file preamble, followed by a 4-byte DICOM
prefix. It is worth mentioning that the size of the base element in the mesh is decided by the
voxel size (the spacing in mm) which influences the density of the generated mesh. If a mesh
with a minimum element size of 0.7mm is assumed, the highest mesh density is expected to
come from the data. Elements were resampled down to a voxel size of 0.7x0.7x0.7 mm".
Finally, the IGS data of CT images was translated to generate a 3D- FE model of the human

pelvis—femur complex (see Figure 4.8).
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a)

Figure 4.8: The 3D model of proximal femur a) CAD model and b) FEM.

The FE modelling was carried by using finite element software LS-DYNA. The LS
PREPOST 3.1 was used to analyse the results and also to create the models in the pre/post-
processor. The finite element analysis or method is a numerical approach when similar
solutions of partial differential equations exist in sub-regions, or elements. Using certain
relations between the solutions of all elements gives a complete approximate solution for the

entire region.

4.6 Build a Proximal Femur Model

LS DYNA has a vast selection of possible choices for the material model but before
building a model, it must decide which element types and material models will best represent
the physical system. The following section provides the background information needed to

make these decisions.

First, the model to represent the physical system for explicit dynamic analysis has to be
created. For this exercise, the proximal femur model built from CT images will transfer from
Simpleware to ANSYS software (see Figure 4.9). To perform the analysis with the ANSYS
graphical user interface (GUI), the Preferences options must first be set (Main Menu>
Preferences) to “LS-DYNA Explicit”. This will cause menus to be filtering properly to show
explicit dynamics input options. (It is important to note that setting the preference to LS-

DYNA Explicit it does not activate an LS-DYNA solution).
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Figure 4.9: 3D model of proximal femur built from CT images in Simpleware transfer to ANSYS software.

4.7 Material properties of Cortical bone

The classical bilinear isotropic hardening model requires an elastic and plastic slope to
represent the stress-strain behaviour of a cortical bone material (see Table 4.1), (Majumder et
al., 2008). The cortical bone specimen was simulated with Piecewise linear plasticity
material. With Piecewise linear plasticity material it can be defined an elasto-plastic material
with an arbitrary stress versus strain curve and arbitrary strain rate dependency. The stress
strain behaviour may be treated by a bilinear stress strain curve by defining the tangent

modulus. This material includes two attributes: Strain-rate effects and failure criteria.

In LS-DYNA the cortical bone was modelled by type 24 which is defined as
MATERIAL_PIECEWISE_LINEAR_PLASTICITY, pertaining to von misses yield
condition with isotropic strain hardening, and strain rate-dependent dynamic yield stress
based on Cowper and Symonds model. The progression of stress beyond yield (according to

scaling algorithm) for this model is:

A z!/f'
= ({.P P )_ (_;' ) 1 o
¥ '--H“f‘z-n "‘C‘r\ "“.-,r: T
q

“4.41)

Poap
& & . gy v . - g
where ~ 774l yre the effective plastic strain and strain rate, p and g are strain rate parameters.
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4.8 Material Properties of Cancellous Bone

Cancellous bone is known as a composite material with a complex hierarchical structure.
At macroscopic continuum level, bone exhibits orthotropic behaviour with inhomogeneous
material properties. It has been also observed that the tensile strength of bone is smaller than
its compressive strength suggesting that it exhibits a quasi-brittle material behaviour (see
Table 4.1), (Hambli ez al., 2012).

Table 4.1: Details of material properties for the 3D FE model of the pelvis-femur complex (Hambli et al., 2012).

Modeling entities [ Density (ym/an”) | Young smodulus (MPa) | Yield stress (MPa) | Postyield tangent Poisson’s ratio
modubas (MPa)

Cancellous bone | 0.042-0.541* 32-33400 0.354-40+ 0.032-3.342 0.2*

Cortical bone 18 22,700¢ 158¢ 1135% 0.3

Determining the elastic constants of cancellous bone by conventional mechanical test
procedures is very difficult due to the small size of specimens of human cancellous bone. The
data 'analysis methods (Hambli et al., 2012; Van Rietbergen et al., 1996; Kabel et al., 1999)
permit the identification of the elastic constants of trabecular bone in function of volume
fraction (BV/TV). The final results are the solid volume fraction dependent orthotropic

Hooke’s law for cancellous bone with correlation coefficient of 0.934 as follow:

1.8
E, = 1240E, (ﬂ)
v (4.42)
1.89
E, =885E, (ﬂ)
v (4.43)
1.98
G,, = 486.3E, (-B—KJ
v (4.44)
-0.25 =0.16
ou o =3orrd 2] rosaf )"
v v (4.45)

The anisotropic properties of cancellous bone are presented in Table 4.1. Material model
54 of LS-DYNA was selected to model the damage of cancellous bone. The Chang-Chang
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failure criterion which is the modification of the Hashin’s failure criterion was chosen for

assessing the failure.

4.9 Mesh Sensitivity Analysis

The cortical bone has been simulated like a shell. And it has been simulated using
different mesh sizes to choose the most appropriate element size. The two parameters used to
choose the element size were convergence and simulation time. The simulation has been done
in Ls-Dyna with Piecewise linear plasticity material type and under integrated shell elements

(integration with four point).

4.10 Contact Constraint

Contacts between separately meshed objects have to be set as a substitution for boundary
conditions. As gaps initially exist between the boundaries of side by side objects, constraints
are needed to prevent penetration during motion. To establish a good contact between side by
side objects, the gaps between their boundaries have to be within some distance limit over the
whole surface and the surfaces need to follow similar geometry. The contact “Tied surface to

surface” is used for two contacts, between the Femur sutures and rigid suture.

4.11 Finite Element Modelling (FEM)

The previous study (Keyak, 2001) demonstrated that matched pairs of fresh-frozen
human cadaveric proximal femora, obtained from ten female and eight male Caucasian
donors aged from 52 to 92 (mean, 70.3year), were used for mechanical testing. The force was
directed in the coronal plane at an angle of 20° to the shaft while the shaft was restrained. The
proximal femora were mechanically tested to failure at 0.5 mm/s using a servo hydraulic
testing machine. Force and displacement data were recorded at 200 Hz. Measured fracture

load was defined a priori as the maximum load achieved (see Figure 4.10).
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Figure 4.10: a) Mechanical testing of a proximal femur. The force was directed in the coronal plane at
an angle of 20° to the shaft and b) force-displacement curve obtained during mechanical testing

(Keyak, 2001).

The hip was modelled using SHELL 163 which is a 4-node element with both bending
and membrane capabilities. SHELL163 is a 4-noded element with both bending and
membrane capabilities when used for the 3-D modelling of solid structures. It permits the use
of in-plane and normal loads. Twelve degrees of freedom are available at each node-
translations, accelerations, and velocities in the nodal x, y, and z directions and rotations
about the nodal x, y, and z axes. The SHELL163 element offers the availability of 12
different formulations. The number of integration points per element directly impacts CPU
time - as is the case with solid elements. So the reduced integration shell formulations are

recommended for general analyses (see Figure 4.11).

102 |



Figure 4.11: Shell 163 Geometry in LS-DYNA.

The Belytschko-Lin-Tsay quadrilateral element formulation is the fastest of the explicit
dynamics shells. This element formulation, which is also based on the Mindlin-Reissner

assumption (Ghasemnejad er al., 2009) to include the transverse shear, was chosen for FE

analysis (see Figure 4.12).

B PE AR R SRR

Hlﬂi.--?‘l.‘.& P4 S

Figure 4.12: Finite element model (FEM) in LSYNA. All DOF are restricted at the bottom edge, a) areas of hip,
b) lines to make areas and ¢) key point distribution.

103 |



All surfaces of the model were meshed using quadratic shell element with the free mesh
size (see Figure 4.13). In this work the two parts of bone, cortical and cancellous, were
modelled with the integration point (IP) through the thickness of the element, with regard to
allocated material ID and thickness of each section. The striker was modelled as a rigid block
using a solid element. The contact between the rigid plate and the specimens was modelled
using a nodes impacting surface with a friction coefficient of 0.35 which was measured
experimentally to avoid lateral movements. To prevent the penetration of the crushed box

boundary by its own nodes, a single surface contact algorithm without friction was used.

a)

b)

Figure 4.13: Finite Element Model of hip a) Pre-processing (mesh generation) and b) Post-processing (element
deformation) in LSDYNA.
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To simulate the quasi-static condition, the loading velocity of 1 m/s was applied to the
rigid striker. However, the real loading speed was too slow for the numerical simulation. The
explicit time integration method is only conditionally stable, and therefore by using real
crushing speed, very small time increment is required. In this case the response of internal
energy is very similar with one another and the kinetic energy is negligible in comparison to
internal energy. For satisfying quasi-static conditions not only the total kinetic energy has to
be very small compared to the total internal energy over the period of the quasi-static process,
but also the force-displacement response must be independent from the applied velocity (see

Figure 4.14).

{ e

Figure 4.14: Finite Element Analysis (FEA) in axial deformation of hip at various stages in LSDYNA.
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In Figure 4.15 the force-crush distance of all off-axis loading angles which were extracted
from the FEA model is compared with the experimental results. The difference in maximum

force and energy absorption between the FEA model and experiment is less than 5%.
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Figure 4.15: Comparison of Experimental data (Keyak, 2001) and FE modelling.

4.12 Effect of Various Impact Velocities

The effects of hip impact velocity, V, variations on the damage process of an osteoporosis
hip were investigated in LSDYNA®. Various impact velocities of 1.9, 2.3, 2.6, 3.1, 4.0 and
4.5 m/s which have been reported in literature (Hambli er al., 2012; Gomez et al., 2005:;
Kroonenberg er al., 1995) were chosen in this study. The cortical thickness was kept constant
as 3.7 mm which represents a real sideways. The body weight of this person was set as 77.74
kg. In this case, the applied kinetic energy during the sideways fall was quantified according
to various impact velocities. The solver was set for 70 ms fall duration. A time step increment
of 4.32x10™ ms solved the problem. The mass-scaling option was also applied to reduce the

CPU time which led to average 20 h (see Figure 4.16).
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Figure 4.16: Various stages of sideways fall impact in LSDYNA.

4.13 Effect of Various Cortical Thicknesses

In the second part, effects of cortical thickness on the impact resistance of osteoporosis
hip are studied. Different values of cortical thicknesses in the range of 3.4, 3.7 and 4mm were
chosen in this study. Other parameters such as mass (77.74 kg) and velocity (1.9 m/s) were
kept constant. In FE modelling, instead of dropping the whole body from standing position
with zero initial velocity, the proximal femur solid model was placed laterally just 5 mm
above the rigid floor. This technique led to reduce the CPU time. The rigid floor was also

defined as non-translational and non-rotational in the FE model (see Figure 4.17).
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Figure 4.17: Effect of various cortical thicknesses and impact velocities in LSDYNA.

4.14 Effect of Cortical and Impact Velocity on Neck and Intertrochanteric Crack in

Sideways Fall

From the previous studies which were mentioned in the literature review, in general, most
femoral fractures are caused by side falls. Nevertheless, spontaneous fractures account for a
significant amount of hip fractures. Consequently, both cases are commonly investigated
using FE by simulating the side fall and the single-legged stance. The numerical example
presented here follows closely the experimental investigation discussed by Keyak, 2001,

where a left proximal of a male (age 61) was loaded until failure under one-leg stance.

Simulation, cracks were formed and initiated at around neck and intertrochanteric into the
FEA model, virtually in straight line with thickness of 3 mm and propagated under an angle
of 43.8" + 6.70” with horizontal. Boundary and loading conditions are chosen according to the
literature review reported in the previous chapter. The cortical thickness was kept constant as
3.7 mm which can reconstruct a real sideways fall for a person. The body weight of this
person was set as 77.74 kg. In this case, the applied kinetic energy during the sideways fall

was quantified according to various impact velocities (see Figure 4.18).
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a)

Figure 4.18: a) Neck crack and b) Interochanteric crack.

4.15 Discussions and Results

In this work, the effects of various impact velocities and cortical thickness were studied
on the impact damage of femur-hip. First, the impact velocity was kept constant as 1.9 m/s
and the cortical thickness variables were set to 3.4, 3.7 and 4 mm. The results indicated that
high acceleration can be experienced by the bone as the cortical thickness increases (see
Figure 4.22). The force-displacement history was also extracted for the effect of change of
thickness on the impact damage process of hip bone (see Figure 2.21). As it can be seen in
Figure 4.23, an increase of cortical thickness causes higher energy absorption capability
within bone structure. Second case studies were allocated to a change of impact velocity (1.9,
2.3, 2.6, 3.1, 4, and 4.5 nv/s) with a constant cortical thickness of 3.4mm. Due to an increase
of impact velocity, the experienced acceleration by the bone increased to higher values which
causes raising the acceleration-time curve (see Figure 4.22a). The absorbed impact energy at
different thicknesses of 3.4 and 3.7 mm cortical thicknesses has been compared in Figure
4.23; it is shown that increasing the impact velocity significantly increases the energy

absorption capability of bone structures.
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Chapter 5 - A Practical Approach

5.1 Introduction

The interest in assessing the mechanical properties of human bones which discover their
behaviour and the traumatic injury patterns has been an interest for clinicians and engineers.
Biomechanical analysis includes two methods frequently, first of all the experiment is carried
out in-vivo and in-vitro. Human subjects are used for in vivo experimental studies which as a
result have provided an accurate picture of what is clinically relevant. As a result, for almost a
century mechanical in-vitro tests have been carried out on human cadaveric bones and long

bone implants (Roesler, 1987).

Physiologic loading has been observed by researchers to be an intricate interaction of soft
and hard tissue which has been found difficult in replicating real-world physiological
conditions experimentally. Therefore researchers have created and implemented simple
approaches to biomechanical testing by carrying out axial compression, lateral bending,
torsion, 3-point bending and 4-point bending tests independent of each other (Zdero et al,,
2008). Cadaveric bones have many disadvantages in experimental testing. In order to acquire
bones from cadavers, the requirement of consent from the family of deceased has to be
considered as well as ethical approvals. Secondly if studies last several weeks, they can
change the mechanical properties as seen in experimental investigations by McConnell et al.,

(2008) where axial stiffness decreased by 30% over several months.

Cadaver bones which have been embalmed seem to have succeeded in preventing change
in mechanical properties only after several months of the specimen being embalmed (Wainer
1990). The inter-specimen variability in material and geometric properties is the most
essential aspect that faces both cadaver and embalmed bones. The studies carried out by
Zdero et al., (2007), showed that torsional and axial stiffness for human femurs intact varied
by 3.3 and 3.2 times. Due to this inconsistency between specimens results in a large
discrepancy in measured results. Synthetic long bones have advantages over cadaveric
specimens and as a result are becoming more popular, These bones are easy to manufacture
and have a geometry that is consistent which is 20-200 times more uniform than cadaveric
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bones. These bones do not decay over time, they are easy to store, non-toxic and are available

commercially and relatively cheap to acquire.

This in turn includes the FEA modelling software which has enabled the development of
more accurate models that behave similarly to actual human bone (Cheung et al., 2004; Van
Rietbergen er al, 1995). Studies show that FEA provides a close approximation for
comparing the performances of several implants. However for absolute predictions, clinical
conditions would need to be replicated. Although FEA cuts down costs and time, it is still
limited as models get more complicated such as introducing fracture fixation devices and the
modelling of forces. These become difficult to model on FEA requiring assumptions to be
made which may not be valid (which in turn may not give accurate results). For example,
boundary conditions in FEA at the interfacial contact regions could affect the distribution of

loads between bone and implant.

The assumption of bonded contact between the two surfaces in order to achieve perfect
Osseo integration is considered in FE models i.e. bony growth around the implant. In reality
this may not affect results. This investigation focuses on the assessment of the mechanical
behaviour of the femur bone compared to the fresh-frozen specimens experiment carried out
by Keyak, (2001) and the developed FEA model. FE models usually treat bone as a
continuum as opposed to focusing on its microstructural details. This approach is enough for
implant design when relative rather than absolute results are used in comparison between
devices with respect to performance. It is essential that clinical conditions are replicated
should the absolute quantitative performance of an implant be predicted. Even though many
researchers persevere to legitimately carry out experimentation and FEA separately from one
another, combining the two has advantages. Experimentation would be able to assess on what

degree an FE model can successfully replicate more real-world conditions.

FEA on the other hand, has the ability to mimic loading conditions and extend data
analysis far more than what is possible to perform in a laboratory setting. Two caveats must
be kept in mind; firstly experimental setups should be able to simulate real-world
Physiological conditions as much as possible even though their inevitable limitations are
recognized. Secondly, accurate and proper verification, validation and sensitivity of the FEA

analysis should be run to ensure that the models are working properly.
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Therefore the aim of this section will be to present practical tools for engineers and
clinicians who combine mechanical experiments and FEA to successfully carry out
orthopaedic biomechanics research. A specific overview will be given of the purpose,
principles and data assessment when performing mechanical testing and FEA as independent
research modalities. This will be followed by a practical and computational analysis which
will be used in combination to generate results which assess a practical case study of a real

world orthopaedic biomechanics problem.

5.2 Background to the Composite Bone

Composite bones replicate femurs (Sawbones, Pacific Research Laboratories, Inc.,
Vashon, WA) are widely used in orthopaedic research, and have undergone several design
changes since their introduction in 1987. The second generation of composite bones with a
fiberglass fabric reinforced epoxy for the cortical bone analogue was introduced in 1991, and
the structural properties of these bones have been reported in (Cristofolini et al, 1996;
Cristofolini and Viceconti, 2000; Heiner and Brown, 2001). The third generation of
composite bones, with a short glass fibre reinforced epoxy for the cortical bone analogue, was
designed in 1998 to improve uniformity of mechanical properties and anatomic detail on the
bones (Pacific Research Laboratories, Inc., 1998). This generation had similar inter specimen
variability in structural properties when compared to the second generation bones under

bending and torsional loading.

They also have significantly less variability under axial loading and they reasonably
approximated the structural stiffness’s of natural human bones (Heiner and Brown, 2001).
Fourth generation composite bones are now available and they have the same geometries as
the third generation bones. The cortical bone analogue material which is still a short glass
fibre reinforced epoxy has been changed in order to provide better fracture and fatigue
resistance, and to increase tensile and compressive strengths, thermal stability and moisture
resistance (Pacific Research Laboratories, Inc., 2007). This fourth-generation cortical bone
analogue material was shown to have better fatigue behaviour (higher fracture toughness,
higher threshold stress intensity to propagate a crack, and a lower fatigue crack propagation

rate) compared to the third generation cortical bone analogue material (Chong et al., 2007b).
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Additionally, the fourth-generation material’s tensile yield modulus, ultimate tensile
strength, fracture toughness, and fatigue crack propagation behaviour were closer to the
values for fresh-frozen human cortical bone than were the values for the third-generation
material (Chong er al., 2007b). In a different study, third- and fourth-generation femurs were
implanted with total hip femoral stems, immersed in an environmental chamber (isotonic
saline solution at body temperature), and their fatigue performances were compared (Chong
et al., 2007a). In a cycled compression between 267N and 2670N at 5Hz in a simulated one-
legged stance, the fourth-generation femurs had much better fatigue performance; the third-
generation femurs experienced complete structural failure at an average of 3.16 million
cycles, while the fourth-generation femurs survived to 10 million cycles without any
structural failure, noticeable external crack formation or substantial change in actuator

deflection (indicative of internal crack formation).

In-house testing by the company (Pacific Research Laboratories, Inc., 2007)
demonstrated that the tensile and compressive strength and modulus values of the Table 5.1
Tensile and compressive properties of third-generation composite (3rd gen.), fourth-
generation composite (4th gen.) and natural human cortical bone (Pacific Research
Laboratories, Inc., 2007: data used with permission).

Table 5.1: Comparison of 3rd generation and 4th generation composite (Pacific Research Laboratories, Inc.,
2007; data used with permission).

Natural 3 generation 4" generation
Compressive elastic modulus (GPa) 17 7.6 16.6
Compressive strength (MPa) 170 120 154
Tensile elasticmodulus (GPa) 17 124 16.0
Tensile Strength (MPa) 130 90 107

Additionally, it was shown that the mechanical properties of the fourth-generation
composite bones have been improved with increased fracture toughness, fatigue crack
resistance and threshold, as well as increased tensile without any change in anatomical
features (Pacific Research Laboratories, Inc., 2007). In this regard, the purpose of the present
Study was to measure the structural properties of the fourth-generation composite femurs and

tibias under quasi-static loading conditions. The fourth-generation composite femur modelled
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natural cortical bone using a mixture of glass fibres and epoxy resin pressure injected around
a foam core. The mid shaft area had an intramedullary canal of 16mm diameter. The
cancellous core material comprised of cellular rigid polyurethane foam. The material’s
characteristics were obtained from the manufacturer and are summarised in Table 5.2.

Table 5.2: Material properties of composite femur specimens (Pacific Research Laboratories, Inc., 201 1; data
used with permission).

Material Properties of 4" generation composite femur
Tensile Compressive
Layer Material | Density | Strength | Modulus | Strength | Modulus
(g/cm®) | (MPa) (GPa) (MPa) (GPa)
Cortical Short glass 1.64 106 16 157 16.7
fibre filled
epoxy
cancellous | Cellular rigid 0.2 - - 39 0.0475
polyurethane

The Fourth generation composite femur specimens were designed with a larger canal
diameter of 16mm, in order to replicate osteoporotic cortices. This new composite femur also
limits the number of screws that can be applied to the femoral shaft and is meant to simulate a

worst-case clinical scenario. The detailed geometry of the specimen is shown in Figure 5.1.

Dimension
485mumn
S2mm

37mm
120°
32num
Q3mum
16nun canal

M|im| |G| n| T =

Figure 5.1: Large left Fourth Generation Composite Femur ((Pacific Research Laboratories, Inc.. 2011).
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5.3 Anatomy and the Loading Conditions of the Force on Hip

This section describes the methodology used for both the experimental and computational
studies. The two forces acting on the bone are Fpenis and Fypi in two different axes which are

the mechanical axis and the femoral axis (see Figure 5.2).

Fpelvis

Femoral Axis

Figure 5.2: A free body diagram of the loading conditions of each femur test.

The mechanical axis is defined as the line between the two forces acting on the femur in
its anatomical position. The femoral axis is the line that is parallel to the shaft of the femur,
The angle between the femoral axis and the transverse plane is 0. The angle between the

mechanical axis and the femoral axis is @ which was set around 117 in this study.

5.4 Specimen Preparation

Three medium-size of fourth generation medium-sized composite bones (model number:
3403) from Sawbones (Pacific Research Laboratories, Inc., Vashon Island, WA, USA) were
examined in this study. Each composite femur was fixed by a clamp then; the femur was
subsequently sectioned at two-thirds of its length below the femoral head, and about 250 mm

distal to the lesser trochanter and then cut (see Figures 5.3 and 5.4).
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Figure 5.3: Sawbones rigidly fixed by a clamp.

Figure 5.4: A sample of Sawbones' femur bone after cutting.

The femur composite bone was inserted in a jig with the depth being 100mm and secured
inside the pot with 8 pointed screws to provide mechanical restraint as well as the jig was
mounted rigidly onto the baseplate of the test machine. The femur composite bone was

aligned at 20° adduction as shown in Figure 5.5.

Figure 5.5: Design of fixtures for the experimental studies.



After analyzing the function of the bone support jig created, a slight motion of the bone
was observed under test conditions which shown in Figure 5.6. To prevent that motion and to

hold the bone firmly during the tests, two additional Tap Holes were drilled. For the screws to

be tightened properly, chamfers were made to gain clearance.

Figure 5.6: The axial loading setup for the composite proximal femurs.

The vertical and horizontal edges of this jig fixture base were also served as a coordinate
system that was fixed relative to the femur to facilitate accurate vector derivation and
modelling of the applied load. In this study the positioning of the femur bone at the given
angle of 0 = 20° was necessary in order to try and replicate the way a natural femur head is

distally referenced in the two legged-stance of a human being.

In this case, values close to those acquired from the simulations of tensile stress loadings
experienced on the natural femur head could be obtained. The composite model was then
loaded on to an axial load testing machine between a platen and a jig secured to a datum as

shown in Figure 5.7.

123 |



Figure 5.7: For the stance configuration, force was applied to the femoral head over a 3cm diameter region
within the coronal plane and directed at 20° to the shaft axis while the shaft was restrained.

5.5 In-vitro Biomechanical Testing

The purpose of in vitro biomechanical testing is to create and obtain valuable pre-clinical
data to the researchers and clinicians. It allows the intact human joints, long bones and soft
tissue to be mechanically characterized. The experiment assesses the performance of joint
prostheses and bone-implant fracture fixation constructs. It provides the ability for engineers
and surgeons to improve the design of a potential new implant or surgical technique under
controlled laboratory conditions. It helps researchers decide upon the feasibility to expand on
time, energy resources and finances on subsequent clinical studies in live animal or human
subjects. It prevents the need for unnecessary introductions of new orthopaedic devices into
the market and their implantation into patient populations. As a result, there has been a recent

consideration of the need for an evidence-based approach which brings new orthopaedic
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devices to market. This follows a hierarchy sequence of evaluation approaches, starting with

basic biomechanical testing.

5.6 Quasi-Static Axial Loading

Experiments were carried out on a Zwick/ Roell machine included load cell capacity of
+25KN, a resolution of 0.1 N, and accuracy of +0.5%. The loading frame was at an axial
stiffness of 8 KN/ 50mm, joins withstanding a force of up to 7 KN/ 50 mm which is 150-250
times stiffer than intact synthetic and human cadaveric femurs. A vertical compressive load
was applied on the femoral head of the bone with a displacement control of max = 0.5mm,

rate = 100 mm/sec.

There was no slippage of the femoral head observed at the applicator head interface. The
load vs displacement curve’s slope was defined as axial stiffness. Force and displacement
data were recorded at 200 Hz. The loading frame was at an axial stiffness of 260 KN/mm.
Therefore no compensation was needed for the intron tester compliance. The test regimes
described above have been implemented in previous investigations such as Keyak, 2001. A
vertical load was applied on the apex of the head using displacement control method. The

force-displacement curve’s gradient was also used to calculate the axial stiffness.

8.7 Results

Experimental data with respect to the mechanical behaviour of the femur was carried out
to validate numerical methods which are used to assess femoral strength and bone quality.,
The discrepancy between force-displacement curves from mechanical testing of the cadaver
and computational was minimum in comparison with the previous models. In all bones, the
fracture was represented as a brittle crack and occurred at the same place which was in the
neck-trochanter junction in all. The fracture started initially in a small region on the superior
surface and then suddenly progressed through the neck region where low strains were

measured earlier (see Figure 5.8).
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Figure 5.8: shows a Subcapital neck fracture caused due to fatigue under the loading conditions. It is seen that
the fracture occurs at the superior surface of the femoral neck and travels down to the inferior surface at the
Jjunction between the femoral head and the femoral neck.

The patterns due to fracture at the neck-trochanter junction looked the same, but slightly
more lateral to those reported for human cadaver femora during stance load in previous work
(Kayak et al., 2001). The force-displacement results showed similar behaviour in the linear
region for all bones (see Figure 5.9). This excludes the bone in test 3 which had a lower
stiffness and ultimate strength in comparison with the other bones. Hence, the fracture loads
for composite bones were as expected and the variability of fracture load was smaller in
composite bones than in the cadaver bones. The femur experienced high peak stresses along
the neck region, and surface stresses increase as the loads increased particularly in the
proximal region. The peak stresses are to be concentrated in the superior region of the femoral
neck especially in the posterior region. It seems that micro-damaged has been caused as a

result of loading and this could lead to sub capital fracture.

In Figure 5.10, the force-crush distance of all off-axis loading angles which were
extracted from the composite bones are compared with experimental data (Keyak, 2001) and
FE modelling results. The difference in maximum force and energy absorption between the

composite bones and FEA model and experiment are less than 5% in terms of stiffness.
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Figure 5.10: Comparison of experimental data, literature (Keyak, 2001) and FE modelling.

In general, there was reasonable agreement between experimental data obtained from
mechanical tests and FE analysis, thereby validating the FE model. In orthopaedic
biomechanics, an assessment of the mechanical properties of human bones and implants can

be done using the proposed FE model in this research.
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Chapter 6 - Discussion of results

Computed Tomography based Finite Element simulation is a developing research
technique, which is offering the opportunities to test and simulate a wide range of
biomechanical situations with increasing complexity and accuracy. The use of medical data
increases geometrical accuracy of the simulation which provides a true patient specific
representation. It is said that the development of the patient specific simulation techniques
will be clinically implemented to assist in the determination of fracture risk on a case by case
basis. It is essential that all FE results are simulated with the correct and extensive physical

geometries.

The physical testing of human bone samples is a general rule of thumb for the validation
of human bone simulation. The increase in number of studies with respect to older adults is
due to the increased fracture risk in this cohort. However, studies may also be likely to
simulate within this age group due to the increased accessibility of bone samples for physical
testing as a result of death from natural causes. In this study, FEA simulation based on CT
scans were used to simulate fracture load and compressive fracture of adult porcine long
bones. The experimental studies were analysed to validate the geometry and material models

implemented within the simulations.

The analysis of measured load-displacement curves in experimental testing showed that
the obtained geometry from CT scan data and also the proposed material models in the FE
model have been efficient. The FEA simulation was carried out well, illustrating that the CT
scan based FE process is capable of performing on different elements and simulating different
loads on different cortical thickness. Linear regression and mean error calculation showed
accurate readings between predicted (simulated) and observed (tested) results with
comparable accuracy to those observed for human samples in cited thesis papers. The
relevance of the validated simulation process was confirmed through predicted failure loads
of a number of composite femoral samples that were physically tested to fracture axial loads.
The accuracy of the thesis can be compared directly with published research, since the

original aims (Chapter 1) were selected to investigate the gaps shown in the existing research
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and also to provide a validated platform for the numerical simulations. The outputs and

limitations of this work are detailed in the following section:

In order to predict fracture location and type of fracture for stance and fall-type loading
conditions, the ability of automatically produced, CT scan-based FE models of the proximal
femur were evaluated in this study. The outcome of new nonlinear FE model is remarkably
better than others for the former nonlinear FE models in the stance configuration and models

with accuracy parallel to that of current density-based techniques of fracture risk assessment.

The results indicated that high acceleration can be experienced by the bone as the cortical
thickness increases (see Figure 4.22). The force-displacement history was also extracted for
the effect of change of thickness on the impact damage process of hip bone. As it can be seen
in Figure 4.23, increase of cortical thickness causes higher energy absorption capability
within bone structure. Due to increase of impact velocity the experienced acceleration by the
bone increased to higher values which causes rising the acceleration-time curve. This
investigation was also carried out for the effect of change of velocity on the force-
displacement history and consequently the energy absorption capabilities of bone structures at
different thicknesses and also from the comparative acceleration-time histories (see Figure

4.23).

The absorbed impact energy for various cortical thicknesses has been compared in Figure
4.23. It is shown that increasing of impact velocity significantly increases the energy
absorption capability of bone structures. Our results indicated that by increasing cortical
thickness and impact velocities, the acceleration experienced during aside fall impact will
increase as well as the energy absorption capabilities of bone (see Figure 4.22). Our nonlinear
FE models examined here provide an acceptable level of precision for predicting proximal

femoral fracture-loads in the stance configuration.

However, fracture loads and applied forces may need to be determined for additional
loading conditions, and forces due to muscular action may also need to be considered.
Current model is capable of correctly identifying stiffness, failure loads and encrgy
absorption with a reasonable reliability in comparison with the other researches. The
difference in fracture load is mainly related to toppling and fracture of specimens during the

test while this behaviour wouldn't be modelled in numerical simulations (see Tables 6.1 and
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6.2). These investigations would benefit those with the lowest fracture loads who are likely to
be at greatest risk of fracture. It would also offer significant scope for clinical practice and

implications for early identification of those at risk and prevention measures.
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Table 6.1: St= Quasi-Static Axial Loading: Sw= sideways fall configuration: H: skeletally healthy bone specimens. P: bone specimens with clearly reported skeletal pathology,

SP: bone specimens containing simulated pathology such as drilled holes representing metastatic lesions.

Study n Loading Bone  Material model Failure criterion Reference

condition
Presentstudy | 6  St+Sw H,P Material_ Piecewise_Linear_Plasticity Chang-Chang -

Damage Model

Dall’Arra et 72 St+Sw H Heterogeneous isotropic, elastic-damage Damage model (Garcia et al.. 2009) (Dall'Ara et al., 2013)
al., 2013 constitutive law (Garcia et al.. 2009), post-yield
Derikx et al., 4 St H, SP Heterogeneous non-linear isotropic post-yield* Comparison of DPYC and VM. (Derikx et al., 2011)
2011

Table 6.2: The comparison between fracture load of present studies and previous researches: St= Quasi-Static axial loading.

Study | Loading Fracture load data Percentage error
| condition Fi (N) Fy., (N)

Present study St 7830 6621(x722) 18%

Dall’Arra et al., 2013 St 4868 8684 (£2916) 45%

Derikx et al., 2011 St 5203 6378 (£2965) 19%
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Chapter 7 - Conclusions and recommendation for

future work

7.1 Conclusions

This chapter brings the PhD research to close by drawing some conclusions and making
some recommendations for future works by providing some suggestion on how the future

research can be undertaken.

In order to predict fracture location and type of fracture for stance and fall-type loading
conditions, the ability of automatically produced, CT scan-based FE models of the proximal
femur were evaluated in this study. It has been demonstrated, in this study, that this non-
linear FE modelling method has the ability to yield accurate estimates of proximal femoral
fracture load in the stance configuration. The outcome of new nonlinear FE model is
remarkably better than that for the former nonlinear FE models by Dall’ Areea et al., (2013),
in the stance configuration, models with accuracy parallel to that of current density-based
techniques of fracture risk assessment. Nevertheless, around 50% of pathological hip
fractures caused by tumours and osteoporosis arise unexpectedly, without a fall. Hence,
assessing fracture risk for both stance and fall loading can be essential, mainly for patients

with osteoporosis or tumours.

FE modelling of femora with tumours offers extra encounters that were not studied in the
current study. While fracture loads calculated by FE models can be applied as direct guide of
hip fracture risk, a more challenging, engineering-based methodology may offer an even more
accurate indicator of hip fracture risk. Contrary to existing approaches that reflect only
indicators of fracture load, including bone density, this method would also contemplate “the
other side of the equation”, specifically, the applied force. However, the above approach
might be hard to apply since loading conditions in vivo can be highly complex and unstable.
The outcomes of this study can be correlated with those of J.H. Keyak, 2001, who applied CT
scan-based nonlinear FE models to calculate proximal femoral stiffness and then associated
stiffness to measured fracture load. Through this method, they also compared their data with

those of mechanical testing of the real bone.
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Comparing the data obtained from the CT scan-based non-linear FE model which was
carried out in Keyak, Derikx et al, (2011) and Dall'sArra et al., (2013) studied, our
methodology can be considered more realistic. This is because the method applied in their
study featured lest elements and the bone was treated as an isotropic material, whereas, our
model had 26,071 nodes, 50,762 elements and treated bone as a piecewise_linear_plasticity
material that has a close characteristics to real bone which is anisotropic material. The
important development in accuracy established here is probably because of the capability of
the nonlinear models to express mechanical performance past the inception of local material

failure, while linear models are effective only up to the onset of failure,

Through applying nonlinear models, the course of proximal femoral fracture was
simulated, from primary non-destructive loading, to the start of local bone failure, to spread
of the failure area and, eventually, to final failure (the point of maximum load). Nevertheless,
a weakness of these models is that the calculated force—displacement curves does not display
the sharp fall in force seen during mechanical testing (see figure 4.15). The results indicated
that high acceleration can be experienced by the bone as the cortical thickness increases (see
Figure 4.19). The force-displacement history was also extracted for the effect of change of
thickness on the impact damage process of hip bone. As it can be seen in Figure 4.24,
increase of cortical thickness causes higher energy absorption capability within bone

structure.

Due to increase of impact velocity the experienced acceleration by the bone increased to
higher values which causes rising the acceleration-time curve (see Figure 4.24). This
investigation was also carried out for the effect of change of velocity on the force-
displacement history and consequently the energy absorption capabilities of bone structures at
different thicknesses and also from the comparative acceleration-time histories, also observed
that as Velocity decreased as well as Acceleration decreased (see Figure 4.24). The absorbed

impact energy for various cortical thicknesses has been compared in Figure 4.24.

It is shown that increasing of impact velocity significantly increases the energy
absorption capability of bone structures also the effect of cortical thickness and impact
velocities on the damage process of the hip bone was studied. Our results indicated that by

increasing cortical thickness and impact velocities, the acceleration experienced during aside
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fall impact will increase as will the energy absorption capabilities of bone. Our nonlinear FE
models examined here provide an acceptable level of precision for predicting proximal
femoral fracture-loads in the stance configuration. However, fracture loads and applied forces
may need to be determined for additional loading conditions, and forces due to muscular

action may also need to be considered.

Our nonlinear FE models examined here provide an acceptable level of precision for
predicting proximal femoral fracture load in the stance configuration. These models are
capable of correctly identifying failure loads and energy absorption with at a reasonable
reliability. These investigations would benefit those with the lowest fracture loads and who
are likely to be at greatest risk of fracture. It would also offer significant scope for clinical

practice and implications for early identification of those at risk and prevention measures.

7.2 Recommendations for future work

The recommendation on future work is suggested to focus on Photometric Stereo in order to
provide a high definition reconstruction in real time using real time data. BRDF models for
semi-transparent objects will be developed. Furthermore, methodologies to extract material
strength or structure information (i.e. micro-cracks, density, etc.) using sub-pixel motion
estimation techniques operating in the frequency domain utilising both X-ray and ultrasound

data will be introduced.

The first suggestion would be to investigate the modelling of the 3D geometry and detecting
the micro-crack positions in the bone structures. Furthermore, the impact response of cracked

bone structure at different body sections will also be examined subsequently.

The second suggestion would be to investigate the prediction of the novel FE methods for
crack initiation and propagation in the human bone structure containing single and multi-
cracks with different shapes and orientations (see Figure 7.1) under dynamic transient loading
condition. This will be introduced using singular elements and cohesive zone modelling
(CZM). For material modelling of cortical (compact) and cancellous (spongy) bones (which
shape the lower leg bones) the inelastic foam materials model including viscosity will be
applied to model the materials properties in the bone structures. Consequently, through

understanding of real damage behaviour in the bone structure, designers will be able to
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propose and outline appropriate safety instruments to protect wide range of human bone

structures during daily incidents.

Simplified method Areas of focus for future work
l s 4 e

a) b) c)

Figure7.1: a) Simplified cracked geometry, b) geometry with single crack & ¢) geometry with multiple cracks.
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