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Abstract 

This thesis is concerned with the design and implementation of algorithms in Computer 

Algebra - a discipline which pursues a symbolic approach to solving mathematical equations 

and problems in contrast to computing solutions numerically. More precisely, we study sys­

tems of pseudo-linear equations, which unify the classes of linear differential, difference and 

q-difference systems. \Vhilst the classical mathematical theory of asymptotic expansions and 

the notion of formal solutions of this type of solutions are well established for all these indi­

vidual cases, no unifying theoretical framework for pseudo-linear systems was known prior 

to our work. 

From an algorithmic point of view, the computation of a complete fundamental system 

of formal solutions is implemented by the formal reduction process. The formal reduction of 

linear differential systems had been treated in the past, and linear difference systems were 

also investigated and partly solved. In the case of linear q-difference systems, the structure of 

the formal solution is much easier which results in an alleviated formal reduction. However, 

no satisfying algorithm had been published that would be suitable to compute the formal 

solutions. 

We place ourselves in the generic setting and show that vanous algorithms that are 

known to be building blocks for the formal reduction in the differential case can be extended 

to the general pseudo-linear setting. In particular, the family of Moser- and super-reduction 

algorithms as well as the Classical Splitting Lemma and the Generalised Splitting Lemma 

are amongst the fundamental ingredients that we consider and which are essential for an 

effective formal reduction procedure. Whereas some of these techniques had been considered 

and adapted for systems of difference or q-difference equations, our novel contribution is to 

show that they can be extended and formulated in such a way that they are valid generically. 

Based on these results, we then design our generic formal reduction method, again in­

spired by the differential case. Apart from the resulting unified approach, this also yields a 

novel approach to the formal reduction of difference and q-difference systems. 

Together with a generalisation of an efficient algorithm for computing regular formal 

solutions that was devised for linear differential systems, we finally obtain a complete and 

generic algorithm for computing formal solutions of systems of pseudo-linear equations. We 

show that we are able to compute a complete basis of formal solutions of large classes of 



linear functional systems, using our formal reduction method. 

The algorithms presented in this thesis have been implemented in the Computer Algebra 

System Maple as part of the Open Source project ISOLDE. 
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Chapter 1 

Introduction 

1.1 Motivation 

Computer Algebra is a discipline at the interface of computer science and applied mathe­

matics. It studies the design and implementation of symbolic algorithms for solving math­

ematical problems. Here, symbolic means performing exact computations with symbols or 

parameters in the same way as a mathematician would do with pencil and paper. 

Solving systems of differential, or more generally, functional equations has always been 

an interesting topic for Computer Algebra research. The main advantage of the symbolic 

approach compared to solving numerically is that solutions are exact, may contain parame­

ters and are written in closed form. 

One of the main problems in Computer Algebra is intermediate expression swell. This is 

caused by the overhead that arises when having to deal with complex symbolic data during 

execution of an algorithm. Particular care needs to be taken when designing, and certainly 

when implementing algorithms in Computer Algebra. 

This is particularly important for the efficient symbolic treatment of a particular class of 

functional systems, which is treated in this dissertation. We are concerned with the symbolic 

formal reduction of systems of pseudo-linear equations with formal power series coefficients. 

In particular, we develop a unifying approach to the computation of local solutions of linear 

systems of differential, difference and q-difference equations. Based on existing algorithmic 

results on the algorithmic formal reduction of linear differential systems, and using the uni­

fied approach, we are able to design a novel, generic method that greatly improves existing 

algorithms in the difference case and provides the first method available for q-difference sys­

tems. 
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The idea to use a unifying approach has been employed in the past. [67] uses "near­

similarity" transformations in order to adopt Turrittin's [69] and \Vasow's [74] classical ap­

proaches to compute formal solutions of a variety of linear functional equations. Our work 

is using pseudo-linear algebra [52], which has created interest in Computer Algebra before 

[36], with additional advantage that it covers the q-difference case. Instead of the classical 

approach, we start from more recent algorithmic work [14], [63], [20]. 

Pseudo-linear algebra has origins from the early part of the 20th century in works from 

Ore [59] and Jacobson [52]. The key aspect of this approach is the fact that the theory of 

differential, difference and q-difference calculus has many similarities. 11any Computer Alge­

bra algorithms for solving linear differential, difference and q-difference equations also show 

similarities [1]. [35, 75] have succeeded in generalising algorithmic treatments of differential 

and difference equations to the general pseudo-linear case. 

The case of first-order linear differential, difference and q-difference systems however, has 

been lagging behind. The starting point of this dissertation was that although [63, 27] had 

also been adapted to the difference case [11, 17, 18], no results seemed published on the 

q-difference systems and the unifying view for the pseudo-linear case had not been adopted. 

The approach we undertake is heavily relying on the concepts of Moser- and super­

irreducible forms [58, 49], which we generalise to systems of pseudo-linear equations. This 

enables using and adopting many insights that have already proven to be helpful for the 

formal reduction of differential systems. Note that for us, solving systems excludes the so­

called cyclic vector approach [44] which converts the system to a scalar nth-order equation. 

In order to avoid this time consuming and costly conversion process, we prefer the direct 

manipulation of the system by transforming it to Moser- and super-irreducible forms, which 

then in turn allows further algorithmic treatment. 

The algorithms developed in this thesis have been implemented in the Computer Alge­

bra system Maple and are contained in the latest version of the Maple package ISOLDE 

(Integration of Systems of Ordinary Linear Differential Equations) [22]. ISOLDE was 

originally developed for linear differential systems, and our contribution has extended its 

functionality to cover difference and q-difference systems. 

1.2 Aims and Objectives 

As we have mentioned already, the research carried out for this PhD is concerned with the 

design of symbolic algorithms for systems of linear functional equations with a particular 
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emphasis on efficient and robust implementation. The aim of our work is hence, to improve 

the existing Computer Algebra functionality for solving equations such as linear differen­

tial, difference and q-difference systems locally. This is achieved by exploiting the unifying 

concept of pseudo-linear systems and a developed local framework for computing formal 

invariants at singularities. 

The work we have undertaken can be summarised by the following research objectives: 

1. Design a reduction algorithm for the classification of singular points of given systems 

of pseudo-linear equations with coefficients in an arbitrary local field, based on gener­

alising the Moser-reduction method known for the differential case. 

2. Devise an algorithm for the computation of regular series solutions of given systems of 

pseudo-linear equations with formal power series coefficients, based on extending the 

"monomial-by-monomial" method for the computation of regular formal solutions of 

systems of linear differential equations. 

3. Provide an efficient method for computing irregular formal solutions of systems of 

pseudo-linear equations, based on a formal reduction process for the input system. 

4. Provide a robust implementation of these algorithms in the Computer Algebra system 

Maple by integrating novel functionality within the ISOLDE package. 

1.3 Contributions of this Thesis 

Due to the nature of this PhD topic, the novel contributions we have made comprise several 

aspects. 

From a mathematical point of view, our main contributions are the adaptation of Moser's 

and Hilali's reduction principle to pseudo-linear systems; the unifying framework for defining 

regular, irregular and hyperexponential parts of these types of systems, leading to a generic 

definition of formal solutions and a complete formal reduction method. 

The computer science aspect of this work is the algorithm and data structure design 

of the local reduction methods. Rather than basing them on the constructive proofs that 

we have given in various places, we design refined methods that are far more effective. \Ve 

employ the mechanism of lazy evaluation, a popular Computer Algebra technique when per­

forming arithmetic with power series containing an infinite number of coefficients, in order 

to minimise computational overhead. We adapt existing code from ISOLDE to this purpose. 
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This leads to the practical contribution in form of the new functionality of ISOLDE: 

computing formal solutions is now possible for large classes of linear functional systems, to 

be used by anyone who wishes to download the package freely from the internet. 

1.4 Overview of Dissertation 

This thesis is organised as follows: Chapter 2 sets the mathematical framework in which we 

base the algorithmic approach seen later in this work. \Ve start with a motivational sec­

tion on differential, difference and q-difference calculus including some examples. \Ve briefly 

review local fields, pseudo-linear algebra and related notions. \Ve define local systems of 

pseudo-linear equations and introduce pseudo-linear transformations. 

Chapter 3 contains our first results. \Ve define a suitable reduction principle for pseudo­

linear systems, based on Moser's definition in the differential case. We then generalise this 

principle to the concept of super-irreducible forms analogously to Hilali and \Vazner's work 

in the differential case. A constructive reduction criterion is given, computed from a finite 

number of coefficients of the system matrix, to decide whether a given system is reducible or 

not. This leads to two algorithms to reduce an arbitrary system of pseudo-linear equations 

into Moser- and super-irreducible forms. 

In Chapter 4 we tackle the computation of actual solutions by, in the first instance, re­

stricting ourselves to regular formal solutions. We devise an algorithm for the computation 

of this type of solutions, based on extending the "monomial-by-monomial" method for the 

computation of regular formal solutions of systems of linear differential equations [21]. In 

this chapter we consider a more restricted local coefficient field (the field of formal Laurent 

series with finite pole order with coefficients in a field of characteristic zero) and define and 

compute regular solutions. We derive a set of quantities that characterise the local behaviour 

of systems of pseudo-linear equations. We define pseudo-linear systems of the first kind and 

show that we can derive, from the local quantities, a fundamental system of regular solutions. 

This requires a definition of the indicial polynomial r.p(,X) and some additional functions eA 

and u. For arbitrary pseudo-linear systems we then show that computing a super-irreducible 

form is sufficient to compute r.p('x) and to determine the number of linearly independent reg­

ular solutions. The proof is based on a generalised Splitting Lemma. We then design an 

algorithm to compute all regular solutions monomial-by-monomial which is inspired by a 

previous method ([21]) for the differential case. 

The next step that immediately follows from the results of Chapter 4 is the study of the 

case of an irregular singularity. This is the subject of Chapter 5. We define a unifying notion 

7 



of hyperexponential parts and construct, under certain hypotheses, a full basis of formal so­

lutions of arbitrary pseudo-linear systems in the neighbourhood of an irregular singularity. 

This is done using a constructive proof, which could also be implemented algorithmically. 

However, the resulting approach would lack efficiency. \Ve therefore give a more practical 

algorithm for computing hyperexponential parts. We then show how to construct irregular 

parts from hyperexponential parts. Together with the result from Chapter 4, this yields a 

complete algorithm for computing formal solutions. 

The results contained in Chapter 3 and Chapter 4 of this thesis form part of published 

work ([25, 9]). At the time of writing, we are planning to submit the work presented in 

Chapter 5 to a Computer Algebra journal. 
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Chapter 2 

Mathematical Framework 

The mathematical contribution of this thesis is to develop a unifying framework for the local 

analysis of systems of pseudo-linear equations. In particular, we consider linear differential, 

difference and q-difference systems as the main source of insights and inspiration throughout 

this work. It is well-known that the theoretical background from which algorithms treating 

the individual cases have been developed, have similarities. These common traits suggest 

the possibility of a unifying approach. 

Before a unifying framework can be considered, let us first understand some of the simi­

larities encountered when studying differential, difference and q-difference equations. 

This chapter will outline the basic mathematical concepts used in this thesis beginning 

with a discussion and comparison of ideas behind common derivations. The main theoretical 

tool encountered later in this thesis will be pseudo-derivations which shall be reviewed in 

the context of Computer Algebra acting on elements of local fields later in this chapter. In 
particular, we shall give a suitable definition of a system of pseudo-linear equations which 

will act as an input system for the later algorithms. 

The results obtained here shall form the basis of the common approach used to develop 

the algorithms in the rest of this thesis. We shall see that our definition of a system of pseudo­

linear equations will allow us to give a set of parameters whose properties characterise each 

individual type of system encompassed by our unifying approach. 

The concept of the standard calculus is well-known, the aim of this section is not to 

formally give the definitions of these concepts, but to discuss the ideas behind the stan­

dard calculus, difference calculus and q-difference calculus. This will enable us to better 

understand the motivation behind the definition of pseudo-derivations. The mathematical 

framework presented at the end of this chapter is based heavily on these concepts and the 

purpose of this section is to provide motivation and to give a sense of the unifying view this 
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framework creates. 

2.1 Differential, Difference and q-difference Calculus 

In this section, we introduce the standard, difference and q-difference calculus and point out 

the similarities between these different concepts. 

In the standard calculus, a derivative can be seen to be a measure of how a function 

changes due to a change of input and is defined by the limit (assuming the limit h -+ 0 

exists): 
Df(x) = dy = lim f(x + h) - f(x). 

dx h--+O h 
(2.1) 

From this definition, it is easy to arrive at general rules for differentiation 

• D[J(x) + g(x)] = Df(x) + Dg(x) 

• D[af(x)] = aDf(x) a = constant 

• D[J(x)g(x)] = f(x)Dg(x) + Df(x)g(x) (Leibniz's rule) 

• D[lEl] = Df(x)g(x)- f(x)Dg(x) (quotient rule) 
g(x) [g(x)J2 

• D[J(x)]n = n[f(x)]n-lDf(x) (chain rule) 

and to give the derivatives of some common functions: 

• f(x) = c, D[c] = 0 

• f(x) = lnx, D[lnx] = ~ 

Apart from the standard derivative, there are many other different types of derivation, for 

example, we shall now examine a certain type of difference operator. Given a function f(x), 
we define the difference operator ~ 

~f(x) = f(x + 1) - f(x). (2.2) 

This can be seen as a derivative as it can be seen to be a measure of how the function f(x) 

changes based on the automorphism x t-t x + 1 of the input of the function. With this 

particular derivative, we can develop a sense of difference calculus. In an analogous manner 
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as the standard derivative, higher order differences can be taken, for example, taking two 

successive differences, we obtain 

112 J(X) = 11[I1J(X)] = 11[J(X + 1) - J(X)] = J(X + 2) - 2J(x + 1) + J(x) (2.3) 

and in general we have, 

(2.4) 

\Ve can see that the following general rules of difference calculus bear a close resemblance to 

the rules of standard calculus: 

• 11[J(x) + g(x)] = I1J(x) + Ag(x) 

• l1[aJ(x)] = aI1J(x) where a is a constant 

• 11[J(x)g(x)] = J(x)l1g(x) + J(x + I)Ag(x) (analog of Leibniz's rule) 

• l1[f(X)] = ~f(x)g(x)-f(x)~g(x) (analog of quotient rule) 
g(x) g(x)g(x+l) 

When applying the difference operator 11 to common functions, we find that they do not 

resemble the effect of applying the standard differential operator D. To find an analogue, 

define the Jalling Jactorial Junction, which takes the form 

xlk] = x(x - h)(x - 2h) ... (x - [k - l]h), x 10] = 1 (2.5) 

and for negative integers 

x l- k ] = 1 
x(x - h)(x - 2h)··· (x - [k - l]h) 

(2.6) 

Note that, as h -+ 0 in (2.5) and (2.6),we obtain xlk) -+ xk and X[-k) -+ x-k. 

However, for h = 1, we see that 

I1x1k) = kX1k- I ) (2.7) 

which is analogue of the effect of the standard differential operator. If we wish to obtain a 

similar analogue with respect to more general functions J(x), we can extend the definition 

of the factorial function to arbitrary functions 

f1k)(x) = f(x)f(x - l)f(x - 2)··· f(x - [k - 1]) (2.8) 

and 
fl-k)(x) = 1 . 

f(x)f(x - h)f(x - 2h)··· f(x - [k - l]h) 
(2.9) 
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Note that as h --? 0, j[kl(x) --? j(X)k and j[-kl(X) --? f-k(X). As with the standard derivative, 

we can now list formulae of common functions when applying the difference operator ~ . 

• ~[c] = 0 

• ~[ln x] = In{l + ~). 

The above shows that there are many similarities between standard differential operator 

and the difference operator. Indeed, there are other well known discrete analogues of the 

standard derivative such as in quantum calculus [53]. 

\Ve have seen that the difference operator can be seen as a measure of how a function 

changes when its input is perturbed by a particular automorphism of its input, however it is 

also possible to study how a function changes when other types of automorphism are applied 

to its input. For example, consider the automorphism x ~ qx (where q i- 1 and q i- 0). 

Define 

~q[J(x)] = f(qx) - f(x), (2.10) 

and therefore the q-derivative is defined as 

~q[J(x)] = f(qx) - f(x) 
~qX qx - x 

(2.11) 

In order to investigate properties of this derivative, certain q-analogues of other common 

mathematical objects have been defined. The first of these q-analogues will be the q-bracket 

or q-number defined (for n E Z) as 

(2.12) 

This can be seen as a basic q-analogue of an integer. An important property of the q-bracket 

is to note that 

lim[n]q = n. 
q~l 

The following well-known properties hold: 

1. [>, h : = A = limq~ 1 \:q". 
2. [Alq = 1 + q + ... + q>.-l for A E N+. 

3. [Olq = o. 
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Also, there are several q-analogues of the exponential functions some with slightly different 

properties. \Vhat they all have in common is the fact that as q -+ 1, the q-exponential 

tends to the usual exponential function eX. The most obviously analogous q-analog to the 

exponential function is the q-exponential function denoted eq[x], and this differs from the 

usual exponential function by replacing the factorial in the series expansion by the q-factorial, 

i.e. it is defined as 
00 n 

eq[x] = 2: [x] " 
n q' n=O 

There is also the closely related function 

(2.13) 

(2.14) 

where (q; q)n = n~:6(1 - qk+l) is the q-Pochhammer symbol. These functions are related 

by 

(2.15) 

In the above definitions, the q-factorial is defined as 

1 - qn 1 - qn-l 1 q 
[n]q! = [n]q[n - l]q'" [l]q = ... ---

1-q 1-q 1-q 
(2.16) 

With these q-analogues and others, it is possible to show that the q-derivative displays 

properties analogous to those in the study of the standard and difference calculus. In this 

sense it is possible to define the notion of q-calculus. In a similar manner as differential 

calculus and difference calculus, it is possible to find similarities to standard and difference 

calculus when examining a q-derivatives of common functions. For example, the effect of 

applying the q-derivative (2.11) to the function xk where k is a positive integer is 

where [k]q is the q-bracket of k. We also see a similar analogy when considering the q­

exponential (2.13). Indeed, we observe in the standard calculus that applying the derivative 

to the exponential function results in the exponential function (so it is an eigenfunction of 

the derivative D). The same is true when applying D.q to the q-exponential eq(x), hence it 

is an analogous eigenfunction. 
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2.2 Systems of Linear Differential, Difference and q­

Difference Equations 

The work in this thesis will concern algorithmic techniques for solving linear functional 

systems including linear systems of differential, difference and q-difference systems. A linear 

system of ordinary differential equation is of the form 

Y'(x) = A(x)Y(x) 

where A(x) is an n x n dimensional matrix. Similarly a system of linear difference or q­

difference equations is of the form 

¢Y(x) = A(x)Y(x) 

where ¢ is defined as an automorphism of the input variable of the form ¢x = x + h or 

¢x = qx with h =I- 0 (q =I- 0 respectively). 

In order to illustrate how to solve very simple classes of the above systems, we consider 

the case of constant coefficients. The key to finding solutions in this case is to find an apprcr 

priate eigenfunction. This is a non-zero function which is returned in the same form (except 

for some multiplicative scaling factor) under a the action of a linear operator. For example, 

an eigenfunction of the linear differential operator d~ is exp(cx). 

Similarly, an eigenfunction of the difference operator ¢ where ¢x = x + 1 is pX where 

p is some constant. In the system case, there are several methods for finding solutions 

involving eigenfunctions. In order to understand the similarities in techniques for solving 

these different types of linear system, consider the following simple examples: 

Example 2.2.1 (Linear Differential System with Constant Coefficients). Consider the linear 

differential system 

Y'=CY (2.17) 

where C is the constant matrix 

(2.18) 

We wish to find a series solution of the above system of the form Y = eCX • We notice that 

in this example, we can write this solution in the form Y = e(2I+N)x where N is the nilpotent 
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matrix 

(2.19) 

Therefore, we can see that 

and by taking column vectors of (2.20) we find the closed-form series solution 

(2.20) 

Similar eigenfunction techniques can be used in the difference case when considering 

systems with constant coefficients. The following example helps to illustrate the similarities 

in the approaches and gives the reader an insight into the work contained in the rest of this 

thesis. 

Example 2.2.2 (Linear Difference System with Constant Coefficients). Consider the linear 

difference system 

¢(Y) = Cy (2.21) 

where the matrix C is the constant diagonal matrix 

(2.22) 

As this matrix is diagonal, we can use the eigenfunction tT with p = 2, since then 
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If C is not diagonal then one can proceed similarly as in the differential case, the resulting 

solution is somewhat more complicated. 

\Ve will give another example where eigenfunctions can be used to construct a funda­

mental matrix solution: differential systems of the first kind. They are characterised by the 

fact that their system matrix has a simple pole at x = o. 

Example 2.2.3 (Differential System of the First Kind). Consider the system 

xY' = CY. (2.23) 

The matrix C is again the constant matrix 

(2.24) 

We look for a solution of the form 

(2.25) 

where, in this example, the matrix C can be written in the form C = 21 + N where I is the 

identity matrix and N is the nilpotent matrix 

(2.26) 

From the definition of xC we find 

Y _ X 21+N 

_ e(2I+N) log x 

_ e2Ilogx. eNlogx. 

Examining the first exponential in this product we find 

Y - e2I1og x . eN log x J logx' 
logx2 

logx2 
. eN log x -

- x2 I . eN log x . 

Now, examining the second exponential, we notice that N is nilpotent (since N 3 = 0). There-
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fore taking the series expansion of eN log x , we find the finite series 

and the product becomes 

N2(logx)2 
eNlogx = 1+ Nlogx + ---~ 

2 ' 

Taking column vectors, we find the closed-form series solution 

In Chapter 4, we will introduce linear difference and q-difference systems of the first kind 

and show how solutions can be constructed in these cases. 

2.3 Pseudo-derivations 

Given the similar techniques involved when looking for solutions of the types of linear func­

tional systems presented in the previous section and our aim of finding a unifying algorithmic 

treatment of these systems, it is required that we first find a suitable mathematical frame­

work so that we may consider these various linear operators within the definition of a single 

object. This motivates the definition of a generalised form of a derivation, known as pseudo­

derivation. The first work in this area originated from Ore [59] who examined the nth order 

linear equation case and Jacobson [52] who considered a general type of transformation 

known as pseudo-linear transformations when studying the system case. In these works, a 

comparison of algebraic properties of differential and difference equations was made which 

suggested a unifying mathematical concept was possible. In more recent times, Bronstein 

and Petkovsek [36] provide an introduction to the basic objects of pseudo-linear algebra in 

the context of Computer Algebra and also give a description of some initial algorithms based 

on these objects. For further reading on pseudo-linear algebra we refer to the introductory 

work by [52], the modern exposition in the context of Computer Algebra by [36], [16] and [25]. 

Remark 2.3.1. Note that another approach for systems, based on "near-similarity" trans­

formations [67j, views the transformations used for solving linear functional systems as a 
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perturbation of algebraic similarity transformations. A drawback of this method is that it 

does not include the q-difference case. 

For the purpmies of this work, we shall use this Computer Algebra approach to form the 

basis of the local algorithms presented later in this thesis. Firstly, we shall utilise the work 

of [36] to give a suitable definition of a system of pseudo-linear equations defined over a 

suitable local field. We will then be able to view different types of linear functional systems 

within the framework of this definition, which will enable us to develop algorithms which 

take systems of pseudo-linear equations as input. For now, we will outline the main proper­

ties of pseudo-derivations. 

Let F be a field of characteristic 0 and 4> an automorphism of F. The fields that are 

relevant for this thesis are F = K(x), the field of rational functions over K in the variable x, 

the field offormal Laurent series F = K((T)) and that offormal Puiseux series F = K((TI/S)) 

with s E N*. Here, K is a field of characteristic zero, not necessarily algebraically closed. 

\Ve shall denote f< its algebraic closure. 

Definition 2.3.1 ([36]). A pseudo-derivation w.r.t. 4> is any map 8 : F ~ F satisfying 

<5(a+b)=8a+<5b (2.27) 

and 

c5(ab) = 4>(a)8(b) + 8(a)b, 'Va, bE K. (2.28) 

If ¢ = id, then equation (2.28) is the Leibniz rule of products and 8 is simply a derivation 

in the standard way. If ¢ =J. id then it can be shown that <5 takes a specific form. This result, 

and subsequent proof is contained in [36] and shall be stated below. 

Lemma 2.3.1 (Lemma 1 [36]). Let F be a field as in Definition 2.3.1, 4> an automorphism 

of F and c5 a pseudo-derivation of F. If ¢ =I- id then there is an element "Y E F such that 

<5 = 'Y(¢ - id). (2.29) 

Proof Since the field F is commutative, we have the relation 8(ab) = <5(ba) for any a,b E F, 

so we can apply (2.28) to both sides. This gives, after rearranging: 

(4)(a) - a)8(b) = (4)(b) - b)<5(a). (2.30) 

From (2.30), the result follows: If 4> =f id then there exists a E F such that ¢(ii) =I- ii. 

Therefore, if 'Y = 6(ii)j(¢(ii) - ii) then it follows that 6(b) = 'Y(¢(b) - b) for all b E F and 

hence <5 = 'Y( ¢ - id). 0 
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If ¢ = id, in the literature, one commonly refers to the pair (F,8) as a differential field, 

whereas for ¢ =f id, (F, ¢) is denoted as a </>-difference field. vVe introduce the following 

Definition 2.3.2. We unify the notion of differential field and ¢-dijJerence field by denoting 

the field (F, ¢, 8) as a (¢, 8)-field. 

Definition 2.3.3. Given a (¢,8)-field (F,¢,8), the field KeF satisfying ¢iK = id and 

8iK = 0 is called the field of constants. 

2.4 Systems of Pseudo-linear Equations 

\Ve will now introduce systems of pseudo-linear equations as a unifying way of expressing 

differential, difference and q-difference systems. 

Definition 2.4.1. A system of pseudo-linear equations over (F, ¢, 8) is a system of the form 

8Y(x) = A(x)¢Y(x) (2.31) 

, . 
with A E Fnxn and Y a vector of n unknowns. 

Remark 2.4.1. If ¢ =f id, we can divide (2.29) by" hence we can without loss of generality 

(and will in the remainder of the thesis) assume that "Y = 1. 

In this thesis, we will consider systems of pseudo-linear equations of the form 8Y = A¢Y 

with A E Mn{F). For ¢ =f id, one could (and other authors have done so) also consider 

systems of the form 

¢Y(x) = A{x)Y(x) (2.32) 

and 

8Y(x) = A(x)Y(x). (2.33) 

In fact, all these different input forms are equivalent and conversions between (2.31), (2.32) 

and (2.33) can be carried out. In this dissertation, our view is that the form (2.31) is the 

most natural one and lends itself best for the algorithms designed for our work. 

The conversion from (2.32) and (2.33) into the form (2.31) used in this paper could be 

done in several ways. We shall explain an approach that avoids matrix inversion and is 

particularly suitable for the implementation of our algorithms. Note that since ¢> =f id we 

have 8 = ,( ¢> - id) for some 'Y E F. 
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Case 1 

To convert from a system of the form ¢Y = AY to a system of our form, rewrite it as 

(2.34) 

\Ve set ¢ = ¢-l and introduce the new pseudo-derivation 8 = ,(¢ - id), leading to the 

identity Y = ¢Y - ,-18y. Substituting this for Y in the LHS of (2.34) and rearranging 

yields the new system 

8Y = B¢Y (2.35) 

where B = ,(1 - ¢(A)). 

Case 2 

Given a system of the form 8Y = AY, using the identity 8Y = ,(¢Y - Y) and applying ¢-l, 

we obtain a system of the form 8Y = B¢Y where 8 = ,(id - ¢-l), ¢ = ¢-l and B = ¢-l A. 

The following example shows how to convert a difference system given in form (2.32) to 

a pseudo-linear system in form (2.31). 

Example 2.4.1. Assume we are given the linear difference system 

Y(x + 1) = A(x)Y(x). 

By subtracting Y (x) on both sides of the equation, we can write this as 

Y(x + 1) - Y(x) = (A(x) - I) Y(x). 

The substitution x H x-I yields a new system 

Y(x) - Y(x - 1) = (A(x - 1) - I)Y(x - 1). 

Finally, we obtain a pseudo-linear system of the form 8Y(x) = B(x)¢Y(x) by setting ¢ : 

x H x-I, <5 = id - ¢ and B = ¢( A) - I. 

2.5 Local (4), d)-fields 

In this section, we will introduce a fundamental aspect of our work which is the consideration 

of local aspects of (¢,8)-fields with the most general situation where F = K((TI/B)) and 

s E N* a positive natural number. The main idea is built around the concept of valuations. 
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Initially, we will assume s = 1 and then remark that a generalisation for s > 1 does not pose 

any fundamental problems. 

Definition 2.5.1. The valuation map v: F -+ Z U {oo} is defined by 

v(f)= {m ~f f=rm(Jo+!tr+· .. ),fofO, 
00 if f = 0. 

Also, we define the leading coefficient le(J) for f f ° by le(J) = fo. 

\Ve introduce some more terminology. 

Definition 2.5.2. The valuation ring is the ring 0 = K[[r]]. The evaluation map 7r : 0 ~ 

K defined by 1f(J) = F(O) is a homomorphism. Also denote by U the group of units of O. 

We extend the definition of the valuation to a matrix A = (aij) E Mn(F) by v(A) = 

min(v(aij)), the minimum of the valuations of each individual entry of A. Therefore, every 

nonzero matrix with entries in F can also be uniquely expanded and written in the form 

00 

A = rv(A) L Airi
, Ao f ° 

i=O 

where the coefficient matrices Ai are matrices with entries in K. 

(2.36) 

Furthermore, we make the additional assumption v(¢(f)) = v(J) for all f E F. From 

this, we obtain 

¢(r) - qr + 0(r2), 

r-W 8(r) - cr+O(r2) 

with q, c E K* and inductively for h E N+ 

where wE Z. 

(2.37) 

(2.38) 

Definition 2.5.3. The integer w defined by w(8) = v(8(r)) - v(r) is called the degree of 8. 

We can extend the definition of v, lc and w to the field K((r 1/ 8
)) for s E N* in a straightfor­

ward manner by considering the series expansion of elements of F with fractional exponents. 

In this case, the image of the valuation map v is Q U {oo}. The fields (K ( (r) ), </>, 8) and 

(K((r 1/ 8
)), </>, 8) are examples of what we could call a local ¢, <5 field. 
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The quantities w, q and c will be extremely important throughout the remainder of this 

thesis. They will allow expressing, in a unified manner, the subtle differences in the structure 

of solutions and behaviour of our algorithms for the individual types of systems. 

2.6 Singular Systems of Pseudo-Linear Equations 

\Ve will now introduce systems of pseudo-linear equations with coefficients in J«(r)). \Ve 

will discuss the algebraic aspect of a singularity of the system and introduce a classification 

of singularities. 

The idea of a singularity of linear functional systems such as, for example, a linear differ­

ential system, is usually motivated by analytical properties of solutions - usually, over the 

complex numbers. For our work, we seek a purely algebraic characterisation expressed by 

the structure of both the system and its solutions. Ultimately, these structures are related, 

but it is easier to focus on the form of the system first. Gradually, after carrying out certain 

transformations as described in Chapter 3, 4 and 5, we will be able to t8.(·kle the actual 

computation of solutions. 

If we assume that the origin is a singularity of our system, we are led to study systems 

as defined below. 

Definition 2.6.1. A singular system of pseudo-linear equations is of the f01m: 

rr-w~Y(r) = A(r)4>Y(r) (2.39) 

with r E N the Poincare-rank of the system, and A E onxn (Ao =f 0). 

Consider the system (2.39). The change of variable Y = TZ where T E GL(n, F) leads 

to an equivalent system 

(2.40) 

where B E Mn(F). If we can solve this system, then we can also compute the solutions of 

the original systems as they are related by multiplication with the invertible matrix T. The 

formula for the matrix B is given in the definition below. 

Definition 2.6.2. The change of variable (2.40) inducing the new system matrix 

(2.41) 

where T E GL(n, F) is referred to as a Gauge transformation. 

We will need this to define a classification of singularities in the next definition, but also 

from an algorithmic point of view for the reduction algorithms in the subsequent chapters. 
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Definition 2.6.3 (Classification of Singularities). We distinguish between regular and irreg­

ular singularities. A system of the first kind has r = 0 and in this case, the singularity is 

regular. In general, if a system with r > 0 is equivalent to a system of the first kind, the 

singularity is also regular. Otherwise, it is an irregular singularity. 

A singular system of the form (2.39) can be obtained e.g. by localising (2.31) at an 

appropriate point Xo E K U {oo}. This means "switching" from K(x) to K((x)) by means 

of the map x ~ r + Xo for Xo =1= 00 or x ~ r- I otherwise. 

Example 2.6.1. Consider the previous example and assume 

B (x) = ( x - 1 2X). 
1 -1 

We want to study the point Xo = 00. We put r = X-I, ¢(r) = (x - 1)-1 = I:T' and 

8 = id - ¢. Hence, W = 1 and the system can be written as a singular system of the form 

(l-r 2) r8Y(r) = ¢Y(r). 
T -T 

We can see that we have r = 2. In this case, it is not clear whether the system is regular or 

irregular singular. 

2.7 Computing Formal Solutions 

In this thesis, we will develop a framework for expressing and computing formal solutions of 

the system (2.39). Formal solutions are effectively asymptotic expansions of real solutions 

which have been studied extensively, for example [57] in the differential case. To our knowl­

edge, a unifying view has not been pursued in the literature. Typically, the differential case 

was the initial point of investigation and authors subsequently extended their understanding 

to the difference and q-difference case. We will not explicitly state the structure of the formal 

solutions yet, the reader will find the information in Chapter 5, Section 5.5 - we will have to 

introduce additional terminology for that purpose. Instead, we give an account of previous 

theoretical work on formal solutions. 

The theory of formal solutions of linear functional systems first created interest amongst 

mathematicians in the first half of the twentieth century. Various authors obtained theoret­

ical results that ensured the existence of such solutions. Amongst these works, nirkhoff [29] 

was the first to give a canonical form of linear differential systems of the form 

Xr+1y'(X) = A(x)Y(x) 
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where r E N is the so-called Poincare-rank of the system and A a n x n matrix with formal 

Laurent series coefficients. He then went on [30] to give the structure of formal solutions 

around an irregular singular point in the difference case 

xT+Iy(x + 1) = A(x)Y(x) 

and q-difference case 

xTY(qx) = A(x)Y(x). 

In the difference case, A is considered to be a formal Laurent series matrix in X-I. Addi­

tional work by himself [28] and other authors such as Adams [7] and Trjitzinsky [68] continued 

the theoretical investigations where frequently, first order systems or single linear nth-order 

equations were employed interchangeably. These results however were unsatisfactory from a 

computational point of view. 

Later on, research focussed on constructive proofs for the existence of a formal funda­

mental matrix solution by carrying out various transformations directly on the input system. 

This is commonly referred to as formal reduction. Turrittin was the first to consider the for­

mal reduction of linear differential and difference systems [69, 70]. He showed that during 

this process, the system can be split into one or more systems of smaller dimension provided 

the leading term Ao of the coefficient matrix has several distinct eigenvalues. His approach 

was later made more algorithmic by Wasow [74] where concepts such as the Splitting Lemma 

are introduced. For q-difference systems, the formal reduction is alleviated by the fact that 

the structure of the formal fundamental matrix is much simpler. This was announced by 

Birkhoff in [31] although a detailed description of the formal reduction algorithm was not 

provided therein and, to our knowledge, has not been reported elsewhere. 

From our point of view, we are interested in a unifying view which makes the consideration 

of analytical aspects very difficult. We will obtain the formal solutions through symbolic 

manipulation of the input system, using various transformations, based on purely algebraic 

considerations. The reduction algorithms that we will give in Chapter 3 and the formal 

reduction algorithm that we will devise in Chapter 5 are generic in the sense that they work 

with any valid choices of <p and 8 such that (F, <p, 8) is a local <p,8-field. However, in order to 

compute formal solutions, we need explicit formulae for regular parts and resolving irregular 

parts (this will be introduced in Chapter 4 and in Chapter 5). There are three classes of 

linear functional systems for which we have symbolic expressions for these. For each of these 

classes, we have chosen representative systems in such as way that they help stating the 

generic algorithm with as little technical effort as possible. These representative systems 

are: 
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(i) Linear differential systems, where we have ¢ = id and 8 = d~' In this case, one finds 

w = -1 and q = 1. 

(ii) Linear difference systems which are represented by choosing as an automorphism ¢ the 

Puiseux-series expansion of {IT:+! and 8 = id - ¢. One finds w = sand q = 1 with 

s E N*. 

(iii) Linear q-difference systems, which are modeled using ¢(r) = qr and 8 = id - ¢. \Ve 

have w = 0 and q =I 0 where q is not a root of unity. 

Our algorithm is able to compute formal solutions of any linear functional system that 

can be transformed into one of the three types above. This is indeed possible for large classes 

of linear functional systems [38]. 

Remark 2.7.1. The choice of automorphism ¢ in (ii) allows restricting the field of our 

input system to that of formal Laurent (rather than Puiseux) series. This is motivated by 

the fact that our algorithm avoids manipulating series with fractional exponents by using 

substitutions of the form r --+ r S are used. 

2.8 Review of Computer Algebra Techniques 

In this thesis, we are concerned with symbolic algorithms for systems of pseudo-linear equa­

tions in contrast to scalar nth order equations. For the latter, Computer Algebra has already 

developed a number of methods, such as algorithms for linear differential [10, 71, 72, 73, 33, 

32, 66, 61] and difference equations [2, 5, 34, 6, 43] of order n where n E N*. More general 

linear functional equations that comprise these particular types of equations have been in­

vestigated by several authors [37, 34, 51] and most of the important research questions such 

as computing polynomial, rational or power series solutions are well understood. This is 

due to the fact that essential local information at the equation's singularities, needed for the 

various types of algorithms, is easily accessible from the coefficients of the equation ba..;;ed 

on Newton-polygon constructions [72, 66, 43]. 

In the case of first-order linear differential and difference systems and, more generally, 

linear functional systems, the situation is more difficult and the state of the art of efficient 

methods for computing the same classes of solutions as in the scalar case is much less well 

developed. The main reason for this is, as far as we are aware, a lack of effective methods 

for directly computing required local information in the neighbourhood of irregular singu­

larities. In principle, systems can be converted to scalar nth order equations via a cyclic 

vector process [41] or related methods [13]. This is useful from a theoretical point of view, 

but does not lead to practical algorithms [62, 42]. 
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The crucial work that eventually led to an efficient local treatment of systems was initi­

ated by [14] who showed that the use of the so-called Moser-reduction algorithm [58, 50, 45] 
is an essential building block for Turrittin's formal reduction in the differential case. The 

algorithm for computing 110ser-reductions was later improved in [23, 27] and is the starting 

point for our generalisation to systems of pseudo-linear equations. 11oser-reduction of differ­

ence systems was also considered by [11] and [12] where it is shown how to extend Moser's 

reduction principle to this case. In a series of papers [17, 18] and [39], the authors develop 

variations of the Moser-reduction in order to determine the structure of solutions. Linear 

systems of q-difference equations had not been considered for the class of !t.loser-reduction 

algorithms prior to our paper [25] for the general pseudo-linear caqe. The Chapter 3 contains 

the results of this work. 

In [14], for linear differential systems, the Moser-reduction is then used for computing 

the exponential part of formal solutions. Furthermore, a method for minimising algebraic 

extensions of the constant field, as well as computing the Katz invariant of the system was 

given in the same paper, however it did not result in a method for computing with mini­

mal ramifications. Based on this approach, [17, 18, 39] are able to treat linear difference 

systems. The paper [63] improves [14] by keeping ramifications minimal. This is achieved 

through refined block-decompositions, using a Generalised Splitting Lemma. This allows for 

a more efficient implementation of the formal reduction procedure. A specialised algorithm 

for computing the smaller class of regular formal solutions was given in [21]. In this thesis, 

we extend these results to the general pseudo-linear caqe. 

The direct symbolic treatment of linear systems of q-difference equations however does 

not seem to have been addressed in an algorithmically satisfactory manner. Modern work has 

so far been focussing on the regular singular case [65], but no general method for computing 

a full formal fundamental matrix seemed available prior to our work. 
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Chapter 3 

Super-Irreducible Forms of Systems of 

Pseudo-Linear Equations 

In this chapter, we deal with our first research objective: the design of a reduction algorithm 

for the classification of singularities of systems of pseudo-linear equations. We define a suit­

able reduction principle based on A/oser's definition in the differential case and generalise 

this principle analogously to the concept of super-irreducible forms. We then find a construc­

tive reduction criterion, computed from a finite number of coefficients, to decide whether 

a given system of pseudo-linear equations is reducible. Finally, an algorithm to reduce an 

arbitrary system of pseudo-linear equations into irreducible form is developed. In the case of 

a regular singularity, this will compute a transformation which brings the given system into 

an equivalent system which is of the first kind. 

3.1 Introduction 

In this chapter, we consider the local pseudo-linear system (2.39) as introduced in the pre­

vious chapter. We remind the reader that this is a system of the form 

r w-r8Y(r) = A(T)¢Y(r) 

where A is a square matrix of dimension n with coefficients in F. As we will see in the 

subsequent chapters, it will turn out to be useful to tackle the following problem: given 

(2.39), decide whether the system is irregular or regular singular at a given point and, in the 

latter case, compute a gauge transformation T6,t/J which takes the system into an equivalent 

system TM[A] which is of the first kind. Giving an algorithm that does that is the subject 

of this chapter. 
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3.2 Moser-Irreducible Forms 

\Ve shall develop an algorithm to reduce a given system (2.31) to an equivalent irreducible 

system with system matrix B having maximal valuation: 

v(B) = max {v(P[A]): P E GL(n, F)}. 

Furthermore, the algebraic rank of its leading matrix is minimal amongst all systems with 

maximal valuation: 

rank{lc{B)) = min {rank(lc(B)): B has maximal valuation}. 

The method followed is analogous to the one used in the differential case [19, 63, 50], based 

on Moser's work [58]. 

\Ve associate with the system the following rational numbers: 

m (A)- n 
{ 

w - v(A) + rank(An) if v(A) < w, 

6,</> - 0 if v(A) ~ w 

and 

Definition 3.2.1. The matrix A is called irreducible w.r.t. 6 and ¢ if m6,4> (A) = JL6.cJ>(A), 
otherwise it is called reducible. 

We remark that the system is regular if and only if IlJ.4>(A) = O. The following result is 

the analogue of Theorem 1 in [58] which gives a reducibility criterion in the differential case. 

Theorem 3.2.1. Consider the system {2.39} with Poincare-rank r > -wand let no = 

rank(Ao). Then the system is reducible if and only if the polynomial 

O(A) := 11" (rno det (rr-I A - AI)) 

vanishes identically in A. 

Remark 3.2.1. It is easy to see that the polynomial O(A) depends only on Ao and AI: 

This theorem can be proven in a quite similar way to that used for Theorem 1 in [58]. We 

first point out some useful facts which may help the reader to understand why the approach 

of Moser can be adapted to our situation. The first ingredient used in the proof by Moser 
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(see Lemma 1 of [58]), namely the property that any gauge transformation T can be written 

in Smith normal form, remains valid in our situation. 

Lemma 3.2.1. Any matrix T E GL(n, F) can be written in Smith normal form: T = ProQ 

where P, Q E Mn(O) with det P, det Q E U, 

Proof This result follows from the fact that 0 is a principal ideal domain (the ideals of 0 

are of the form rmO). 0 

In the sequel we define the span of a transformation T E GL(n, F) as the nonnegative integer 

u(T) := -v(T) - v(T- I
) = Q n - QI' 

The second ingredient used by Moser (see Lemma 2, p 387 in [58]) can be stated using 

our notation as: 

Lemma 3.2.2. Let A E Mn(O) of the form 

(3.1) 

A necessary and sufficient condition that there exists a matrix T E GL(n, F) such that the 

matrix 

B := T- I AT = Bo + Blr + ... 

belongs to Mn (0) and satisfies 

rank(Bo) < no := rank(Ao) 

is that the polynomial 

vanishes identically in A. Moreover T can be chosen with u(T) = 1. 

The proof of this lemma can be found in Moser's paper [58]. An important insight is 

that it remains valid if T- 1 AT is replaced by T-l A¢T. This can be seen as follows: suppose 

that cP =f id and write cPr = qr + 0(t2) with 0 #- q E K. Then one can see that 

and hence 

T- 1 A¢T = (T- 1 AT)T-l¢T = BoqO + O(r). 
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Since rank(BoqQ:) = rank(Bo), our claim follows. 

Finally, the key for establishing Theorem 3.2.1 is (as in the proof by Moser) to remark 

that, using a transformation T as above, the reduction of the rank of Ao is not affected by 

the term T- 18T in T~,q, [A]. 

3.3 The Moser-Reduction Algorithm 

In this section, we give a version of the Moser-reduction algorithm for systems of pseudo­

linear equations. \Vhen specialising this algorithm to the differential case, it corresponds to 

an improved version of the Moser-reduction algorithm as introduced in [27]. Our approach 

is to replace the differential equivalence by the Gauge transformation (2.41) and to show 

that this results in a valid reduction algorithm. The main task is to prove that Lemma 2.3 

in [23] remains valid. 

Before we outline the method for the differential case, we remark that if Ao is not nilpo­

tent, we have rank of Ao = nand 

8(A):= 7r (rndet (r-lAo + Al - AI)) = 7r (det (Ao + Alr - Ar!)) = dct(Ao) ¢. 0 

hence the system is irreducible. The interesting ca..,e, where the system is reducible, requires 

Ao to be nilpotent. 

Now assume Ao to be in Jordan canonical form Ao = diag(J, Os) where J has d Jordan 

blocks of dimension ni ~ 2 with nl ~ ... ~ nd > ndti = ... = nd = 1. Define Ii (Ci 

respectively) for i = 1, .. , d + s, as the position of the ith zero row (column respectively) of 

Ao. 
The L-matrix L(A, A) E k[A](d+s)x(d+s) is then defined by 

where ((ai,j)) E k(d+s)x(d+s) is defined by setting ai,j as the entry of Al of row Ii and column 

Example 3.3.1. The following example, taken from [23] illustrates this definition for d = 2, 
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n} = 3, n2 = 2, n3 = n4 = 1 and s = 2: we have 

0 1 

0 1 

0 

Ao= 0 1 

0 

0 

The L-Matrix is then a 4x4 matrix 

x x x 

L(A, A) = 
x x x 
x x x - A 

x x x 

0 

x 

x 
x 

X-A 

whose entries are copied from the entries of Ai which are marked by "x": 

x x x x 

x x x x 
x x x x 

x x x x 

In [23], the following was shown: 

Proposition 3.3.1 ([23], Proposition 2.1). The system (2.39) is Moser-reducible if and only 

if detL{A, A) = O. 

At each reduction step, this algorithm uses the following normalisation: construct a 

constant transformation C such that C[A] = A has a corresponding L-matrix with the 

following structure: 

(3.2) 

where L11, L22 and L33 are square matrices of dimension d, s - q and q respectively, 0 ~ q ~ s 
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with the additional condition that: 

( 
L11 ) rank L21 + s - q = rank (3.3) 

and L33 is upper-triangular with a zero diagonal. 

The diagonal transformation which carries out the reduction step is then of the form [23] 

(3.4) 

3.3.1 A Generalisation of the Moser-Reduction Algorithm 

Now assume that ¢ =I id and 8 =I- 0, both fixed. Recall that 8 is of the form 8 = ,(id - ¢) 

for some nonzero element, E F. In order to simplify the proofs in this section, we use the 

fact that we can always assume that w(8) = o. Indeed, it suffices to replace 8 by 8 := x-w(6)8). 

We write cPx = qx + O(x2 ) for some nonzero element q E K and we obtain for k =I- 0 

(3.5) 

\Ve consider a pseudo-linear system of the form (2.31) and suppose that r = -v(A) > 0 = 

-w(8). Our assumption w(8) = 0 implies that m6,,p(A) = m6,id(A). \Ve shall refer to this 

quantity simply by m(A). Notice that in this case, the definition of the Moser-polynomial 

O('x) associated with a singular pseudo-linear system is independent from the particular 

choice of 8 and ¢. Therefore we have the following property: the matrix A is reducible w.r.t. 

(8, ¢) if and only if it is w.r.t. (8, id). 

Suppose now that A is reducible and let T be a transformation such that m(T6,id[A]) < 
m(A). The natural question whether m(T6,,p[A]) < m(A) arises. In general, this is clearly 

not the case. However, it does hold for transformations T of the form T = CS with C 

constant and S = diag( X d1 , ••• , xdn ) such that (J (S) = max di - min di < 1. This is precisely, 

as we have seen in the previous section, the type of transformation used in each reduction 

step in the algorithm for the r..loser-reduction in the differential case. 

We shall now prove this result. The constant transformation C which is used for the 

normalisation of the system can be used similarly as in the differential case since 

for any constant transformation C, due to the fact that ¢ is a K-automorphism. We will 

show that for the diagonal transformation S we have m(S,p,6[A]) < m(A). 
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Lemma 3.3.1. The rank-reduction in the differential algorithm is achieved by merely using 

the similarity transformation S-l AS. 

Proof Using the fact that S is a diagonal transformation 

S - d' (d1 dn ) -' D - lag x , ... , x -. x , 

where D = diag(d1, ... , dn ) with di EN, we compute S-l = x-D and 8S = DxD, hence 

We can see that the matrix D does not affect the leading matrix Do of the transformed 

system since r > O. Hence the reduction in rank will have to be achieved by S-l AS alone. 

o 

The following technical lemma studies the effect of the automorphism 4> on the diagonal 

transformation S. 

Lemma 3.3.2. Let Sand D be as in Lemma 3.3.1 and its proof, with di E {O, 1} (i = 1 ... n). 

Then 

Proof Using (3.5), we obtain 

and, using di E {a, I} we compute 

4>S - diag(qd1xd1, ... , qdnxdn) + O(x2) 

_ SqD + O(x2). 

(3.6) 

o 

We now establish that rank reduction can be done by merely involving the first term of a 

pseudcrlinear transformation. In particular, this does not require 8. 

Lemma 3.3.3. The operation S-l A4>S with S as in the previous lemma achieves a rank­

reduction. 

Proof Using Lemma 3.3.2, we find 

S-IA4>S - S-lA((SqD+O(x2)) (3.7) 

- S-lASqD + 5-1 A. O(x2). 
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Using Lemma 3.3.1, we know that 8-1 A8 has a leading matrix with reduced rank, hence 

this is also true for 

But it is dear that the second term in the last sum in (3.7) is 

since v{8-1) = -1, implying that this term does not affect Do. D 

The following result shows that any diagonal transformation as in the proof of Lemma (3.3.l) 

with di E {a, I} that leads to a rank reduction in the differential case, also achieves this in 

the pseudo-linear setting. 

Proposition 3.3.2. Suppose that A is Moser-reducible and the diagonal transformation 

8 = diag(xd1, ... ,xdn ) with di E {a,l} satisfies m(8[A]) < m(A). Then we also have 

m{8t/1,cslA]) < m(A). 

Proof We have 

8t/>,c5[A] - 8-1A<I>(8) - 8-18(8) 

_ 8-1 A<I>(8) - (;XW + O(x1+W) 

where (; is a constant diagonal matrix. Using Lemma 3.3.3, we have 

8- 1 A<I>S = D = x-r{Bo + O(x)), 

with rankEo < rankAo. But we have assumed w = a > -r hence, the proposition follows. 

o 

The reduction algorithm is then as follows: 

PseudoJ.inear _Moser -Reduction(A, <1>, 6) 

Input: A E Mn(F), <I> a K-automorphism, 6 a Pseudo-derivative w.r.t. <I> 

Output: Transformation T such that Tt/>,c5[A] is Moser (8, <I»-irreducible 

2. while (r(A) > -w) and (0(-\) == a) do 

(a) Compute a constant transformation C to normalise A; 

(b) A:= Ct/>,c5[A]; T := TC; 

(c) Compute a diagonal transformation 8 as in the differential case; 

34 



(d) A:= S4>,5[A]; T := TS; 

3. return T; 

3.4 Super-Irreducible Forms 

In [50], Hilali and Wazner introduced the concept of super-irreducible forms, which can be 

seen as a generalisation of the l\loser-irreducible form. In this section we extend this concept 

to pseudo-linear systems. 

Consider again a pseudo-linear system of the form (2.31) and suppose that r = -v(A) > 
-w(8). Mimicking the differential case we define, for 1 ~ k ~ r + w, the rational number 

m~,4>(A) by 
m~ ,,(A) = r + W +!!.O. + ~ + ... + ¥ 

,'P n n n 

where ni = ni(A) is the number of rows of A with valuation v(A) + i. 
Now define 

Definition 3.4.1. The matrix A or system {2.31} is said to be k-irrcducible {w.r.t. (8,4»} if 

m~,4>(A) = J1~,4>(A). Otherwise A is called k-reducible. The matrix A or system {2.31} is said 

to be super-irreducible, if it is k-irreducible for every k, or equivalently if m:S~w (A) = J.l:S~w (A). 

A criterion for k-reducibility is obtained in exactly the same way as in the differential 

case. One defines Sk and 8 k ('\) as where 

8 k (,\) := t Sk det(tr-k A - '\In) 

and verifies that 8 k ('\) belongs to 0['\]. Then one can define the polynomial Ok(A) E K[A] 

as 

(3.8) 

In the same way as in the differential case, one can show that one has the following 

Theorem 3.4.1. The the matrix A is k-irreducible, if and only if the polynomials ()j('\), 
(j = 1, ... , k), do not vanish identically in '\. 

3.4.1 The Second Reduction Algorithm 

In [23] it was shown that the computation of a super-irreducible system can be reduced to 

the computation of several Moser-irreducible systems of smaller size, using a block-reduction 
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algorithm. 

In this section, we assume that the first reduction algorithm has been applied to the system 

(2.31). \Ve will show that the Direct Block Reduction Algorithm as introduced in [27] can be 

used for systems of linear functional equations in order to obtain a second reduction algo­

rithm which can be characterised as computing a new system of the form 8Y = B<jJY where 

B is a block-triangular super-reduced matrix where each diagonal block is Moser-reduced. 

As explained in [27], Section 3, the block-reduction is achieved by using Elementary Opera­

tions of the form 
1 

1 

1 

where the entry at position (i,j) is a E K[[xll. \Ve recall that transforming a given differen­

tial system with Ej,j (a) results in a new system whose coefficient matrix A is obtained from 

A by adding to the jth column the ith column multiplied by a, then subtracting the jth 

row multiplied by a from the ith row, and adding 8(a) to the entry in the (i,j) position. 

The effect of using Ei,j(a) as a pseudo-linear transformation is very similar to the differential 

case, with the difference that the jth column of the transformed systems results from adding 

to the jth column the ith column multiplied by ¢(a) and also adding 8(a) to the entry in 

the (i, j) position. 

The concept of normalised Moser-irreducible forms as introduced in [27) can be easily 

extended to the case of systems of linear functional equations as the normalisation is carried 

out using a constant transformation. 

Proposition 3.4.1. The direct Block-Reduction algorithm of /27j can be adapted for our use 

by replacing the elementary transformation Eij(a) with Ejj(q-ha ) where h = v{a). 

Proof By reviewing the process of eliminating terms in A it becomes apparent that the 

elimination is achieved using linear combinations of leading coefficients of elements in A, 

multiplied by the leading coefficients of a. Let a = cth + ... , it follows 

hence the leading coefficient of ¢(q-ha) equals c. Hence using Eij(q-ha ) for a pseudo-linear 

transformation carries out an identical elimination process on the corresponding leading 

terms. 0 
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Remark 3.4.1. This does not imply that the final result of the block-reduction is identical 

in both of the differential and general pseudo-linear case. Crucially, each i.solated step of 

the algorithm does indeed an identical elimination in both cases, but the tran.sformations 

introduces also additional terms of higher order that are different. 

3.4.2 A First Application: Polynomial Solutions of Linear 

q-Difference Systems 

Let q E K with q =11 and consider a linear q-difference system with coefficients in K(x): 

Y(qx) = Af(x)Y(x), Af(x) E Mn(I«x)). (3.9) 

\Ve are interested in this section by the problem of computing all the polynomial solutions 

of a linear q-difference system. Algorithms for solving this problem in the differential and 

the difference cases have already been proposed in the past [15, 4]. \Ve shall show that a 

similar approach as therein remains valid for the q-difference case, and that the necessary 

ingredient for the algorithm is the ability to compute super-irreducible systems. Using the 

algorithm from the previous section, this can be done efficiently. For sake of brevity we 

shall consider here only the problem of computing a bound on the degree of polynomial 

solutions. Such a bound can be obtained from the so-called indicial equation (at x = (0). 
Unfortunately the indicial equation is not immediately apparent for a given general system. 

The idea consists in reducing the given system to a simple from which the indicial equation 

can be immediately obtained. We will show that such a simple form can be derived from a 

super-irreducible form in exactly the same way 8..', in the difference and the differential cases. 

3.4.3 The Indicial Equation 

A polynomial solution Y E K[x]n of degree v can be viewed as local formal solution (at 

x = (0) of the form 

Y(x) = Lx-i+"Yi, (3.10) 
i2:0 

where Yi E Kn, Yo =I 0 and Yi = 0 for i > v . 
The idea is to work with F = K((x- I )), the completion of K(x) w.r.t. to the t-adic 

valuation (here t = X-I). Define ¢ and 0 by ¢(t) = qt and 0 = id - ¢. A linear q-difference 

system can then be written as a pseudo-linear system 

oY = A(t)¢Y (3.11) 
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where 

Multiplying this system on the left by the diagonal matrix 

D '- d' (t01 tOn) .- lag , ... , , 

where (ti = - min (V(AiJ, 0), Ai,. being the ith row of the matrix A, yields the equation 

D8Y = C¢Y, (3.12) 

where C = DA. By definition, one has D, C E Mn(K[[t]]). Put 

\Ve look for formal solutions of the form: 

+00 
Y = L::tHIlYi 11 E K, Yi E K n

, Yo f. O. 
i=O 

One has 
+00 

¢Y = L qHlltHII)'i 
i=O 

and 
+00 

8Y = Y - ¢Y = L (1 - qHII)tHII)'i. 
i=O 

Replacing D, C, ¢Y and 8Y by their t-adic expansions in (3.12) and identifying coeffi­

cients of the powers til yields, in particular, the equation 

Thus in order that the system (3.12) admits a formal solution of the form (3.10), 11 and Yo 
must satisfy the equation 

(Co - (q-II - I)Do) Yo = 0 

which implies that (q-II - 1) must be a root of the polynomial 

E(>.) := det (Co - >.Do). 

As a consequence: 

• If Y E K[x]n is a nonzero polynomial solution of the system of degree 11, then E(q-V-
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1) = o . 

• The degree of polynomial solution can be bounded by the biggest nonnegative integer 

II such that q-V - 1 is a root of E(A). 

However, it may happen that the determinant E(A) vanishes identically in A in which case 

it is quite useless to us. This motivates the following definition: 

Definition 3.4.2. The system (3.12) is said to be simple if det (Co - ADo) =f 0 (as a poly­

nomial in A). In this case the polynomial E()") := det (Co - ADo) is called the indicial 

polynomial of (3.12) . 

As an example of simple systems, take a system of the form (3.11) with v(A) ;:::: O. In 

this case D = In and C = A. Hence E(A) = det (Ao - AIn) ;f= O. Consequently, the system 

is simple and its indicial polynomial has degree n. 

Proposition 3.4.2. Every q-diJJerence system (3.11) can be reduced to an equivalent system 

(3.12) which is simple. 

Proof Since every q-difference system (3.11) is equivalent to a super-irreducible one, it 

suffices to prove that every super-irreducible system is simple. 

Consider a system of the form (3.11) and put r = -v(A). If r ~ 0 then the system is simple. 

Suppose that r > 0 (notice that w(t5) = 0) and let D and C = DA be defined as above then 

E()") = det( Co - ADo) = Or(A). 

Indeed, one easily verifies that det(D) = tSr (see Section 3.4 for the definition of Sr and Or) 

hence 

Hence 

tSr det(A - AIn) - det Ddet(A - AIn) 

- det(DA - AD). 

Or(,x) - t 8r det (A(t) - Aln)lt=o 

- det (C(t) - AD(t))lt=o 

- det( Co - ADo). 

Now if (3.11) is super-irreducible then, by Theorem 3.4.1, the polynomial Or()..) is not 

identically zero and (3.11) is simple. 0 
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Chapter 4 

Regular Formal Solutions 

To design an algorithm for the computation of regular formal solutions is our second 1'cscarch 

objective, and in this chapter, we extend the results presented in the previous chapter to 

achieve this aim. We consider pseudo-linear systems with coefficients in the field of f01mal 

Laurent series with finite pole order and define and compute regular solutions. This chapter 

is organized as follows: we introduce systems of the first kind, the indicial polynomial of the 

system, and show that these systems can be transformed into a new system with constant 

coefficient matrix. We use this to define a fundamental matrix solution and we prove its 

existence. After introducing simple pseudo-linear systems we then give our algorithm. We 

finish by reviewing some technical conversions between different forms of linear functional 

systems and reviews three particular examples of linear functional systems and their regular 

solutions. 

4.1 Solving Systems of the First Kind 

Given a local system of the form (2.31), we are interested in defining regular solutions. In the 

case of singular linear differential, difference and q-difference systems the simplest situation 

arises when a singularity is of first kind ([47], [46], [7]). In this situation, it is well known 

that there exists a full fundamental system of solutions that have certain properties, and 

which are referred to as regular formal solutions. This motivates the following definition for 

general local pseudo-linear systems: 

Definition 4.1.1. A local system of the form (2.31) is said to be of the first kind if for its 

Poincare-rank r, we have r = O. 

We will show that in this situation we are also able to establish the existence of n linearly 

independent regular solutions. Our approach being constructive, this will give in principle, 

a method for computing them. However, it will be less efficient than the monomial-by­

monomial method from Section 4.3. 
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For sake of simplicity, we will assume that K is algebraically closed in the remainder of 

this section. This assumption however, is not necessary for the algorithm, as we will discuss 

later. 

Given a system of the first kind (2.31), we define its indicial polynomial 

<peA) = det(qA Ao - c[A]ql). (4.1) 

Remark 4.1.1. Note that <peA) is a polynomial in A if q = 1, otherwise it is a polynomial 

in qA. This could be seen as a q-analogue of a polynomial, hence our convention is to still 

refer to it as the indicial polynomial. 

\Ve also define the (e, q)-spectrum 

l3y definition, l7c,q is invariant with respect to similarity transformations of Ao. 

Lemma 4.1.1. If q = 1, the roots of <p are of the form JLle where JL is an eigenvalue of Ao. 

Otherwise, assume that c is not an eigenvalue of (q - I)Ao. Then the roots of <p are of the 

form logq c - logq((1 - q)JL + c). 

Proof If q = 1, this follows immediately from the definition of <peA) - det(Ao - cAl). 

Otherwise, we can see that <peA) = 0 if and only if 

det ((~Ao - 1) q>' + 1) = o. 

If the assumptions on c and q of the lemma are met, the matrix ~Ao - I is invertible and 

hence we can apply matrix inversion in the above equation. This then leads to the claim. 0 

A simple consequence of the previous lemma is: 

Lemma 4.1.2. We have l7c,q = {O} -¢=:> Ao is nilpotent. 

In the remainder of this chapter we will always assume that c is not an eigenvalue of 

(q - I)Ao. 

Definition 4.1.2. We say that a matrix Ao E Mn(K) has good (c, q)-spectrum if for any 

A E l7c,q and any nonzero k E Z, A + k ~ l7c,q' 

Using the concept of (c, q)-spectrum we can state the following 

Lemma 4.1.3. A matrix Ao E Mn(K) has good (c, q)-spectrum if and only if for any 

eigenvalue JL E [{ of Ao and k E Z·, qk JL - c[k]q is not an eigenvalue of Ao. 
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Proof For q = 1, this follows directly from Lemma 4.1.1. Otherwise, denote Jll' ... ,Jln E R 
the eigenvalues of Ao and assume that Jli =I qkJlj - e[k]q for all Jli =I Jlj and k E Z*. Still 

using Lemma 4.1.1, this can be seen to be equivalent to q>'i =I q>.rk where Ai, Aj are roots of 

<p. This finishes the proof. 0 

\Ve shall now see that, using an appropriate transformation, any local pseudo-linear system 

of the first kind can always be assumed to have a leading matrix with good (c, q)-spectrum. 

Lemma 4.1.4. Given a local system of pseudo-linear equations of the form (2.31) which is 

of the first kind, there exists an invertible matrix S E Mn(/<[r]) transforming the system 

into a system of the first kind whose leading matrix has good (e, q)-spcctrum. 

Proof Assume Ao does not have good (c, q)-spectrum. Using a constant transformation, we 

can assume that Ao is block-diagonal 

with I > 1 and the A~ having only one eigenvalue. \Vithout loss of generality, we can restrict 

ourselves to the case 1 = 2, the general case follows by repeated application of the process 

indicated below. Hence, assume that Ao has the form 

where A61 has dimension nl with indicial polynomial <pu (,X) and O"~,~ = {AI} and A52 has 

dimension n2 with indicial polynomial <p22 (A) and O"~~ = {A2}, and furthermore, A2 = Al + It 
with h E N+. Hence we have (up to a constant factor, which we can assume to be 1) 
cp22(A) = cpll(A - h). 

( 4.2) 

Its leading term is 

(4.3) 
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The indicial polynomial of this new leading matrix is the product of cpll (.\) and 

<t322 (.\) - det(qA(qA62 - cI) - c[>.]qI) 

- det(qA+l A62 
- c[>' + l]qI) 

_ cp22 (.\ + 1) 

where we have used the additive property of the q-bracket. Hence, we have reduced the 

difference in the roots of cp(>.) to h - 1. Iterating this process h - 1 more times leads to a 

leading matrix with good (c, q)-spectrum as required. The constructed transformation ma­

trix S is a finite product of constant invertible matrices with coefficients in J( and diagonal 

polynomial matrices. o 

Proposition 4.1.1. A system of the form {2.31} that has a singularity of the first kind and 

whose leading matrix Ao has good (c, q}-spectrum is equivalent to a local pseudo-linear system 

of the first kind whose coefficient matrix is a constant matrix Ao. 

Proof We will show that there is a change of variable Y = T Z where 

00 

T = 1+ L7iri, Ti E Mn(I() 
i=l 

such that T6,t/>[A] = Ao. \Ve proceed by induction, assuming that we have found a transfor-

mation 
h 

T(h) = 1+ L7iri 
i=l 

such that the coefficient matrix of the transformed system is 

and we show that transforming with 

(4.4) 

yields 

(4.5) 

increasing the order of accuracy in the transformed coefficient matrix. 

Inserting (4.4) into (4.5) and comparing leading terms, we find the matrix equation 
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where the leading coefficient of B(h+!) E Mn{K) depends only on terms in A of higher order 

than h + 1. This equation is a matrix equation of the form ex - x D = E which can be 

solved uniquely for X if and only if e and D have no eigenvalues in common. But this is 

in fact (Lemma 4.1.3) implied by the assumption that Ao has good (c, q)-spectrum. This 

equation can hence be solved uniquely for Th+!. This finishes the proof. o 

Applying Proposition 4.1.1, we can transform any system of the first kind to a system of the 

form 

(4.6) 

where J is a constant matrix. Using a constant transformation, we can furthermore assume 

that J is in Jordan normal form. \Vithout loss of generality we can consider the different 

blocks of J individually. Hence, for such a block, the indicial polynomial has only one root 

jJ E K. If jJ i:- 0, we show that we can introduce a scalar change of variable that reduces our 

considerations to the case where the indicial polynomial has the only root zero. 

Denote bye). a scalar function in some extension of F such that 

(4.7) 

and 

(4.8) 

where q, c and [A]q are defined as in Chapter 2. 

Remark 4.1.2. These definitions extend (??) and (??) to arbitrary exponents A. A priori, 

it is not obvious that e). exists, we show in Section 4.4 that e), can be defined using the expo­

nential and logarithm function for a wide range of linear functional systems. 

Furthermore, let u be an element of an extension of F satisfying 

(4.9) 

Then we have: 

Lemma 4.1.5. Consider the system (4.6) with associated indicial polynomial 'PJ(A) and 

assume that J has only one Jordan block. Let jJ be a root of <.pJ. Then the change of variable 

Y = eJlV' yields the new system 

(4.10) 

where N E Mn{O), N = No + O(r) with No a nilpotent matrix with single Jordan block of 

the same size. 

44 



Proof Carrying out the change of variable Y = ellY we obtain the new system (4.10) 

where N = Jcp(ell)/ell - r-W Ib(ell)/ew Taking into account the properties (4.7) and (4.8) 

we compute the indicial polynomial of the new system as 

'PNO(.X) - det(qA(qll J - C[fl]qI) - c['x]qI) 

- 'PJ('x + J-t). 

This shows that (lc,q = {O} for the new system. Applying Lemma 4.1.2 we obtain that No is 

nilpotent. D 

\Ve will now assume that we have applied the previous lemma in order to have a system of 

the form (4.10). Recall that N has a nilpotent constant term (but is not a constant matrix 

in general). Denote J = r-wb and, if cp i:- id, write J = ;y(cp - id) where l' = r-w,. Note that 

w = 0 for this new pseudo-derivation. Also, slightly abusing notation, we will now denote 

by n the size of the single Jordan block of No, which equals the dimension of the system (4.1O). 

\Ve now show how to construct n linearly independent regular solutions of the above 

system: define the matrix 

1 u 1 n-I 
(n_I)!U 

u= 0 
(4.11) 

u 

0 0 1 

By definition, we have that U is a matrix exponential 

U = eUNo. 

This gives the following formula for the inverse of U: 

u-1 = e-uNo , 

in other words, U- I is obtained by replacing U by -u in (4.11). 

Proposition 4.1.2. A local pseudo-linear system of the form (4.10) admits a fundamental 

matrix solution of the form 

Y(r) = Z(r)U (4.12) 

where Z E GL{n, 0), and U is defined as in (4.11). 

In order to prove this proposition, we need some intermediate results. The proof of the 

45 



following technical lemma will be left to the reader. 

Lemma 4.1.6. If ¢ =I id one has 

8(ui
) = t i 1

-
1 (~) ui

-
I(8(u)t 

1=1 

Lemma 4.1.7. Performing the change of variable Y = ZU in (4.10) leads to a new system 

of the form 

8Z = N¢(Z)V - ¢(Z)IV (4.13) 

where V, IV E Mn(O). 

Proof First note that in the above lemma the system (4.10) is viewed as a matrix equation, 

i.e. the unknown Y is an n x n matrix rather than a vector. 

One easily verifies that substituting Y = ZU into (4.10) gives a system of the above form 

with 

V = ¢(U)U-1 

and 

IV = 8(U)U- 1
• 

We only have to show that IV E Mn (0) since either ¢ = id in which case the claim 

V E Mn(O) follows trivially, or ¢ = i-1(8 - id) in which case the claim for V follows from 

the definition of Wand IV E Mn(O). 
Carrying out the matrix multiplication, we find 

o WI Wn-l 

IV= 
o 

o o o 

where for k = 1, ... , n - 1 
k 

_ ~ 1 ( )k-i ~( i) 
Wk - L- i!(k-i)! -u u U • ( 4.14) 

i=I 
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If ¢ =1= id then, using Lemma 4.1.6 and rearranging the sums, we obtain 

k i 

~~ 1 (l)k-i k-I~1-1(~( ))1 
Wk - L- L- I!(i-I)!(k-i)! - u, u U 

i=1 1=1 

k k 

- l: l: I!(i-l)~(k-i)! (-1 )k-iUk-
l i 1

-
1 (8( U))I 

1=1 i=1 

k k 
~ (_I)k -1-1 k-I(~( ))1 ~ (_I)i 
L- -l!-' U u U L- (i-I)!(k-i)! 
1=1 i=l 

k k-l 

- L ~~~~I;:i1-luk-I(J(u))IL (k;l)(_l)ilk-I-i (4.15) 
/=1 i=O 

1 - k 
- k!i'k-l (8(u)) E O. ( 4.16) 

The last expression follows by remarking that the inner sum in (4.15) equals zero whenever 

l < k, and v(i-i) 2: 0 for all j E N. This proves the lemma in the case ¢ =1= id. If ¢ = id then 

the system simplifies to 8Z = NZ - ZN08(u) which proves (4.13) in this case by (4.14). 0 

Lemma 4.1.8. Consider the pseudo-linear system 

P8(Z) - 8(Z)Q = NZ - ZAf ( 4.17) 

where P, Q, M, N E Mn(O) and their respective constant terms Po, Afo, No are strictly upper­

triangular (hence, nilpotent), furthermore Afo and No having the same Jordan normal form 

with one Jordan block of size n, and Qo is upper-triangular with all diagonal entries equal 

to 1. Then this system has a matrix solution Z E GL(n, 0). 

Proof Inserting a solution of the form 

00 

Z = L ZiTi (Zi E M n (/<)) 
i=O 

gives the necessary condition 

NoZo - ZoAfo = O. 

An explicit solution Zo = CS1CT E GL(n, K) of this equation can be derived where Cs and 

CT are similarity transformations needed to bring No and Afo to their (same) Jordan normal 

form. 
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Assume we have found parts of a solution 

h 

Z(h) = Zo + 2: ZiTi (Zi E Mn(K)) 
i=l 

that satisfies 

we put 

Inserting into the system and comparing the coefficients of T h+l one finds the matrix equation 

where Rh+l only depends on terms in Z and the various coefficients of (4.17) of low('r order. 

According to the assumptions of the lemma, the first coefficient in this matrix equation is 

nilpotent and the second has the unique non-zero eigenvalue c[h + 1jq for any value of h > O. 

As we have already remarked in the proof of Proposition 4.1.1 earlier in this chapter, this 

implies there is a unique solution Zh+l for any value of Rh+1• 0 

Lemma 4.1.9. The system (4.13) has a matrix solution Z E GL(n, 0). 

Proof Assume first that </J =f id. \Ve recall that lV E Mn(O) is strictly upper-triangular. 

\Ve will show that the system can be rewritten as a system of the form (4.17) in Lemma 

4.1.8. By using 4> = -y-18 + id we can express the system as 

&(Z) = N¢(Z)(I + 1'-llV) - ¢(Z)lV. 

We remark that I + i-ltV E GL(n, 0) and furthermore is a unimodular matrix. Hence, we 

can consider the system 

8(Z)(I + -y-1lV)-1 = N ¢(Z) - </J(Z)Af 

where Af = lV(1 + 1'-IIV)-1 E Mn(O) is strictly upper-triangular. Finally, we can rewrite 

the system using only 8 as 

P&(Z) - 8(Z)Q = NZ - ZAf 

where Q = -(1 + 1'-lW)-l - 1'-1 Af is upper-triangular with all diagonal entries equal to 1 

and P = _1'-1 N is strictly upper-triangular. 
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In order to show that this is indeed a system of the form (4.17), the last property that 

remains to be proved is that the Jordan normal form of Ala has one block of size n. By 

inspecting the structure of Alone can see that all its elements in the first off-diagonal are 

equal to WI = J(u) which is a unit in 0, hence the Jordan normal form of Ala consists of 

one block of maximal size. 

If </> = id, we have previously seen that the system (4.13) simplifies to 

Jz = NZ - ZNa8(u). 

Using techniques very similar to that in the proof of the previous lemma, we can assert that 

a matrix solution Z E GL(n, 0) can be constructed also in this case. 0 

It is now easy to prove Proposition 4.1.2 since a solution Y of the system (4.10) is given 

by ZU where Z is a solution of the system (4.13). But Lemma 4.1.9 shows the existence of 

a solution Z E GL(n, 0) of the latter system (4.13). 

By applying the various transformations that were used in Lemma 4.1.4, the proof of 

Proposition 4.1.1 and, for each eigenvalue of the coefficient matrix of the resulting constant 

system, combining the scalar changes of variable as in Lemma 4.1.5 and the result of Propo­

sition 4.1.2 into the block-diagonal matrix in (4.18), we can now derive the structure of a 

regular fundamental matrix solution of a system of the first kind. 

Theorem 4.1.1. A local pseudo-linear system of the form {2.31} which is of the first kind 

admits a fundamental matrix solution of the form 

(4.18) 

where H(r) E Mn(O), All ... ' Ak E K, eA; defined as previously and the Ui are the matrices 

defined by {4.11} where n is replaced by the size of the various Jordan blocks in J. 

Remark 4.1.3. We refer to Section 2.4 where we show how this form of regular solutions 

can be expressed using the exponential and logarithm function in the case of differential, dif­

ference and q-difference systems. 

In [25], we have defined regularity of an arbitrary pseudo-linear system in the following 

way: 

Definition 4.1.3. A system of the form {2.31} is called regular if there exists a matrix 

T E GL(n, F) such that T.s,q,[A] is of the first kind. 
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Together with this definition ofregularity and Theorem 4.1.1, the class ofregular pseudo­

linear systems is characterised in terms of the structure of their solutions as follows: 

Theorem 4.1.2. A local pseudo-linear system of the form {2.31} is regular singular if and 

only if it admits n linearly independent solutions that are all of the form 

(4.19) 

with some ,\ E K, sEN and hi E K[[T]]n. 

Proof This follows by inspecting the columns of the fundamental matrix solution (4.18) 

and taking into account the additional transformation with the matrix T. 0 

Having obtained the structure of a regular formal solution, we define: 

Definition 4.1.4. A formal solution of the form {4.19} is referred to as a rf'gular formal 

solution. We denote reg(y) = eoX as the regular part of y. 

This will be useful as part of the structure of general formal solutions in the next chapter. 

4.2 The Dimension of the Regular Solution Space 

In the previous section we have clarified the structure of local solutions in the case of a 

regular singularity. But, even for an irregular singularity, there may still be solutions of the 

form (4.18) which we still refer to as regular solutions. In this section, we will generalise 

the concept of simple systems from the differential case ([21]) to pseudo-linear systems and 

show that the number of linearly independent regular solutions can be computed once the 

input system has been converted to such a simple system. 

4.2.1 Simple Pseudo-Linear Systems 

The goal of this section is to show that for a pseudo-linear system that is super-irreducible, 

the associated polynomial Or reveals the dimension of the regular solution space. The idea is 

to remark that a super-irreducible system can be rewritten as a system of the more general 

form 

DJy = N</>Y (4.20) 

where J = T-w6, D is a diagonal polynomial matrix and N E Mn(O). This had been first 

done in the differential case ([15]) and later in the difference case ([4]) and we presented the 

q-difference case in ([25]). We now state this in the general pseudo-linear setting. 

The pseudo-linear operator that corresponds to (4.20) is 

LJ,cI> = N¢ - DJ. 
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Here, the matrices D and N are given by the matrix factorisation 

(4.22) 

where 

D - d· (01 On) - lag r , ... , r 

and (ti = min(O, v(Rt) - r). Here Rt denotes the ith row of the matrix A. Following [15], 

[4] and [25], we make the following 

Definition 4.2.1. A system as in (4.20) is called a simple pseudo-linear system if det{Do>"­

No) 1= O. 

The following computation reveals that the matrix factorisation (4.22), leading to the 

system (4.20), indeed leads to a simple system. One has 

det(Do>" - No) = 7r(det(D>" - N)) = 7r(rSr det(A - >..1)) = Or(>") ¢. 0 (4.23) 

since the system is super-irreducible. By using one of the reduction algorithms mentioned 

in the previous section, we can effectively compute Or. 

Using a change of unknown of the form Y = T Z and left-multiplication by S where S, T E 

GL(n, O) and So, To non-singular, a simple system can be transformed into an equivalent 

new simple system 

D8Z= IV¢Z 

where D = SDT and IV = S(N¢(T) - D8(T)). \Ve will now give a dccomposition lcmma 

for simple pseudo-linear systems that extends the Generalised Splitting Lemma (Proposition 

3.1 in [63]) known for simple linear differential systems. We call Do>" - No the leading pencil 

of the simple system (4.20). Note that this is a regular matrix pencil, for which a definition 

of eigenvalues exists (see e.g. [63]). Denote by spec(A + >..D) the set of eigenvalues of the 

regular matrix pencil A + >..n. 

Proposition 4.2.1 ([9], Proposition 4.1). Consider a simple operator D8 - N¢ and assume 

that its leading pencil is block-diagonal 

with det(DA1>.. - NJl) = 1 and det(Dl2>.. - NJ2) = Or. Then there exist S, T E GL(n, O) 

with So = To = In, transforming the operator into a new operator that is block-diagonal with 

block sizes matching the block structure of its leading pencil. 

Proof We reproduce here the proof in [9]. Let us rewrite the definition of equivalence of 
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simple systems as 

SD = DT, SN = N¢(T) - DJ(T) (4.24) 

where S = S-I. We shall show that a transformation with matrices of the special form 

(4.25) 

leads to an operator of the form 

It is easily seen that the complete block-diagonalisation can then be achieved using an 

additional transformation with matrices as in (4.25) where upper-right and lower-left blocks 

are exchanged. 

Assume that (4.24) is satisfied up to a certain order hEN, i.e. we have 

(4.26) 

and 

(4.27) 

where S(h) and T(h) are the truncated series 

h h 

S(h) = 1+ LSjrj, T(h) = 1+ L1jri . 
j=l j=1 

Put 
S(h+l) = S(h) + Sh+1rh+l , T(h+1) = T(h) + Th+lrh+l. 

Transforming the operator with S(h+l) and T(h+l) yields, taking into account the assumptions 

(4.26) and (4.27)' the matrix equations 

and 

Identifying the coefficient of r h+1 and combining the resulting equations using matrix pencil 

notation gives: 
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This matrix equation is an equation of the form X(A + >"B) - (C + >"D)Y = E + >"F. It is 

well known [40] that a unique solution of this equation exists provided that the two involved 

matrix pencils are regular matrix pencils and do not have any eigenvalues in common. It 

can be seen that, from the assumptions of the proposition, these conditions are met and we 

can hence find unique coefficients for the transformation matrices Sand T. o 

Theorem 4.2.1. Consider a pseudo-linear system of the form {2.31} that is super-irreducible 

with associated polynomial Or. Assume furthermore that c is not an eigenvalue of the regular 

matrix pencil Do)..- (q-1)No. Then there exist precisely deg(Or) linearly independent regular 

solutions. 

Proof First, we convert the system to a simple system as explained earlier in this sec­

tion. Then for the leading pencil we have det(Do>" - No) ¢ 0 and we can find a constant 

transformation so that the leading pencil of the transformed system is block-diagonal 

where det(DJ1>.. - NJ1) = 1 and det(DZ2>.. - NJ2) = Or(>") ([63]). For the second block, the 

additional assumption on c translates into c not being an eigenvalue of (q - 1)DJ2>.. - NJ2. 

We can now apply Proposition 4.2.1 in order to decouple the system. This will give two new 

independent simple systems, the second of which will be of the form 

with D52 = I. Multiplying by the inverse of D22, this can be converted into a system of the 

form Jy = B¢Y with B E Mn(O) which is of the first kind and dct(Bo - >..I) = Or(>"). In 

addition, we have that c is not an eigenvalue of (q - l)Bo. According to Theorem 4.1.1, we 

can find a regular fundamental matrix solution of this system, from which the claim follows. 

o 

4.3 The Algorithm: Monomial-by-Monomial Method 

In the previous sections we have seen that the parameters (w, c, q) characterise the local 

behaviour of a pseudo-linear system 8Y = A¢Y and, together with the definition of suitable 

scalar functions e>. and u, allow for the definition and computation of regular solutions. The 

proofs we have given are constructive and could be implemented in principle in a Computer 

Algebra System, however this would not be very efficient. For further information, we refer 
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to the discussion at the end of this section. 

The method for computing regular solutions we will present in this section is inspired by 

[21] for solving the differential case and could be called a "monomial-by-monomial" method 

as it will determine the different monomials of the series parts of the regular solutions succes­

sively, without computing an explicit recurrence relation. The advantages of this approach 

have already been established in the differential case. The method can be summarised as 

follows: we compute a super-irreducible form of the input system and then convert it to a 

simple system. From this, we will see that we can compute the indicial polynomial cp().). 
\Ve then design a method that computes a subclass of regular solutions for a more grneral 

(inhomogeneous) system. We are then able to reduce the task of determining the full srt of 

regular solutions (of the original input system) to that of computing the subclass of f(\gular 

solutions of several non-homogeneous systems. 

For the remainder of this chapter, we now return to the situation where K is not n('ces­

sarily algebraically closed and denote by K the algebraic closure of K where nrcrssary. 

4.3.1 Idea of the Algorithm 

We have seen previously that a system of pseudo-linear equations admits p linearly ind('pen­

dent solutions of the form 

(4.28) 

where p = deg(Br)' \Ve will first explain the idea of the algorithm and, in order to simplify 

the exposition, assume for now that e" = 1 (we will explain in the following scction how 

to proceed in the general case). Let us focus on the case ¢ =I id, as otherwise the method 

essentially coincides with that of the differential case. Consider the systcm 

L5,4>{Y) = DJy - N ¢Y = 0 (4.29) 

with L5.4> a simple operator. Assume there exists a ('hain of k (0 :5 k + 1 :5 p) linearly 

independent solutions of the form 

(4.30) 

If we define 

(; = diag(U, I n- k ) 
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where U is a k x k matrix of the structure as defined in (4.11), the change of variable Y = Z[; 

will lead to the new pseudo-linear system 

DJz + (D¢>ZlV - N¢>ZV) = 0 (4.31) 

where IV = 8[;[;-1 E Mn(O) and V = ¢>[;[;-1 E GL(n,O). This system is of very similar 

structure as the system (4.13). Inspecting this latter system by columns, we find for the ith 

column Zi the equation 

i-I i-I 

DJzi + D L Wi_j¢>Zj - N(L UJi_jC/)Zj + ¢>Zi) - 0 
j=I j=I 

i-I i-I 

¢=:} L(Zi) + L Wi_/y-I L(Zj) + D L Wi_jZj - O. ( 4.32) 
j=I j=I 

The last equation (4.32) has been obtained from the previous one by substituting ¢> = i-16 + 
id in the first occurrence of ¢> and using the formula (4.16) for Wi-j (here, UJi_j = i-1Wi_j)' 

Finding the hij in the solutions (4.30) is now reduced to finding column vector solutions 

Zj E K((7))n of (4.32). Using induction, equation (4.32) leads to the following lemma which 

shows how to compute the different hij as series solutions of some inhomogeneous system, 

where we will be dropping the index i in the hij for sake of simplicity. 

Lemma 4.3.1. For a regular solution of the form (4.28), we have 

1. L.s,,p(ho) = 0, hence, ho is a power series solution of the homogeneous system L.s,,p(y) = 
O. 

2. For i > 0, L.s,,p(h i ) = L~:~ Bjhj with B j E Mn(K((7))), hence hi is a power series 

solution of a non-homogeneous system. 

Proof From [21], we know that in the differential case we have Bi- l = -DJ(u) and Bj = 0 
for 1 ::; j < i - 1. If ¢ =/:- id, from equation (4.32) we can show using induction that 
B j = (~~;~j (<5(u))i- ji j-i+I D. 0 

Remark 4.3.1. A closer inspection of the form of B j in the differential, difference and 

q-difference case reveals that we have in fact Bj E Mn{K[[7]]). This means that in our 

implementation, it is sufficient to compute the individual hi up to a fixed order k and this 

yields a basis of regular solutions up to that order k. 

s This leads to the algorithm Regular _Solutions as presented below. The algorithm 

uses the function Series_Solutions in order to compute power series solutions of the system, 
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we will be explained this method in more detail in the next section. 

Regular _Solutions(L8,c/>, b, k) 

Input: L8,1/> a simple pseudo-linear system with indicial polynomial i.p, 

bE [(n((r)), k E N+ the desired order 

Output: all regular solutions of L8,c/>(Y) = b up to order k. 

1. reg.Bols := 0; 

2. s:= 0; 

3. b:= b; 

4. while Ireg.Bolsl < deg( r.p) do 

(a) hs := Series_Solutions(L8,1/>, b, k); 

(b) Compute new RHS b given by L~:t Bjhj where Bj as in the proof of Lemma 

4.3.1; 

(c) Y ·- ",8 h u
i

-
1 

• 
. - L..ti=1 i (i-I)!' 

(d) s:= s + 1; 

( e) reg.Bols : = reg.Bols U {y } ; 

5. return reg.Bols; 

Kote that the output of Series_Solutions contains parameters in order to allow for a 

simultaneous processing of all the solutions, in a similar fashion as the algorithm in [21] for 

linear differential system. 

4.3.2 Computing the Series Solutions 

In this section we consider the non-homogeneous system 

L6,c/>(y) = D8y - N¢y = b (4.33) 

with b E kn((r)) and L8,c/> a simple operator with associated polynomial Or{"\) = det{Do"\­

No) ¢. O. We look for solutions of the form 

00 

y = e~ 2: Yi ri (,.\ E K, Yi E [(n) 
i=O 

where e~ is defined as in Section 4.1. 
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Definition 4.3.1. For a given simple pseudo-linear system of the form (4.33), define its 

indicial polynomial as <p('x) = det(q"No - c['x]qDo). 

Since the associated polynomial Or('x) :j: 0, we also have <p('x) :j: O. Consider a solution 

of the form 
00 

y = e" LYiT' (,X E f<, Yi E f<n). 
i=O 

By inserting Y into (4.33) and comparing coefficients we obtain, amongst others, the equation 

(4.34) 

This shows that a necessary condition for the existence of Yo E i\n is that we find ,X E i\ 
such that <p('x) = O. 

In the algorithm, we proceed as follows: for each root J1, of Or (using Maple, we can 

calculate with algebraic numbers up to conjugation, there is no need to compute the splitting 

field of Or), we perform the change of variable Y = eJ.tZ. This yields a new simple system 

with indicial polynomial <p('x + It). We are now led to look for series solutions only, i.e. 

solutions of the form 
00 

Y = Lyi1.i (,X E i\, Yi E i\n). 
i=O 

The algorithm for computing these series solutions follows closdy the approach of [21] in 

the differential case. The idea is to compute successively monomials of the form TnTJ.t 

(m E [(n, J1, E i\) of a solution Y up to any order k E N+ by repeating the following 

two steps: 

1. Choose /-l as an appropriate number. This will be either a suitable integer root of the 

indicial polynomial or the valuation of the RHS. 

2. Set Y = mT#-' + z and solve the new system in z. This will be of the form L t5.<t>(z) = b 
where b = b - L6,t/J(mT J.t). 

The algorithm can be summarised in pseudo-code as follows: 

Series~olutions(L6,t/J, b, k) 

Input: L6,t/J a simple pseudo-linear system, 

bE kn((T)), k E N+ the desired order of solutions 

Output: all series solutions of L6,t/J(Y) = b up to order k 

1. seriesJlols := 0; 
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2. R:= the set of the integer roots of the indicial polynomial r.p of L6,cf>; 

3. d:= v(b); 

4. y:= 0; 

5. while d ::; k do 

(a) if there exists a A in R such that A < d then 

i. Set J1 := minimal element in R; 

ii. R:= R \ {j.t}; 

(b) elif all elements of R 2:: d then 

i. Set J1 := d; 

(c) Compute the monomial mrJ.l.; 

(d) y:= y + mrJ.l.; 

(e) Perform the change of variable y = mrJ.l. + z in L6,¢ and compute the new RIIS 

b = b - L6,cf>(mrJ.l.); 

(f) d:= v(b); 

(g) series.-Sols := series.-Sols U{y}; 

6. return series...sols; 

4.3.3 An Example 

In order to illustrate the algorithm, in particular the computation of the logarithmic terms 

using Lemma 4.3.1, we shall give an example. 

We load the ISOLDE library functions into a ~laple session: 

> with (ISOLDE) : 

\Ve consider a linear system of difference equations of the form ¢Y = AY, with system 

matrix 

> A:=matrix([[1,1+(1/x A 2)] ,[0,1]]); 

[ 

1 1 + x-
2 

] A ·-.-
o 1 

We now convert the system to a local system of pseudo-linear equations of the form 6Y = 
A</>Y (see Section A.1 for more details). 

> L:=LocalLinearDifferenceSystem(A,x,'Phi'); 

L:= L1 
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The output is the symbol Ll which is used as a key for a lookup table of internal data 

structures for the lazy evaluation mechanism. The system matrix of the new system can be 

retrieved: 

> mat_eval(GetSystemMatrix(L,x),x,O,2); 

which is a polynomial matrix. \Ve apply the super-reduction algorithm which yields the 

following output: 

> tmp:=SuperReduction(L,lambda); 

tmp:= [L2, [[0, (1 + A) A]], [-1]] 

The first element in this list is a symbol representing a super-irreducible system equival('nt 

to the input system. The computed transformation matrix is 

> T:=GetTransformation(tmp[l],x); 

T:= [: :] 

\Ve compute the coefficients of the super-irreducible system matrix up to order 4: 

> mat_eval(GetSystemMatrix(tmp[1],x),x,O,4); 

The second item in the list returned by SuperReduction contains, amongst other informa­

tion, the associated polynomial of the system. 

> theta:=tmp[2] [1] [2]; 
B:=(I+A)A 

In this example, we have c = 1 and q = 1: 

> c:=GetLocalCharacteristics(L,'c'); 

q:=GetLocalCharacteristics(L,'q'); 

c:= 1 

q:= 1 

Hence, the indicial polynomial is cp(A) = B(A). Its roots are Al = 0 and A2 = -1. The 
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degree of the indicial polynomial is 2, therefore the dimension of the regular solutions spare 

is 2 and the system is regular singular. Due to the integer differences of the roots of <p, we 

cannot detect the presence of logarithmic terms at this stage. 

In order to find the series solutions up to order k = 3, we solve L(ho) = 0 using the 

algorithm Series1;olutions. In our implementation, this can be done using the function 

RegularSolutions with an additional option "logfree". This returns one linearly indepen­

dent series solution associated with A = O. 

> h_O:=RegularSolutions(L,x,3,{'logfree'}); 

In order to find the remaining solution, using Lemma 5.1 we have to solve the non-homogeneous 

system L{h1) = b1 with b1 = -6{u)Dho. Here, D = I and 6{u) = log{x/{l - x)) -log(x). 

Since the order up to which we want to compute solutions is k = 3, it is sufficient to use a 

truncated series. 

> du := convert(series(log(x/(l-x)) - log(x),x,3),'polynom'); 

du := x + 1/2x2 

We compute 

> b_l :=evalm(-du*[l,O]); 

The algorithm Series_Solutions is then called again to compute hI' 

> h_l:=RegularSolutionsCL,x,b_l,3,{'logfree'}); 

Using these results, we have obtained the two solutions Yo = ho and YI = hI + uho. This can 

be verified from the default output when calling RegularSolutions: 
> y:=RegularSolutions(L,x,3); 

4.3.4 Discussion 

As we have already indicated, the algorithm we have presented in this section is preferable 

to the "theoretical" method in Section 4.1, based on a constructive proof for the structure 

of the regular solutions. We will give some more ideas why this is a plausible assessment of 
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the situation. 

The monomial-by-monomial algorithm only needs a super-irreducible form of the input 

system to be computed as a pre-requisite. This only requires a polynomial transformation 

matrix. In the theoretical method, several series of power series transformations are required, 

bringing the system into a new form with only constant coefficients, followed by additional 

transformations that may reintroduce formal power series coefficients (in the difference case) 

and also lead to a system of a more general form (the system (4.13)). Although from a 

complexity point of view, this is probably not substantially harder as a function of n, the 

computations in the coefficient field would require extensive use of lazy evaluation using 

formal power series. In contrast, the monomial-by-mollomial method can be performed on 

a truncated system once the super-reduction algorithm has been applied. 

The efficient handling of algebraic extensions is a crucial feature in any Computer Alge­

bra algorithm. The main inconvenience with the theoretical method is that it will rrquire 

the computation of the Jordan normal form of the leading matrix, which may require the 

computation of the splitting field of the characteristic polynomial of Ao. Although it might 

be possible to reformulate our results using the rational Jordan normal form, it is still less 

convenient than the monomial-by-monomial method which only requires Gaussian elimina­

tion on various regular matrix pencils with coefficients in [((0) where a is a root of this 

characteristic polynomial. 

Lastly, the case where roots of the indicial equation are present that differ by integers is 

resolved differently in the two discussed methods: the theoretical method applies a series of 

transformations in order to gradually reduce all integer differences to zero. The advantage 

of this approach is that once the system is of good (c, q )-spectrum, the structure of the 

regular solution space (in particular the existence of logarithmic terms) is known. The 

disadvantage is that carrying out the transformations might require a considerable amount 

of time and memory. For this reason, in the monomial-by-monomial method we do not s('('k 

to require good (c, q)-spectrum but rely on the fact that during execution of the algorithm, 

as the order of the computed monomials increases, the maintained set of conditions and 

parameters determines the structure of the solutions "up to current order". This means 

that in some circumstances (for example, if the required order k is smaller than the biggest 

integer difference of roots) the algorithm does not find the final structure (which it would 

find eventually if a larger order will be requested). 
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4.4 Regular Solutions of Various Linear Functional Sys­

tems 

In Theorem 4.1.1, we have given the structure of the regular solutions of a general pseudo 

linear system. In this section we will review various types of linear functional systems and 

show that the structure of the regular solutions in these individual cases is 

"~h logi-I{T) 
y = T ~ i (i _ I)! 

z=o 

where T>" = e"ln(r) and the log-function has an appropriate base. This has been established 

already in previous works studying these cases independently but now also follows from our 

general framework. 

Differential Case 

A singular system of linear differential equations is a system of the form 

Y'=AY (4.35) 

where A E Mn{K((x - xo))) (xo ERa finite singularity of the system) or A E Mn(I\((x- 1 ))) 

for a singularity at infinity. \Ve will detail the case of a finite singularity: here, we have 

T = X - Xo. The automorphism cP = id is trivial hence, q = 1. 6 = :ir is the standard 

derivation and in this case w = V(T- I ddT T) = -1. \Ve have r d~ r = r so c = 1. It is clear 

that e" = r". Choosing u = In(r) satisfies the condition in (4.9) as r-W 8(u) = 1. 

Difference Case 

Systems of singular linear difference equations can be considered in either the form 

Y(x + 1) = A(x)Y 

or 

Y(x + 1) - Y(x) = A(x)Y 

where A E Mn (K ( (X-I))). As explained in the previous section, we can convert either 

equation into a pseudo-linear system of the form (2.31) 

with r = x-I, cP the K -automorphism defined by cPr = l~T and 6 = cP - 1. Note that cP 

is given as the inverse automorphism as in (2.34). \Ve compute w(6) = v(r-l(l~T - r)) = 
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V(l=T) = 1. \Ve have ¢(T) = T + 0(T2) hence q = 1 and we find T-w<5(T) = 1 + O(T) so 

C = 1. \Ve choose e>. = TA, we then have 

using the series expansion of e - >. log( l-T). This shows ¢( e >.) / e A = 1 + 0 ( T) = qA + 0 ( T) since 

q = 1. Furthermore, 

T- l8(e>.)/e>. = A + O(T) 

satisfies (4.8) since here, C[A]q = A. \Ve choose u = In(T) as T-w<5(ln(T)) = T-W(ln(l=T)­
In(T)) = -T-lln(l - T) = 1 + O(T) satisfying (4.9). 

q-Difference Case 

As in the difference case, singular systems of linear q-diffcrence equations have been consid­

ered in two forms: 

Y(qx) = A(x)Y 

or 

Y(qx) - Y(x) = A(x)Y 

with q E K\ {O, I} and either A E Mn(I«((x))) (singularity at x = 0) or A E Mn(J«((x- l ))) 

(singularity at x = 00). We will detail the first case: we can convert either system into the 

local pseudo-linear system 

where l' = x. The automorphism is ¢x = qx and we have 8 = ¢ - id. \Ve obtain w(8) = 

v( q - 1) = 0 since q =1= 1. The quantity q is identical to that given by the definition of 

¢(x) = qx. From T-w<5(T) = (q - l)T we obtain C = q - 1. Choosing e>. = TA, we obtain 

and 

8(e>.) = (1 - q>')eA = c[A]qeA 

since C = q - 1. We choose u = 10gq(T) since then T-W 8(logq(T)) = logiqT) - 10gq(T)) = 

1 + 0(1') satisfies (4.9). 
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Chapter 5 

Irregular Formal Solutions 

In this chapter, we are concerned with the formal reduction of systems of pseudo-linear equa­

tions with formal Laurent series coefficients. We define a unifying notion of hyperexponential 

parts and of formal solutions of arbitrary pseudo-linear systems in the neighbour-hood of a sin­

gularity. We give a generic formal reduction algorithm and apply this in order to compute a 

complete set of formal solutions of systems of linear differential, difference and q-d-ifference 

equations. This r-esults in a novel approach to the formal reduction in the difference and 

q-difference case. 

5.1 Introduction 

The aim of this chapter is to extend the progress in the algorithmic formal reduction that 

has been made in the differential system case [14, 63] to difference and q-difference systems. 

Rather than studying these systems separately, we adopt a unifying view. The benefits of 

this approach are twofold: firstly, the practical outcome is a generic algorithm that can be 

used for the individual systems by giving specific input parameters. This helps reducing code 

duplication and makes it easier to extend the algorithm eventually to, for example, highcr­

order systems. Secondly, from a theoretical point of view, our results show how concepts 

that look quite different at first glance can actually be encompassed in a unifying framework. 

In this chapter, we choose pseudo-linear systems as the mathematical tool and address 

the following objectives: 

• To give a unifying theoretical framework for defining local formal solutions of arbitrary 

pseudo-linear systems, 

• To provide a generic and efficient formal reduction algorithm, that can also compute 

formal solutions for a wide range of classes of linear functional systems. 
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Let us summarise what the novel contributions of this chapter are, that resulted from 

the successful completion of the objectives above: 

• Improvements in the formal reduction for linear difference systems analogous to those 

of [63] in the linear differential case: our algorithm uses minimal algebraic extensions 

of the coefficient field (this is tantamount to using minimal ramifications) and a finer 

splitting into smaller systems (which can be interpreted as a local factorisation of the 

original system), hence getting closer to a complete system equivalent of Malgrange's 

local Newton-polygon factorisation method as in the scalar case [56, 72]. Furthermore, 

the unified algorithm is much simpler than previous methods, avoiding the distinction 

between two stages as in [17] and [18], that needed rewriting of the system. 

• To our knowledge, our algorithm yields the first complete formal reduction method for 

linear q-difference systems. 

• For both cases (difference and q-difference), we achieve a reduced amount of symbolic 

manipulations due to delayed introduction of irregular parts involving gamma functions 

and exponential terms. This makes it possible to benefit from the lazy evaluation 

approach as in the differential case. 

This chapter is organised as follows: in the next section, we introduce the notations and 

mathematical concepts used throughout the chapter. In Section 5.2, we motivate the struc­

ture of the generic formal solutions. \Ve then explain a first version of the formal reduc­

tion, based on using the Moser-algorithm, the classical Splitting-Lemma, so-called term­

transformations, and a method for computing the system's Katz-invariant. In the following 

section, inspired by the approach in the differential case [63], we refine the algorithm and 

make it more practical. We discuss how our method improves the existing algorithms for 

difference and q-difference systems. In Section 5.4 we show how to compute a full set of 

formal solutions from the output of the formal reduction. Throughout the chapter, we give 

examples to illustrate our approach. In the last section, we give the structure of formal 

solutions of differential, difference and q-difference equations. This will be helpful for the 

reader who wishes to know more details, as we have not seen this information in one single 

place before. 

5.2 Formal Reduction of Pseudo-Linear Systems 

In this section, we will give the first version of an algorithm for the formal reduction of 

pseudo-linear systems with formal power series coefficients. We start by defining formal 

solutions, their hyperexponential parts and their relationship with the formal reduction. \Ve 

then explain the principle of our formal reduction. This will lead us to the formal reduction 
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as a method to compute all hyperexponential parts. 

Let us remark that in general, if cp =I id, a system of the form (2.39) does not neceHsarily 

admit n non-trivial solutions. This is easy to see for systems that are written as in (2.32): 

if rank(A) < n, there are only n - rank(A) non-zero solutions. The system (2.39) admits 

n non-trivial solutions if and only if that is also the case for the system that results from 

converting it to the format (2.32). Following the approach explained in the last section of 

the previous chapter, we see that the converted system is 

where J> = cp-l. Hence, a full set of solutions exists if and only if cpb) is not an eigenvalue 

of A. 

In the remainder of this chapter, we will always assume that this assumption is satisfied. 

A particular consequence of this is that, ifr = w, and 1= -1 (as in the systems for which we 

have defined our formal reduction algorithm), -1 is not an eigenvalue of Ao. This condition 

will be necessary in the formal reduction algorithm in order to ensure that leading terms of 

hyperexponential parts can be computed, see Section 5.2.2. 

5.2.1 Formal Solutions 

In the case of linear differential, difference and q-difference systems, the structure of formal 

solutions is well known. We refer the reader to Section 5.5 for more technical details. Formal 

solutions are often expressed as formal fundamental matrix solutions (FFMS). For algorith­

mic purposes, it is more convenient to look at vector solutions, contained in the columns of 

a FFMS. Denote by y such a formal (vector) solution. 

In the previous chapter, we have investigated the definition and computation of regular 

formal solutions. For this purpose, we introduced the regular part reg(y) of a formal solution 

(Definition 4.1.4), and the scalar function u extending the role of the logarithm to the pseud~ 

linear case. We now define the irregular part in the following way: 

Definition 5.2.1. We say that a scalar function irr{y) is an irregular part of a formal 

solution y with ramification index s and multiplicity m, if s is the smallest integer such that 

the change of variable Y = irr(y) Z, followed by the substitution T -t T B
, yields a new system 

of the form (2.39) that has a basis of m regular formal solutions. 

From this, we see that a formal solution of the system (2.39) can be written as 

y = irr(y)reg(y)z with z E K[[rl/8]]n[u], s E N+. 
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Example 5.2.1. Consider the following formal solution of a linear differential system Y' = 
AY 

1 2 v'2 where z is a formal power series. In this example, we have irr(y) = e~+:;:, reg(y) = r 2 and 

if we put ey = irr(y )reg(y) then we find with b = d~ and ep = id: 

b(ey ) 2 2 V2 
-- = -- - - + - =: w E F. 
ep(ey) r3 r2 r 

Note that this formal solution could then also be written as 

y(r) = exp (J w ) z(r). 

This is the form considered in [63], where w was referred to as exponential part. 

This example shows how combining regular and irregular parts simplifies the presentation 

of formal solutions, as already explained in [63, 72]. This is also true for formal solutions of 

linear difference and q-difference systems. In order to state this for pseudo-linear syst('ms, 

one is led to introduce hyperexponential extensions of the ps('udo-differ('ntial field (P, cP, 8) 
as an appropriate domain for irr(y)reg(y). 

Definition 5.2.2. We call an element h hyperexponential over the (ep, b)-field (F, b, ¢) iff 

8(h)/¢(h) E F. For h hyperexponential, we denote cert(h) = b(h)/¢(h) E F the c('rtificate 

ofh. 

Remark 5.2.1. If ¢ = id, the certificate of h is b(h)/h, the logarithmic derivative of h. 

Hence the certificate can be seen as a generalisation of the logarithmic derivative. Note that 

hyperexponential extensions and certificates have already been defined elsewhere (see e.g. 

[54., 51]). Our definition is slightly different, but related to existing ones, as partly expressed 

in (i) and (ii) of the following 

Lemma 5.2.1. Let h be hyperexponential over (F, b, ¢). Then it holds 

(i) cP(h)/h E F, 

(ii) b(h)/h E F, 

(iii) v(8(h)/h) - v(cert(h)) = v(¢(h)/h), 

(iv) lc(8(h)/h) = lc(cert(h)) .lc(¢(h)/h). 

Proof If ¢ = id, (i) and (ii) are trivial. Otherwise, using 8 = ,(id - ¢), one obtains 

,(h/¢(h) - 1) E F from which (i) follows; (ii) can be shown very similarly. Now, given that 
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l5(h)/¢(h) E F, we can write 

l5(h) = lc(cert(h)) . rv(cert(h» + ... 
</>(h) . 

Comparing valuations and leading coefficients on both sides of the previous equation, one 

derives (iii) and (iv). 0 

The following definit}on combines irregular and regular parts, generalising exponential parts 

as in [63, Section 5.2]. Note that we anticipate here Theorem 5.2.2 concerning the structure 

of irr(y) and reg(y). 

Definition 5.2.3. Let y be a formal solution of {2.39} with irregular part irr(y) of ramifi­

cation index s and multiplicity m. We define 

hyp(y) = cert(irr(y)reg(y)) mod r W +1/ 8 

as the hyperexponential part of y (with ramification index s and multiplicity m). 

This shows that in general, in order to compute hyperexponential parts, one needs to 

consider hyperexponential extensions of the field (J( (( r 1/ 8)), <p, 0). However, during the for­

mal reduction algorithm, we can restrict ourselves to s = 1, using appropriate substitutions 

(the operation (R3) as defined in the next section). 

5.2.2 Formal Reduction 

The formal reduction is an algorithm transforming the input system into a new system of 

simpler structure. During the formal reduction, we will compute hyperexponential elements 

that will later be used to construct formal solutions. The following operations are used by 

the formal reduction: 

(Rl) Gauge transformations: changes of variable Y = T Z with T E G L( n, i? (( r))) resulting 

in an equivalent system of the form 

B = T-1(A¢T - T r - w8T) =: T[A]. 

In order to distinguish (Rl) from (R2), we assume that T is not a scalar multiple of 

the identity matrix. 

(R2) Term transformations: these are transformations of the form 

B = termll,Q,t (A) = art (A - jll) (5.1) 

where jl, a E Rand tEN. A term transformation implements a change of variable 

Y = hZ where h is hyperexponential over F, satisfying cert(h) = jl/rr-w. 
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(R3) Introduction of Ramifications: substituting 

with sEN, s > 1. During the formal reduction, algebraic extensions of the coefficirnt 

field K((r)) may become necessary. From a computational point of view, calculating 

with elements of the field K (( r 1/ S)) is not very convenient, and the operation (R3) 
reduces this to computing in K (( r)) with different values for J and <p. 

Remark 5.2.2. In the literature, so called "smart ramifications" of the form r -+ crS with 

C E k have been introduced [1 OJ, which we use in our implementation a8 well, but in this 

chapter we omit describing this approach for sake of simplicity. 

We will now explain our approach for the formal reduction algorithm, however this will not 

be the most efficient approach. For now, we will only demonstrate that it is a constructive 

proof for the existence of formal solutions. In Section 5.3, we will then refine this in order 

to derive a more efficient algorithm. 

Finding Gauge Transformations 

\Ve shall first see how suitable operations of the type (Rl) can be found whenever the systrm 

is not ~Ioser-irreducible or the leading matrix Ao of the system has several eigenvalues, up 

to multiples of integer powers of q. The notion of Moser-irreducible forms is one of the key 

ingredients in the algorithmic formal reduction of linear systems of differential (and differ­

ence) systems, and as we showed in Chapter 3, the theoretical concepts discovered by Moser 

and their algorithmic applications can be extended to pseudo-linear systems as well. 

Assuming that the system is Moser-irreducible, we can still carry out (Rl) to further 

simplify the system, provided Ao has several eigenvalues. This is achieved by the following 

lemma, where we use the notation qZ for the set {qd IdE Z}. 

Lemma 5.2.2 (Splitting Lemma). Given the system {2.31} with r > 0, assume that the 

leading matrix Ao is block-diagonal 

such that 

Then there exist an efficient algorithm computing T E GL(n,O) with To = In, transforming 
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the system into a new system that is block-diagonal 

T[A] = (Bll 0) 
o B22 

with block sizes matching the block structure of Ao. 

We will postpone the proof of this proposition until Section 5.3.1, where we will state 

and prove a Generalised Splitting Lemma that comprises the above lemma as a particular 

case. 

Introducing Ramifications 

The next case that we consider is that ofthe system being Moser-irreducible and Ao nilpotent. 

We will show that a combination of (R1) and (R3) leads to a new system with non-nilpotent 

leading matrix. 

Lemma 5.2.3. Any pseudo-linear system with coefficients in F is equivalent to a block­

diagonal system whose individual blocks are companion matrices of the form 

A proof of this lemma can be found in [75] or [36] for the field K{x) and can be easily 

adapted the field F = K({r)). 

Lemma 5.2.4 (Katz invariant). Assume the system (2.39) is Moser-irreducible and its 

leading matrix Ao is nilpotent. Then the system's Katz invariant I'i, = pi 8 is a rational 

number and it exists a transformation that transforms the system into a new system with 

Poincare-rank I'i, and non-nilpotent leading matrix. 

Proof Applying Lemma 5.2.3, we consider the different blocks individually. Let C be one 

of the individual system matrices in form of a companion matrix of the form (5.2). \Ve 

compute the rational number 

and carry out the diagonal transformation Y = rE Z where f = diag(fl, ... I fn) with fi = 
(1 - i)l'i,. The new system matrix has valuation -I'i, > w. If K, ~ -W, the new system is not 
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irregular singular and we can stop. Otherwise we can see that the resulting system has a 

non-nilpotent leading matrix. Indeed, the new system matrix is i-KeD where Co has non­

zero elements in the upper off-diagonal and its bottom row has at least one non-zero entry 

- the non-zero terms come from the leading coefficients of the Ci for which the minimum in 

the formula above is obtained. o 

Carrying Out Term Transformations 

We now consider the case where all the eigenvalues of Ao are of the form JL = qk jL where 

j1, E j{ fixed and k E Z arbitrary. \Ve recall that if </> =f id, we can 8.'lsume JL =1= -1 if r = w. 

\Ve will construct an operation of the form (R2) in order to reduce all eigenvalues of Ao to 

zero and possibly, lower the Poincare-rank of the system. 

Example 5.2.2. In the differential case, this can easily be done using a change of variable 

Y = er•ll {r)Z (5.3) 

where er•1l is a suitably defined exponential function: let 6 = :!r, </> = id and w = -1. One 

has q = 1 and for 

er .. {r) = exp (-~) 
.r rrT 

that 8{er/J-J = rr'trer.w The change of variable {5.3} gives a new system rr+16Z = A</>Z 

where the system matrix is 

Using the Splitting Lemma, we can assume that JL =1= 0 is the only eigenvalue of AD. The 

leading matrix ..10 = Ao - JLI of the above matrix will be nilpotent, and we could apply the 

formal reduction recursively. 

In the general case of arbitrary pseudo-linear systems, several problems arise if we wanted 

to use a similar approach as for differential systems, using the change of variable (5.3): we 

might not always be able to find a closed-form expression for er•w Even if we did for some 

systems, it might not always be unique, and could also lead to intermediate expression swell 

due to symbolic simplifications (for example, in the case of difference systems, one would 

have to manipulate expressions containing the r-function). 

A solution to this problem is to apply operation (R2), which effectively implements the 

change of variable (5.3) without explicitly knowing er,w We will now explain the approach, 

where the following definition will be helpful: 
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Definition 5.2.4. In the context of the change 01 variable (53'1 t f t . h . ;, assume aa er JI. zs yper-
exponential over K((T)) with cert(h) = Il/Tr-w + O(Tr-w+l) 'P'he Ii' I . 

irregular part. 
• .J. I n we ca er.JI. a reso vmg 

Carrying out the change of variable (5.3) with er,jl a resolving irregular part, we obtain 

the new system 

(5.4) 

From Lemma 5.2.5 (iii) and (iv) we find with a := lc(cP(er.I-')/er.l-') and t := v(4;(er.I-')/er.l-') 
that 

(5.5) 

and 

(5.6) 

Hence, the new system has Poincare-rank r - t :5 r and its leading matrix has 0 as eigenvalue 

of multiplicity m. The hyperexponential parts of the new system are exactly those of the 

original system with the term I1/Tr-w removed, as desired. 

Comparing (5.5) and (5.6) with the definition of a term transformation 

(5.7) 

where 11, a E k and t E N+, we can see that a term transformation implements a change of 

resolving irregular part Y = er.Jl.Z where the terms of valuation> tin (5.5) and (5.6) vanish. 

\Ve call er,JI. a canonical resolving irregular part in this case. Let us define the lift and the 

scale of a term transformation (a resolving irregular part resp.) as the values of t and a in 

(5.7) (and as in (5.5) and (5.6) resp.). We do need to know what the possible values for the 

lift and the scale of a term transformation are, before we can apply it. The following IC'mma 

prepares an answer to this question. 

Lemma 5.2.5. Let h be hyperexponential over (P, ¢, 6) and assume that v(h/4;(h)) :5 O. If 

v(cert(h)) = 0, also assume lc(cert(h)) i= -1. Then the following holds: if ¢ = id, then 

v(4;(h)/h) = 0 and Ic(4;(h)/h) = 1. Otherwise, W ~ 0 and: 

(i) Ifv(cert(h)) < 0, then lc(¢(h)/h) = l/lc(cert(h)) and v(¢(h)/h) = -v(cert(h)). 

(ii) Ifv(cert(h)) = 0, then lc(¢(h)/h) = l/(lc(cert(h)) + 1) and v(¢(h)/h) = o. 

(iii) /fv(cert(h)) > 0, then lc(¢(h)jh) = 1 and v(¢(h)/h) = o. 

Proof If ¢ = id, then ¢(h)/h = 1 from which we immediately obtain the claim of the 

lemma in this case. Now assume ¢ =I id. Then 6 = id - ¢ and hence by definition w = 
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v( T - 4>( T)) - 1 2: 0 since v( 4>( T)) = 1. From the definition of the certificate, we obtain 

h 
4>(h) - 1 = cert(h). (5.8) 

We now address the individual cases. In each case, we will use the fact that both valuations 

and leading coefficients of the LHS and the RHS of (5.8) need to coincide. 

(i) Case v(cert(h)) < O. This implies that the valuation of the LHS of (5.8) needs to 

be < 0, v(h/4>(h)) = v(cert(h)) and lc(h/¢(h)) = lc(cert(h)). From this, the claim 

follows. 

(ii) Case v(cert(h)) = O. Here, we need v(h/4>(h)) = 0 and lc(h/4>(h)) - 1 = lc(cert(h)). 

Solving for the leading coefficient in this equation shows the desired properties. 

(iii) Case v(cert(h)) > O. This is only possible if leading terms in the LHS of (5.8) cancel, 

which requires v(¢(h)/h) = 0 and lc(4)(h)/h) = 1. 

o 

A direct consequence of the previous lemma is that it clarifies what the possible values for 

a and tare. 

Corollary 5.2.1. Let 1-£ i- 0 be an eigenvalue of Ao, and if r = w, also assume 11 i- -l. 

For any term transformation term{t,Q,t the following holds: if ¢ = id, then a = 1 and t = O. 

Otherwise, W 2: 0 and: 

(i) 1fr > w, then 0: = 1/1-£ and t = r - w. 

(ii) If r = w, then 0: = 1/(1-£ + 1) and t = O. 

(iii) Ifr < w, then 0: = 1 and t = O. 

This proposition being used during the formal reduction describes the behaviour of the 

generic algorithm, in terms of "jumps" of the slopes of the Newton polygon. Both the 

difference and q-difference case make use of (i) and (ii), whereas situation (iii) only appears 

in the difference case. 

5.2.3 Main Result 

Motivated by a similar consideration for linear differential systems [63, Section 5.3], we define 

an equivalence relation on hyperexponential parts of a pseudo-linear system. 

Definition 5.2.5. Let hl and h2 be two hyperexponential parts of the system (2. 39}. We 

say that hl and h2 are equivalent (hI'" h2) if they have the same ramification index sand 

it holds hI - h2 E ~ZTw if q = 1, hI - h2 E q!ZTW otherwise. 
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Theorem 5.2.1. Given a singular pseudo-linear system of the form (2.39), there exists an 

algorithm using the operations (Rl) - (R3) that computes the hyperexponential paris of all 

formal solutions of the system, up to the equivalence relation "'. 

Proof The proof is obtained by following the formal reduction algorithm outlined in Sec­

tions 5.2.2, 5.2.2 and 5.2.2. \:Ve expand on this in more detail. 

Applying the :Moser-reduction algorithm, one computes a transformation of the type (RI) 

which leads to a system with minimal Poincare-rank f. If the singularity is regular, we have 

f = O. This is a system of the first kind, and for all formal solutions y we have irr(y) = O. 

In [9] we have shown how the Splitting Lemma can then be used to block-diagonalise the 

system, by still using operations of the form (RI). The resulting individual systems all have 

regular parts associated with the roots of the system's indicial equation <p(A), or alterna­

tively, the eigenvalues of Ao. The corresponding hyperexponential parts are then of the form 

J-lTw. Furthermore, all the differences of eigenvalues are elements of Z if q = 1, and of qZ oth­

erwise. Note that, as in the differential case, the roots of <p are not invariant with respect to 

the operation (RI) - they can vary by integer differences, and this variation dcpends on the 

precise gauge transformation that has been computed by the reduction algorithms. lIenee, 

the system's hyperexponential parts are only computed modulo the equivalence relation "'. 

Otherwise, if f > 0, we apply the Splitting Lemma in order to compute a transformation 

of the type (RI) that splits the system into one or several systems whose leading matrices 

have only one eigenvalue. If a Moser-irreducible system has a nilpotent leading matrix, one 

determines the Katz-invariant f'i, = pis, followed by the operation (R3) which introduces the 

ramification s in the system. This might need choosing a different automorphism </> (and the 

also 6). 

The case where Ao has one unique eigenvalue J-l =I 0 remains; let J-l be such an eigenvalue 

of multiplicity m. We apply the term-transformation term(J-l, a, t) which may decrease the 

Poincare-rank, and in any case produces a new system with nilpotent leading matrix. The 

number of different leading coefficients of hyperexponential parts that can be found is re­

stricted by the number of roots of <p (counting multiplicities and the eigenvalue 00), which 

is bounded by the dimension of the system n. Hence, we can re-iterate the process and will 

eventually terminate with one or several systems with Poincare-rank zero. o 

Recall that the output of the formal reduction is a block-diagonal system, where the 

individual systems are of the form 

(5.9) 
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Hence, each of these systems has a Poincare-rank l' = 0, so is a system of the first kind. 

Furthermore, the indicial polynomial as defined in [9] [Section 3] has only integer roots. 

An immediate consequence of this result is the following theorem which shows how to 

compute, under certain hypotheses, the valuations and leading coefficients of some hyper­

exponential parts. We state this for reasons of completeness, as it is the pseudo-differential 

version of Theorem 2.2 in [63]. 

Theorem 5.2.2. Consider the system (2.39) with Poincare-rank l' and leading matrix Ao. 

Let J1- be an eigenvalue of Ao with multiplicity m. In addition, if l' = W ~ 0, assume that 

J1- =I -1. Then there exist m formal solutions whose hyperexponential parts are of the form 

J1-hyp(y) = - + ... 
T r - w 

where the dots stand for terms of higher valuation. 

5~3 Formal Reduction Algorithm 

The goal of this section is to give an algorithm that computes formal solutions in a more 

efficient way than it would be done using the method from Section 5.2. This method is 

inspired by [63, Section 5] for linear differential systems. 

Let us summarise the formal reduction as we have developed it so far, by giving a descrip­

tion using pseudo-code. The main algorithm FormaLReduction calls itself recursively, follow­

ing the constructive proof of Theorem 5.2.1. The functions Moser-Reduce, Splitting_Lemma 

and Katz_Invariant are toolboxes implementing the concepts introduced in Section 5.2.2, 

which we shall not detail here. Term transformations are implemented using the function 

termJ,L,Q,t (A). 

Algorithm FormaLReduction(A, ¢, 8, w) 

Input: A E Mn(Fs), 8 a pseudo-derivation w.r.t. ¢, w E Z. 

Output: A list of pairs (hi,Ai ), hi a hyperexponential part, V(Ai) ~ w. 

1. if v(A) ~ wand <p(..\) has only integer roots then return [0, A]; 

2. 1':= w - v(A); 

3. if A is not Moser-irreducible then 

/ / Compute a Moser-irreducible form of A 

(a) return FormaLReduction(Moser_Reduction(A, ¢, 8, w)); 

4. if Ao has several eigenvalues then 
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I I \Ve use the Splitting Lemma to separate the eigenvalues of Ao, up to the multi­

plicative factor qk where k E Z. 

(a) (A(l), ... , A(k») := Splitting_Lemma(A, 1>, 8, w); 

(b) return Ui FormaLReduction(A(i), 1>,8, w); 

5. else if Ao is nilpotent then 

(a) '" = pis := Katz~nvariant(A, 1>, 8, w); 

(b) return FormaLReduction(A(rS),¢,8,w); 

6. else 

I I Ao has a unique eigenvalue J-L =I- 0 

(a) if r = wand J-L = -1 then return 0 

(b) B:= term/l,a,t(A); 

(c) return {[;:!:w + h, C] I [h, C] E FormaLReduction(B, 1>, 8, w)}; 

The main drawback of this method is that a splitting of the system can only be achieved 

provided Ao is non-nilpotent. However, in many situations, when comparing with the 

Newton-polygon method in the scalar case, it becomes clear that there should be such a 

splitting. This is essentially the same problem discussed in [63] in the differential case. fur­

thermore, the method for computing the Katz-invariant is based on converting the system 

to one (or several) scalar equations, which can be a costly process. Also, even if such a 

conversion would have been carried out efficiently, one would rather continue with the scalar 

algorithm. The method given by Lemma 5.2.4 effectively discards the scalar equation and 

continues with a system. 

5.3.1 A Generalised Splitting Lemma 

Before we show how to address the problems encountered in the previous section, let us first 

generalise our notion of simple systems in Section 4.2.1 to systems of a more general form 

which we call k-simple. For k = 0, they coincide with simple systems. 

Definition 5.3.1. A system of the form 

(5.10) 

where D, N E Mn ( 0), D invertible and kEN is called k-sim pIe if the associated polynomial 

Ok(A) = det(No - ADo) satisfies Ok(A) "¥- O. 
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Using a change of unknown of the form Y = TZ and left-multiplication by S where 

S, T E GL(n, O) and So, To non-singular, a k-simple system can be transformed into an 

equivalent new k-simple system 

Drk- W 8Y = N</JY 

where D = SDT and N = S(N</J(T) - Drk-W 8(T)). 

\Ve will now give a decomposition lemma that extends the Generalised Splitting Lemma 

(Proposition 3.1 in [63]) known for k-simple linear differential systems to k-simple pseudo­

linear systems. As for a simple system (k = 0), we call Do>' - No the leading pencil of the 

k-simple system (5.10). 

Proposition 5.3.1 (Generalised Splitting Lemma). Consider a k-simple operator Drk-wb­

N </J with k > 0 and assume that its leading pencil is block-diagonal 

with 

Then there exist S, T E GL(n, O) with So = To = In, transforming the operator into a new 

k-simple operator that is block-diagonal with block sizes matching the block structure of its 

leading pencil. 

Proof The proof is identical to the one of Proposition 4.1 in [9] for the case k = 0 apart 

from the final matrix equations that determine the individual coefficients of transformation 

matrices. These equations are of the form X(A + >.B) - (C + >'D)Y = E + >'F. It is well 

known that a unique solution of this equation exists provided that A + )"ll and C + )"D are 

regular matrix pencils and do not have any eigenvalues in common. From the assumptions 

of the proposition, these conditions are met and we can hence find unique coefficients for the 

transformation matrices Sand T. o 

The following theorem generalises [63, Theorem 4.2] from linear differential systems to 

pseudo-linear systems. 

Theorem 5.3.1. Consider the system (2.39) with Poincare-rank r and assume that it can 

be written as a k-simple system with associated polynomial Ok that has a root 0 i 11, E K of 

multiplicity m > O. Then there exist m formal solutions whose hyperexponential parts are of 

the form 

hyp(y) = ~ + ... 
r k - w 

where the dots stand for terms of higher valuation. 
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Proof The proof of this theorem relies on the Generalised Splitting Lemma. Using a con­

stant transformation with matrices S, T E GL(n, k), we can find an equivalent k-simple 

system with leading pencil Do>' - No which is block-diagonal, satisfying the condition on the 

spectrum as in Proposition 5.3.1. Furthermore, denote BP(>.) = det(NJl - DA l ). \Ve then 

have DAl invertible, deg(Bll) = m and IL is its only root. Applying the Generalised Splitting 

Lemma, we obtain a block-diagonal k-simple system. The first block can be rewritten a" 

a pseudo-linear system of the form (2.31) with Poincare-rank r = k since DAI is invertible. 

Theorem 5.2.2 then shows the theorem, together with the fact that the second block has 

unchanged Poincare-rank and a constant associated Moser-polynomial. 0 

The crucial fact is that it is possible to rewrite our input system (2.39) a" a k-simple system 

for appropriate values of k. This approach is based on using the concept of super-irreducible 
forms of pseudo-linear systems as introduced in Section 3.4. 

This has two applications for the formal reduction. Using Theorem 5.3.1 in combination 

with the super-reduction algorithm, one can compute all resolving irregular parts that are 

associated with integer slopes of the system's Newton polygon. After a change of variable, 

the algorithm proceeds recursively and this leads to a Newton polygon iteration similar to 

the scalar case. We shall not give more details here but refer to [60] and [63] for a presenta­

tion in the case of linear differential systems. 

The second application is to use the Generalised Splitting Lemma as part of the formal 

reduction algorithm in order to achieve a splitting of the system in some cases when the 

classical Splitting Lemma is not applicable (due to Ao being nilpotent). This is further 

explained in [63] in the differential case and works very similarly in the pseudo-linear case. 

We will describe the resulting algorithm in the following section. 

5.3.2 Nilpotent Case 

This case presents itself if after having applied the Moser-reduction algorithm, the leading 

matrix Ao is still nilpotent. A splitting of the system is not possible by using the cla,,­

sical Splitting Lemma alone. We now distinguish two cases, depending on the degree of 

the associated Moser-polynomial B. The function Generalised.Bplitting_Lemma implements 

Proposition 5.3.1. 

Case of Non-Constant Moser-Polynomial 

We are able to apply the Generalised Splitting Lemma if deg( 0) > O. This gives two indi­

vidual systems, the first of which will only possess ramified formal solutions, and the second 
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will have a lower Poincare-rank. We can hence apply recursion on this system. 

NilpotenLCase(A, 8, cp, w) 

Input: A E Mn(Fs), <5 a pseudo-derivation W.r.t. cp with degree w, A Moser-irreducible and 

Ao nilpotent. 

Output: Pairs [hi,Ad, hi a hyperexponential part, V(Ai) ~ w. 

/ / () is the Moser-polynomial associated with the system. 

1. d:= deg(()); 

2. if d > 0 then 

/ / Apply the Generalised Splitting Lemma to compute a new system B = diag(BIl, B22) 
where BJI is nilpotent and B22 is of dimension d with lowered Poincare-rank 

(a) (Bl1,B22):= Generalised_Splitting_Lemma(A,8,cp,w); 

(b) return Ramified_Case(Bl1' 8, cp, w) U FormaLReduction(B22 , 8, cp, w); 

3. else return Ramified_Case(A, 8, cp, w); 

In the case where Ao is nilpotent and d = deg(B), the degree of the Moser-polynomial, is 

zero, we are not able to further split the system, and call Ramified_Case straight away. 

Case where Splitting is not Possible 

In order to compute the Katz-invariant and all other ramified slopes that are greater than 

r -1, the function Ramified_Case pursues several strategies, similar to those explained in [63] 

in the differential case: for systems of reasonably small dimension, simply trying successive 

integers s as ramifications will be efficient enough to be used in practice. A ramification will 

be detected if, after carrying out the operation (R3) followed by a ~loser reduction, leading 

matrix of the new system is not nilpotent. Also, computing the characteristic polynomial 

of a truncation with a small number of coefficients of A and using the maximal slope of its 

algebraic Newton polygon is conjectured to always yield the Katz-invariant in the differential 

case and it seems usable in our setting, as well. Finally, let us remark that the idea underlying 

the methods in [14, 17, 18] for computing the Katz-invariant in the differential and difference 

case could be generalised to pseudo-linear systems. 

5.3.3 Discussion 

When applying our generic formal reduction algorithm to the differential case, it coincides 

with the method in [63]. This was in fact the starting point of our work. In this section, we 

will illustrate how our algorithm proceeds in the cases of linear difference and q-difference 

systems, and highlight the improvements made compared to previously known methods. 

79 



The Algorithm for Difference Systems 

For linear difference systems, our algorithm FormaLReduction unifies and improves the 

method that is obtained by combining [17] and [18]. In [17], the system is assumed to 

be of the form (2.32) whereas the algorithm in [18] needs the input in the form (2.33). One 

benefit of our approach is that there is no need for a conversion between these different 

formats. Neither we need different versions of the Moser-reduction, as we use a generic 

1Ioser-reduction for systems of the form (2.39). The key mechanism to implement this is to 

use Proposition 5.2.1 throughout the algorithm. This can be interpreted as computing the 

"jumps" that occur in the change of Newton-polygon slopes. In order to illustrate this fur­

ther, we give a high level description of the resulting specialisation of our generic algorithm. 

Recall that for a system with coefficients in K( (T)), we initially have w = 1. The first 

reduction stage consists in calling 11oseLReduction in order to find a system with either 

r = 0 (in which case the system is regular singular and the algorithm stops), or with r > 0 

and a non-nilpotent leading matrix by using Nilpotent-Case and possibly Ramified_Case. If 

the introduction of new ramifications was necessary, we have w = s > 1. After applying 

the Splitting Lemma we have that Ao has one single eigenvalue J-t =f. o. There are now four 

particular situations to consider: 

1. Case 1: r > s. In this case, a term-transformation with lift t = r - s > 0 and scale 

a = J-t-1 will lead to a new system with r :::; sand ..10 nilpotent if f = s. A system of 

this form is called normal in [17] and can be characterised by a specific structure of 

the irregular parts of the formal solutions: they only contain functions of the form as 

in the case 0 < r < s in Proposition 5.5.2. After applying the term-transformation, 

recursive application of the algorithm will either result in a system with Poincare-rank 

r = 0, in which case we stop, or eventually (after introduction of a ramification) result 

in a non-nilpotent leading matrix and 0 < r < s. 

2. Case 2: r = sand J-t =f. -1. \Ve carry out a term transformation with lift t = 0 and 

scale a = 1/(1 + {t). The resulting system is normal and the algorithm proceeds as 

after the term-transformation in Case 1. 

3. Case 3: r < s. A ramification must have been introduced previously since 0 < r < s. 

The algorithm invokes a sequence of recursive calls, each involving a term transfor­

mation with lift zero. During each call, using the first reduction stage, one eventually 

reaches a non-nilpotent leading matrix (after possibly introducing additional ramifica­

tions) and the algorithm remains in Case 4. This computes the so-called exponential 

matrix of the system's FFMS, with the same improvements reported in [63] for the 

differential case, compared to the method in [18]. 
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Example 5.3.1. Consider the matrix 

A=( 22) 
2T 2 

and the system TbY = A4>Y with 4>(T) = l~r and b = id - 4>. We have w = 1 in this case, 

and hence r = 2. The leading matrix has the only eigenvalue J-L = 2. Since s = 1, we have 

r > s and the first reduction stage is already completed. The algorithm now continues with 

Case 1: a term-transformation with lift t = 1 and scale 0: = 1/2 is applied. The algorithm 

computes the hyperexponential paris of the system in the following way: whenever a term­

transformation term{l,o.t is applied to a system with Poincare-rank r, the monomial J-L/T r - w of 

a hyperexponential part is computed. In our example, the term-transformation is term2,1/2,1 

and the resulting hyperexponential part is 

2 
W= -. 

T 

This term-transformation leads to the new system bY = B</>Y with system matrix 

B=( 0 T). 
T2 0 

For this new system, we have r = 1 and Bo is nilpotent. The algorithm now proceeds with 

Case 3. One can show that the system is Moser-irreducible, and that a call to Ramified_Case 

is needed. For this example, the only choice is the ramification s = 2, yielding the system 

and {} = v'1:r2 ' ;5 = id - ¢ The algorithm now enters the first reduction stage again, and the 

Moser-reduction algorithm computes the gauge transformation T = diag(l, T) such that 

T[C] = ( 0 fl:r
2 

) = (0 1) T + O( T2) 
T ~-T 1 0 

has an inveriible leading matrix with eigenvalues J-L E {-I, 1}. Furthermore, the new 

Poincare-rank is r = 1. Applying the Splitting Lemma will result in two systems of di­

mension n = 1. For each of those systems, the algorithm will continue to apply Case 4 
and an additional term-transformation will finally result in systems of the first-kind, and the 

formal reduction terminates. From the second term-transformation terml,l,O, the system hav­

ing a Poincare-rank 1, and taking into account the ramification in the previously computed 
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hyperexponential part, we now obtain 

2 1 
w=-+-. 

7 2 7 

Note that introducing the ramification prevents the need for computations in R (( T 1/ 8)). 

Algorithm for q-Difference Systems 

When dealing with an irregular singular linear q-differential system, the algorithm For­

maLReduction in Section 5.3 simplifies considerably since after the first reduction stage, in 

Step 6 (c), the recursive call is not needed. This is due to the relatively simple structure of 

the irregular part of the formal solutions, as already reported in [31]. Nevertheless, we have 

not found a published algorithm for this case, and hence the method that results from our 

approach seems new. 

In the q-difference case, we have w = o. Assume that r > O. Proposition 5.2.1 then 

shows that for each eigenvalue j], =1= 0 (with multiplicity m) of the system's leading matrix 

Ao, a term transformation with lift t = r and scale Q = 1/ j], can be found. Consequently, the 

new transformed system has Poincare-rank r = 0, and we are done. The formal reduction 

therefore consists of two different steps: 

1. This is the first reduction stage which transforms the input system into a block-diagonal 

system with each individual system having either r = 0, or r > 0 and a non-nilpotent 

leading matrix Ao with single eigenvalue j],. This will be achieved as discussed ear­

lier, involving Moser-reduction, the Generalised Splitting Lemma and the approach 

explained in Section 5.3.2 for computing the Katz-invariant. 

2. For each of the individual systems having r > 0 and 11 =1= 0 an eigenvalue of its leading 

matrix Ao, carry out a term-transformation with lift t = rand Q = 1/11. The resulting 

system will have Poincare-rank r = 0 (this is also called a system of the first kind) 

and is hence regular singular. One can show that its indicial polynomial P(>.) has only 

integer roots. Note that we will have deg(p) = m :::; n, a phenomenon which can only 

arise in the q-difference case for a system of the first kind (see [9] for a definition of P 

and more details). 

In some situations, the algorithm simplifies even further. If the formal solutions do not 

contain any ramifications, we can compute them without any splitting of the system. The 

example below illustrates such a case. 

Example 5.3.2. Consider the system 7 28Y = A¢Y where ¢T = qT, (q =1= 1), 8 = id- ¢ and 
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This system is irregular singular with Poincare-rank r = 2. Its leading matrix Ao is non­

nilpotent, and its non-zero eigenvalue is J.L = 1 - q-2. This gives the hyperexponential part 

Note that the system is Moser-irreducible. Its associated Moser-polynomial is 

We can find the second hyperexponential part from the non-zero root of O(A): 

1 
W2 =-. 

T 

For both hyperexponential parts, we can carry out a term transformation that will lead to new 

systems of the first kind. We detail this for WI: the term transformation terml_q-2.1/(I_q-2).2 

leads to the system 

- (0 0) A= 0 1 +0(7). 

Up to a constant factor, its indicial polynomial is 

Its degree is less than n = 2 and J.L = 0 is its only root. 

5.4 Computing Formal Solutions 

In this section, we will see how to compute all formal solutions of (2.39) from the output of 

the formal reduction of the system, provided we have explicit formulae for resolving irregular 

parts (see Section 5.5 for more details on these). We will start with determining the irregular 

part irr(y) and regular part reg(y) of all formal solutions y from the hyperexponential parts 

that are returned by the formal reduction. 

Our implementation of the formal reduction follows the approach in [63, Section 5.3] 

where we used a variant of the Splitting Lemma (Generalised Splitting Lemma resp.) to 

block-reduce a system rather than block-diagonalise it. Our algorithm computes a list con­

taining all the hyperexponential parts, their multiplicities and ramifications, as well as cor­

responding transformation matrices. Each entry of the list is a triple (w, s, T) such that the 

change of variable Y = e* Z where e* satisfies cert(e*) = w, followed by the substitution 
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T -+ T S and transforming with T, gives a new system matrix 

where B22 = B52Tw + ... with spec(B52) C Z if q = 1, and spec(B32) c qZ otherwise. The 

dimension of B22 is the multiplicity of w. Note that one might have B52 = O. 

Using block-reductions simplifies the computation of the transformation matrix T and 

could be seen as a local factorisation of the input system. For each of the formal solutions 

of the system T-wt5(Z) = B22¢(Z), one can easily construct a formal solution of the original 

input system. 

5.4.1 The Method 

The idea is to determine, for each of the different terms of w, corresponding resolving irreg­

ular parts and/or a regular part, following the explicit formulae given in Section 5.5. These 

are then multiplied together to form irr(y)reg(y). Once this has been computed, an appro­

priate change of variable reduces the problem of computing formal solutions of the original 

system to that of computing regular solutions of the new system. The formal reduction has 

implicitly computed e* with cert( e*) = was a product of canonical resolving irregular parts. 

We now replace this with an explicit expression. 

Note that if ¢ = id, the problem is trivial as we have explicit formulae for canonical 

resolving irregular parts. Hence, assume ¢ i- id. From w, we compute e such that cert(e*)­

cert(e) = O(TW). This is done by using resolving irregular parts and also regular parts. If 

where ai E [{ and ri E Z with rl > ... > rk > 0 (i = 1, ... ,l), we put 

irr(y)reg(y) = II eki,ai =: ey 

i 

where the eki,ai are resolving irregular parts for k > 0 and we have defined eo,J.t = eJ.t as being 

a regular part. Carrying out the change of variable Y = ey/ e* Z we replace e*, for which we 

do not have an explicit expression in general, we obtain the new system 

T r - w6Z = ¢(ey) ~A _ (1- ¢(ey) ~ _ w) I. 
ey ¢(e*) ey ¢(e*) 
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using 
e* 

</>{e*) = 1 + cert{e*) = 1 + w 

and 

The last task that remains is to compute the series parts, by computing regular formal so­

lutions of a system of the first kind. As we have explained in the previous chapter, rather 

than applying an adaptation of Wasow's method [74] to pseudo-linear systems, this can be 

done more efficiently by extending the monomial-by-monomial method of [21]. 

Applying this method to the system 

(5.11) 

yields regular solutions that are elements of k[[T]]n[U]. They can be written as 

(5.12) 

where u is the pseudo-differential logarithm defined as previously. The algorithm will then 

compute the different coefficients of the series expansion up to a desired order. This accom­

plishes the computation of the full set of formal solutions. 

5.5 Resolving Irregular Parts of Some Linear Func­

tional Systems 

In this section, we will present explicit formulae for resolving irregular parts, for the three 

types of pseudo-linear systems we have listed in Chapter 2. First, we discuss the differential 

case with </> = id and the derivation 8 = d~' We then look at difference systems given by the 

shift automorphism </>{T) = T~l' Finally, we consider the automorphism </>(T) = qT. For all 

three cases, the computation of formal solutions is then possible as explained in Section 5.4. 

5.5.1 Linear Differential Systems 

A singular local linear differential system is a system of the form 

xr+ly' = A(x)Y (5.13) 
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with r 2: 0 where A E Mn{K{{x))) for a singularity at x = O. This can be represented as a 

system of pseudo-linear equations of the form (2.31) with w = -1,4> = id and 0 = fr' This 

system has a formal fundamental matrix solution of the form 

(5.14) 

where H E GL(n, K[[r]]) , A E Mn(K), 

Q(r) = diag(q1(r), ... , qn(r)) 

and the qi are polynomials in r- 1/ 8i without constant term for convenient positive integers 

Si. The presence of a non-trivial block in the Jordan normal form of A causes the appearance 

of logarithmic terms in the formal solutions. 

Proposition 5.5.1. Given the system (5.13) with Poincare-rank r and leading matrix Ao 

with an eigenvalue {t of 0, define er,/-, = exp (-:/t:r). Then er,/-, is a canonical resolving 

irregular part of the system with lift 0 and scale O. 

Proof Since 4> = id, we have ¢{er,/-,)/er,IL = 1 and since d~er,/-, = er'/-'7f ':ti' we find rr-Wo(er,/-,)/er,/-, = 

{t. Hence we have a = 1 and t = 0 as in 5.5 and 5.6, which shows that er,IL is a canonical 

resolving irregular part. 0 

5.5.2 Linear Difference Systems 

We now address systems of linear difference equations. We will give resolving irregular parts 

for systems of the form 

rr-1(Y(r) - Y(r/(r + 1))) = A(r)Y(r/(r + 1)) (5.15) 

with A E Mn(F). This is the difference system (ii) as introduced in Chapter 2. It is a local 

pseudo-linear system with w = 1, ¢(r) = 1:r and 8 = id - cP. In order to expose the full 

structure of irregular parts, we need to consider (5.15) over the coefficient field K((r1/S)) 
(s > 1). Using the operation (R3), this can be reduced to a system over the initial field 

K((r)) with new automorphism 4>(r) = ~1:r.' We then have w = s. 

Systems of this form admit a formal fundamental solution [70] 

(5.16) 
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where H E GL(n, K[[T]]) , A E Mn(K), R is a diagonal matrix with rational number entries 

and 

where the qi are polynomials in T- 1/ si without constant term. 

The structure of resolving irregular parts in this case depends on the precise values of rand 

B. 

Proposition 5.5.2. Given the system (5.15) with Poincare-rank r and leading matrix Ao 

with eigenvalue 1-£ i= 0 and additionally, if r = s, 1-£ i= -1. Then 

{ 

I-£-T-·r~:~:)l-r/s i! r > s, 
er,1J- = (Il + 1) if r = s, 

exp( -7T-r) if 0 < r < B 

(5.17) 

is a resolving irregular part. Furthermore, we have for its lift t and Beale a 

{ 

(r - s, 1l-1 ) if r > s, 

(t, a) = (0, (1 + 1-£)-1) if r = B, 

(0,1) if 0 < r < B. 

Proof Assume first r ~ B and denote fr,a = aT
-

6

r{T- S )1-r/s for a E K. In order to simplify 

notation, let us write 8r = T r- w8 = T r - s8. We compute 

,1..(- )/- r-s 'f' er,a er,a = aT 

and 
~ (- )/- r-B(1 r-s) Ur er,a er,a = T - aT . 

We now further distinguish between r > sand r = s. If r > s, we set a = 11,-1 and obtain 

,1..(- )/- -1 r-B d ~ (- )/- r-B O( r-s+1) 
'f' er,1J- er,1L = 1-£ T an ur er,1J- er,1J- = T + T . 

Taking into account (5.5) and (5.6), we see that fr,1L is a resolving irregular part with a = leI 

and t = r - B. If r = B, we set a = {I-£ + It1. The above computations now yield 

so here a = {I + 1-£)-1 and t = 0 and the claim follows again from (5.5) and (5.6). 

If B > r > 0, we compute 
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by expanding parts of the exponential as power series. Using further series expansion, we 

obtain 

¢(er,p)/er,p = 1 - J1r s
-

r +... and 8r(er,p,)/er,p = J1 + .... 

Comparing this with (5.5) and (5.6), we see that we can put a = 1 and t = 0, and the claim 

~~. 0 

Remark 5.5.1. None of the resolving irregular parts in (5.17) are, in general, canonical. 

5.5.3 Linear q-Difference Systems 

Finally, we are interested in the third special case of linear functional systems, those of 

q-difference systems. We consider a system of the form 

Y(r) - Y(qr) = r-T A(r)Y(qr) (5.18) 

with r 2: 0, q # ° and q not a root of unity. This corresponds to the system (2.39) with 

the choices ¢(r) = qr and 8 = id - ¢ as in (iii) in Chapter 2. The structure of a formal 

fundamental matrix solution of this system is given e.g. in [31] as: 

(5.19) 

where H(r) E GL(n, K[[r]]) , A E Mn{K) and 

R = diag(T{t~ - t l ), ... , !f(t~ - tt}) (5.20) 

with Sj E N+, ri E Q and ti = lq{r)/si for i = 1, ... , n. 

Proposition 5.5.3. Given the system (5.18) with Poincare-rank r > ° and leading matrix 

Ao with eigenvalue J1 with J1 # 0, then 

is a resolving irregular part of lift t = r and scale a = 1/ J1. 

Proof We compute 

_ q~(lq2'T-lq'T){lq'TJ.t-l r-1qJ.t 

_ e 1I-lrT 
T,/1-t" 
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hence we obtain 

Consequently, 

Comparing the last two equations with (5.5) and (5.6), we obtain t = rand Q = 11,-1 which 

finishes the proof. 0 

The presence of the positive integer Si in the formulae for the ti in (5.20) is explained by 

ramifications being introduced during the formal reduction. The operation (R3) then yields 

a new system with the automorphism ¢(T) = qSiT. Substituting for this new value in the 

q-logarithm in (5.21) leads to dividing by Si in the formula for the ti in (5.20). 

Remark 5.5.2. The resolving irregular parts as defined in the previous proposition are not 

canonical ones. 
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Chapter 6 

Conclusion 

In this thesis, we have given a unifying theoretical framework for defining a formal reduction 

of pseudo-linear systems. This involved adapting various reduction algorithms as well as 

defining regular, irregular and hyperexponential parts of formal solutions of pseudo-linear 

systems. We have designed a generic formal reduction algorithm, that can compute a basis 

of formal solutions for large classes of linear differential, difference and q-difference systems 

in the neighbourhood of an irregular singular point. \Ve have implemented our algorithm in 

the Computer Algebra system Maple, as part of the Open Source project ISOLDE [22]. 

Whereas the generalisation of the Moser-reduction (as well as super-reduction) principle 

and algorithm, which were the first research objective that we addressed, was fairly straight­

forward both from a theoretical and implementational point of view, the tasks of defining 

and computing regular and irregular formal solutions were increasingly challenging. \Ve feel 

that our theoretical framework is complete, although the terminology necessary for the ir­

regular formal solutions remains somewhat heavy. 

Further work concerning the algorithm for computing regular formal solutions in Chap­

ter 4 would mainly focus on improving the computation of the series part of the solutions. 

Here, our approach effectively truncates the input before it computes the individual mono­

mials, part of the series. It would be desirable to remain with the lazy evaluation approach. 

However, it is not clear how to achieve this easily, even in the case of scalar nth-order equa­

tions. Regarding the formal reduction developed in Chapter 5, we would like to address the 

fact that the formal reduction method itself could be significantly improved by investigating 

the efficient computation of ramifications. At present, this seems a difficult problem. One 

needs to find an efficient way of dealing with the case where the system's Katz-invariant is 

a rational number. This is a well-known problem in the differential [14] and difference [17] 

case, and it seems likely that any solution for those systems could then be generalised to 

pseudo-linear systems. In summary, any satisfactory method would allow for the following 
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aspects: 

• Determine the Katz-invariant /'i, = pis without having to introduce unnecessary rami­

fications, 

• A splitting of the system before introducing the ramification s, 

• To be valid generically, i.e. in the differential, difference and q-difference case. 

We believe that, provided a suitable mathematical framework for for further exploring the 

link between the algebraic and differential/difference characteristic polynomial of the system 

matrix, as commenced in [48], would be a promising line of investigation for the first item 

above. The results in [64] are formulated for a more general type of systems that we have 

covered in this thesis: they are established for linear systems of differential-algebraic equa­

tions. Nevertheless, they will remain valid for linear differential systems and, together with 

a solution for the first item, could be generalised to a rational splitting in the pseudo-linear 

case as required for the second item. 

Similarly as in the scalar case, it is clear that the local information that can be com­

puted using our algorithm will be useful for a variety of symbolic tasks for pseudo-linear 

systems. For example, computing rational and hyperexponential solutions are applications 

of the formal reduction for computing closed-form solutions. Using our generic approach, 

we anticipate the design of algorithms for these latter tasks that will work equally well for 

differential, difference and q-difference systems. This would significantly enhance the way 

Computer Algebra can handle these systems. 

The progress we report in this dissertation has also created new interesting questions. 

The concept of k-simple systems suggests considering more general types of systems of the 

form D8Y = N<JyY where we do not necessarily have det D t= o. These are systems of 

pseudo-linear equations that are coupled with purely algebraic conditions, and they have 

started to be investigated [55, 24]. It seems likely that a formal reduction process for these 

systems could be devised without major difficulties. On the other hand, efficient implemen­

tation using lazy evaluation would not easily be possible merely based on the ISOLDE code 

base. 

The systems considered by us were first-order systems. An interesting and important 

result would be the generalisation of our methods to higher-order linear functional systems. 

In particular, a crucial step would be to do this for the results presented in Chapter 3, as the 

Moser- and super-reduction are at the heart of the formal reduction. This is so far an open 

problem and its resolution would require an intimate knowledge of both the family of Moser­

reduction algorithms and the theory of higher-order linear functional system. Whereas some 
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work has been done in [8] for linear differential-algebraic equations, it does not seem clear at 

the moment how to exploit this for advancing l\loser-reduction type algorithms. l\lethods for 

computing simple formal power series solutions of higher-order systems have been suggested 

in the difference ([3]) and differential ([26]) case. However a systematic approach based on 

our ideas would again require the adaptation of the Moser- and super-reduction algorithms 

to higher order. 

Our implementation completely covers the case of differential and difference systems, 

however the q-difference case remains to be done. Whereas there are no principle difficul­

ties in doing this, we were facing some technical limitations linked to using existing library 

code of ISOLDE which was not initially designed for an extension to other types of equations. 

Designing efficient, symbolic algorithms is one aspect of Computer Algebra. Providing an 

actual implementation that is reliable, robust and reasonably efficient for typical user input 

is another one. We have strived to enhance the functionality of the ISOLDE package with 

an implementation of the methods developed in this dissertation. This has been challenging 

at times and we had to learn about general software engineering principles that become 

necessary when contributing to any complex software project. 
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Chapter 7 

List of Terms 

Chapter 2 

• F, K: fields of characteristic zero, Page 18. 

• K: algebraic closure of K, Page 18. 

• K(x): field of rational functions over K, Page 18. 

• K[[r]]: ring of formal power series with coefficients in K, Page 2l. 

• K (( r)): field of formal Laurent series with coefficients in K, Page 18. 

• K((r 1
/
s )): field of formal Puiseux series with coefficients in K, Page 18. 

• D: differential operator, Page 10. 

• ~: difference operator, Page 10. 

• ~q: q-difference operator, Page 12. 

• [n]q: q-bracket, Page 12. 

• ¢: an automorphism of F, Page 18. 

• 8: a pseudo-derivation, Page 18. 

• Pseudo-derivation: Definition 2.3.1, Page 18. 

• System of pseudo-linear equations: Definition 2.6.1, Page 22. 

• ,: field element linking ¢ and 8 in case ¢ =I- id, Page 18. 

• (¢, 8)-field: Definition 2.3.2, Page 19. 

• Field of constants: Definition 2.3.3, Page 19. 
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• v: valuation map: Definition 2.5.1, Page 21. 

• lc: leading coefficient: Definition 2.5.1, Page 21. 

• 0: the valuation ring: Definition 2.5.2, Page 21. 

• rr: 0 -t K: evaluation map. Definition 2.5.2, Page 21. 

• U: group of units of 0: Definition 2.5.2, Page 21. 

• A, B, ... : matrices, Page 14. 

• Mn(F): ring of square matrices of dimension n with entries in F, Page 21. 

• GL(n, F): invertible matrices of dimension n, Page 21. 

• w: the degree of a pseudo-derivative: Definition 2.5.3, Page 21. 

• q: the leading coefficient of ¢( 7), Page 21. 

• c: the leading coefficient of 6(7), Page 21. 

• Singular system of pseudo-linear equations: Definition 2.4.1, Page 19. 

• r: Poincare-rank of a system (differential, difference, ... ): Definition 2.4.1, Page 19. 

• T,s,,,,: Gauge transformation: Definition 2.6.2, Page 22. 

• Regular singularity: Definition 2.6.3, Page 23. 

• Irregular singularity: Definition 2.6.3, Page 23. 

Chapter 3 

• m,s,,,, and /1,s,,,,: rational numbers associated with a system of pseudo-linear equations, 

Page 28. 

• B(>.): polynomial associated with a Moser-irreducible system, Page 28. 

• Irreducible system: Definition Definition 3.2.1, Page 3.2.1. 

• L(A, >.): L-matrix of a system, Page 30. 

• m~,cP and Jl~,cP: rational numbers associated with a system of pseudo-linear equations, 

Page 35. 

• Ok(>'): polynomial associated with a super-irreducible system, Page 35. 

• k-irreducible, super-irreducible system: Definition 3.4.1, Page 3.4.1. 

• Ei,j (a): elementary operation matrix, Page 36. 
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Chapter 4 

• System of the first kind: Definition 4.1.1, Page 40. 

• ip(A): indicial polynomial of a system, Page 4l. 

• (jc,q: (c, q)-spectrum, Page 41. 

• Good (c, q)-spectrum: Definition 4.1.2, Page 41. 

• Regular formal solution: Definition 4.1.4, Page 50. 

• e.x: generalised exponent of a regular formal solution, Page 44. 

• Regular part reg(y) of a formal solution y: Definition 4.1.4, Page 50. 

• Simple system: Definition 4.2.1, Page 51. 

Chapter 5 

• Hyperexponential extension of a (</>, 6)-field: Definition 5.2.2, Page 67. 

• Irregular part irr(y) of a formal solution y: Definition 5.2.1, Page 66. 

• Hyperexponential part hyp(y) of a formal solution y: Definition 5.2.3, Page 68. 

• Certificate cert(h) of a hyperexponential element h: Definition 5.2.2, Page 67. 

• termtt,a,t: term transformation, Page 68. 

• lift: the lift of a resolving irregular part or term transformation, Page 72. 

• scale: the scale of a resolving irregular part or term transformation, Page 72. 

• K: Katz-invariant of a system, Page 70. 

• er,tt: resolving irregular part: Definition 5.2.4, Page 72. 
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