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Abstract

Lidars are very promising instruments for the remote-sensing of the Earth, and are eagerly
awaited for operational missions, particularly in the observation of the atmosphere. However,
spaceborne lidars are still in their early development and there have been many setbacks
associated with their technology. The high energy of the laser beam contributes to the
formation of contamination deposit on laser optics, leading to the degradation of the lidar
performance and eventual failure of the instrument. This high energy requirement can
partially or totally be offset by a larger telescope and / or a lower orbit, with the implication of
a greater drag force acting on the satellite.

This work investigates the options for satellite and lidar telescope configuration which
minimise their contribution to drag while maximising the telescope aperture diameter for lidar
performance. A MATLAB/Simulink trajectory model is developed to establish the propulsion
requirements for drag compensation. Parametric models are used to size the satellite, its
subsystem and the lidar.

This study elaborates the conditions under which a lidar mission might work in a low altitude
orbit. In particular, it explores the feasibility and applicability of four concepts against the
requirements of some challenging lidar missions. The model developed also identifies that
past studies may have under-estimated the electric propuision requirements for lidar

missions in low altitudes.
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Chapter 1

Introduction

1.1 Background

Lidars are very promising instruments for the remote-sensing of the Earth, in particular for
the study of the atmospheric structure and composition. A few lidar missions are currently
flying or being prepared, but primarily as demonstrators for technology and end-to-end
validation. Lidars are not yet ready for operational missions.

Indeed, problems occurring during NASA's ICESat mission and in the development of ESA's
ADM-Aeolus have casted doubts over the ability to operate high power lasers in vacuum,
and thus over the implementation of lidars in long-term operational missions. One particular
problem is the contamination of optics due to the interaction of intense laser radiation with
outgassing material, leading to a drastically reduced lifetime. The laser fluence has an
influence on this deposit [Schréder, Borgmann, Riede & Wernham, 2008].

No long term solution has yet been found, primarily because the mechanism through which
this contamination occurs is still poorly understood [Canham, 2004]. Currently, the main

objective is to reduce the presence of contamination source and reduce the laser beam

energy.

N. Lévéque



1. Introduction

1.2 Motivation

The question for scientists and users of lidar data is to know when lidar instruments will be
available to complement the current suite of space instrumentation. If the development of
lidar technology is going to be further delayed, can the problem be partially or totally
compensated for at mission design level?

One possibility of reducing the beam energy would be by counterbalancing it with a larger
telescope and/or a lower orbit. However, as the orbit altifude diminishes, a satellite
experiences a stronger atmospheric drag which must be compensated for to sustain the
mission. Electric propulsion systems have been employed as drag compensation system on
missions like GOCE. Electric propulsion has also been suggested for lidar missions in order
to fly them in lower orbits and improve their performance [Price et al, 2007]. Lidars are
typically bulky instruments with aerodynamic characteristics not suited to low altitude orbits.

So far, no study has looked into optimising the design of lidar instruments in that respect.

1.3 Goal
The objectives of the present work are thus to:
e establish a lidar and spacecraft configuration that are tailored for low altitude orbits;

» derive the requirements for a propulsion system to compensate for drag

e derive the characteristic of the satellite

e establish the merit of a concept to significantly reduce the laser beam energy while

maintaining the lidar performance.

14 Thesis outline

Chapter 2 provides a background on spaceborne lidar, the technical challenges faced and
present the requirements to be met in order to successfully reduce the laser beam energy
while maintaining the desired performance. Chapter 3 investigates satellite and

instrumentation configuration options that maximise the aperture diameter of the lidar
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1. Introduction

telescope while minimising the drag they can generate. A trajectory model is developed in
Chapter 4, leading to the requirements definition, trade-off, and selection of the propulsion
system in Chapter 5. The process to size the lidar instrument and the satellite is presented in
Chapter 6 and the results in Chapter 7, with comparison to other studies. Chapter 8 provides

concluding remarks.
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Chapter 2

Spaceborne Lidar Remote Sensing

2.1 Introduction

Light Detection and Ranging (LIDAR, often written lidar or Lidar) is the most widespread
name for many instruments that can also be known as optical radar, laser radar or LADAR
(Laser Detection and Ranging). Some of these names imply that the source of the
electromagnetic radiation is not necessarily a laser. Indeed, this type of remote-sensing
predates the invention of the laser [Kamerman, 1993].

Lidars can be seen as the type of instruments bridging the gap between optical instruments
and radars, combining advantages of both types. Like optical instruments, lidars operate at
shorter wavelengths than radars and can therefore measure gases and small-scale
phenomena that radar cannot. But lidars, like radars, are range-resolved devices and can
perform atmospheric profiling, but at a much improved horizontal resolution than radars. This
is also a major improvement compared to passive optical systems which can either be nadir-
viewing (high horizontal resolution with poor vertical resolution) or limb-viewing (high vertical
resolution with poor horizontal resolution). Lidars also benefit from the special properties of

lasers, such as high power, monochromaticity, short duration, and a highly collimated beam
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2. Spaceborne Lidar Remote Sensing

[Measures, 1984]. Since they rely on their own source of illumination, lidar measurements
are independent of solar illumination.

Lidars are therefore extremely useful devices in the study of atmospheric composition
(molecules and aerosol particles), structure (vertical distribution of constituents), properties
(temperature, pressure, humidity information can be retrieved) and dynamic behaviour
(wind). [Measures, 1984, Wandinger, 2005]. Atmospheric lidars can either be ground-based,
airborne or spaceborne, with their own spatial and temporal resolutions. Lidars can also be
used in the study of the Earth’s surface (texture, terrain profiling, oceanography).

This chapter presents a brief history and the fundamentals of lidar remote-sensing, followed
by a review of the main lidar techniques. It then describes some of the technical difficulties
identified during the operation and/or development of some spaceborne lidar instruments,

and their impact on the sizing of spaceborne lidar instruments.

2.2 A brief history

The principle of lidar measurements date back to the 1930’s, well before the invention of the
laser. Then dubbed by an author as a “poor man’s radar” [Weitkamp, 2005], the instrument
would make measurements of air density profiles in the upper atmosphere using searchlight
beams (Figure 2-1).

The development of the lidar then suddenly accelerated with the invention of the laser in
1960 and especially the invention of the Q-switched laser' by McClung and Hellwarth in
1962, which led the way to the first observations with a ruby laser in 1963 of the upper
atmosphere by Fiocco and Smullin and the troposphere by Ligda [Measures, 1984].

Within a decade all basic lidar techniques had been suggested and demonstrated
[Wandinger, 2005]. Airborne downward-pointing lidars have been flown since 1977 [Kramer,
2002], where surface scattering and reflection were the main type of interaction, with

surface-wave studies, bathymetry, and water turbidity the first applications [Measures, 1984].

1 oo ‘
~ Q-swilching is a method to control both the time duration of laser oscillation and the pulse shape of the laser’s
output power to provide a single-spike behaviour.
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2. Spaceborne Lidar Remote Sensing

Further applications, in particular those related to atmospheric measurements, became
possible with the advance in technology development, especially on the laser side. Indeed,
many lasers have been specifically designed to meet the ever-growing requirements of new
lidars: pulse energy, wavelength, pulse width, beam shape, or spectral purity [Wandinger,
2005]. Other technologies in the receiver also required development, such as optical filters
with high transmission and narrow bandwidth, efficient detectors for broad wavelength
regions, and back-end electronics to handle the growing payload data rate associated with

high pulse repetition frequency [Wandinger, 2005].

8 £$a
MIRROR DIAMETER D,%[
#
2.76 km
.39 km
I
k- 30.2 km -
WHITE SANDS SACRAMENTO PEAK

Figure 2-1. Searchlight scene geometry [Eltermann, 1966]
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2. Spaceborne Lidar Remote Sensing

Most airborne instruments were developed during the late 1980s and the 1990s, paving the
way for the first spaceborne lidar. NASA developed the Lidar In-space Technology
Experiment (LITE) which was flown on the Space Shuttle in September 1994 [Kramer, 2002].
This was followed by other atmospheric lidars: the Russian Balkan-1 on MIR/Spektr module
(May 1995), the French ALISSA on MIR/Priroda module (April 1996), with ESA preparing
ALADIN and ATLID for the Aeolus (formerly known as ADM) and EarthCARE missions,
respectively [Kramer, 2002]. Altimeter lidars were also developed and flown in parallel,
primarily by NASA: two models of the Shuttle Laser Altimeter were flown in January 1996
and August 1997, while the Geoscience Laser Altimeter System (GLAS) has been flying on
the ICESat mission (launched in 2001) [Kramer, 2002]. The Vegetation Canopy Lidar (VCL)
mission initiated in 1996 with a then launch date of 2000 was eventuaily ceased in 2002 due
to implementation difficulties and escalating costs, although development of its Multi-Beam

Laser Aitimeter (MBLA) was recommended to continue [NASA, 2003].
Table 2-1 gives some information on a selection of spaceborne lidar missions. It should be

pointed out that LITE, and ALISSA were experimental instruments, and as a result were both
heavy and power hungry. Balkan-1 was light and had a moderate power consumption, but
the latter is due to a very small PRF. Thus there is little interest in comparing these
experimental instruments / demonstrators with more recent instruments and they have
therefore been excluded on the comparison table. However, more information can be found

in Kramer [2002] and McCormick [2004].
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2.3 Fundamentals of Lidar

The main two parts of a lidar are the transmitter (abbreviated as Tx) and the receiver (Rx).
The overall configuration of a spaceborne lidar instrument can be of two types: coaxial or
biaxial; referring to the relative ;;osition of the Tx and Rx stages. If the laser is transmitted
along the optical axis of the receiver, the lidar is said to be coaxial. If the two are physically
separated (by more than one Rx primary mirror radius), then it is a biaxial system, and the
Tx stage requires a separate Tx telescope (or beam expander). These two types can also be
called monostatic and bistatic, respectively, although this is somewhat incorrect, as these
terms should normally be used to indicate the relative positions of the Rx and Tx but on a
scale comparable to that of the target distance [Kramer, 2002]. Many spaceborne lidars have
been referred to as “bistatic”, when in fact they are monostatic but biaxial.

The transmitter consists of a laser emitting short pulses of light lasting a few to several
nanoseconds, at wavelengths ranging from 250 nm (in the UV spectrum) to about 11 pm
(thermal infrared) [Weitkamp, 2005]. The actual wavelength depends on the type of laser

used (Table 2-2); for instance, the most common laser source in spaceborne lidar is the

solid-state neodymium-doped yttrium aluminium garnet (more commonly encountered in its
acronym form of Nd:YAG) laser, which emits at a wavelength of 1064 nm. However, other
wavelengths not directly obtainable with lasers can nevertheless be obtained by means of
non-linear crystals in a technique known as frequency doubling, tripling or even quadrupling
(532, 355 and 266 nm, respectively, with a Nd:YAG laser source). Higher wavelengths have
also been available to differential-absorption lidars, first with dye lasers (where the active
medium is an organic fluorescent dye dissolved in a liquid solvent [Weichel, 1993]) but these
are now being replaced with solid-state lasers and the wide-tuning-range but complex
Optical Parametric Oscillators (OPO — another form of nonlinear frequency conversion)

[Weitkamp, 2005].
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The Tx laser Pulse Repetition Frequency (PRF) is typically a few tens of shots per second.
However, many applications do not require this very high temporal resolution, in which cases
the measurements are averaged over a few seconds.

Once the beam to be transmitted has been converted (if necessary) to the desired
wavelength, then it passes through a beam expander (the Tx telescope), to further reduce
the divergence of the already highly collimated laser beam, to values of the order of 100

urad. This is often necessary so as to choose an Rx telescope with a FoV of only a few

hundred prad, which gives the following advantages [Weitkamp, 2005]:

* Reduction in background light from the atmosphere;
s Reduction in the number of detected photons that went through multiple scattering;

e Some lidar methods with high-spectral resolution have wavelength-selective optical

devices (e.g. grating mirrors) with small acceptance angles.

A field stop placed in the focal plane of the Rx telescope optics sets the FoV. A chopper — a
mechanical device that can block or let the light through — can be used in place of the field
stop when only the backscatter signal of certain regions (i.e. altitude ranges) of the
atmosphere is desired [Weitkamp, 2005].

It is often desirable to suppress some spectral portions of the received signal to retain only
the wavelength of interest. This can simply be done with a bandpass filter, although some
applications require somewhat more complex techniques (such as polarizers, grating
spectrometers, interferometers or atomic-vapour filters).

The detector can be a photomultiplier tube (PMT) or an avalanche photodiode (APD), with
the mode of operation (photon-counting or analogue recording) depending on the strength of
the back scattered signal (weak and strong, respectively).

Finally, there are two types of detection techniques that need to be differentiated between.
The simplest one is the direct detection (also referred to as incoherent detection) where the
signal received by the Rx telescope is directly focussed onto the detector which produces a

current proportional to the intensity of the received light. The alternative to this technique is
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24 Types of Lidars

Lidar instruments are versatile, by their applications and by the number of measurement
techniques. There is not one single way of classifying lidars; they can be grouped for
instance according to the physical process (e.g. elastic scattering, Doppler shift, etc.), the
detection region (atmosphere, solid Earth, vegetation, hydrosphere), or the subject to be
studied (e.g. aerosols, temperature, wind velocity, etc.). The subject of the present work is
not to consider all applications, but instead to concentrate on some of the spaceborne lidars.
Based on [Singh et al, 2005] and [Wandinger, 2005], the most common technigues in space-

based remote-sensing are presented hereafter.

2.41 Altimetry Lidar

Altimetry is the simplest concept of lidar measurements. The range of the reflecting surface
from the device is determined from the time it takes a light pulse to travel down and back up.
It is simply half the round-trip time multiplied by the speed of light in the medium:

_ebt
2n

R (2-1)

where R is the range, c is the speed of light in vacuum, At is the round-trip time of the laser
pulse, and » is the mean index of refraction of the propagation media {[Kamerman, 1993].

The GLAS instrument onboard ICESAT employs this technique to determine the elevation of
ice, clouds, and land. Three Nd:YAG lasers operating sequentially transmit 4-ns pulses in
the infrared (1064 nm) for surface altimetry and dense cloud heights, and in the visible

spectrum (532 nm) for the vertical distribution of clouds and aerosols [Zwally et al, 2002].

2.4.2 Backscatter Lidar

There are different types of backscatter lidar, classified by the type of scattering that the light

undergoes. We start with a review of some scattering processes.
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Molecular Rayleigh scattering

The Rayleigh scattering model applies to the particles that are very small compared to the
wavelength A of the scattered radiation. The intensity of Rayleigh scatter is inversely
proportional to A*. At low altitudes, the atmosphere is constituted at 99% of Nitrogen and
Oxygen molecules, which have a diameter of about 3 Angstroms; molecular Rayleigh
scattering dominates mainly in the UV and the lower-wavelength portion of the visible
spectrum [Rees, 2001] and is the cause of the blue sky. It is an elastic (or coherent)
scattering, meaning that the incident and scattered radiations have the same wavelengths

[Hecht, 1987], unlike the Raman scattering, which is an inelastic process (described later).

Aerosol or Mie scattering

The scattering theory developed by Gustav Mie is not limited to a specific particle size or
radiation wavelength; thus Mie theory also covers Rayleigh scattering [Wandinger, 2005].
The term “Mie scattering” is often used in remote-sensing literature to describe scattering
from particles of size similar to (or larger than) the wavelength of the scattered radiation [Lo,
1986; Szekielda, 1988]. In the visible spectrum, this type of scattering occurs with aerosols
of radii in the range 10 nm to 10 um (typical of dust particles and water droplets) [Rees,
2001].

With aerosols of size similar to the wavelength, the wavelength-dependence of the particle
scattering properties varies greatly; with very large particles, scattering becomes
independent of wavelength, and it can be referred to as non-selective scattering [Lo, 1986].
Mie scattering theory assumes that the particles are spherical, but most often, they are not.
In some cases, an approximation of Mie theory is that some “average” particle size can be
assumed [Rees, 2001). For other non-spherical particles, when it is not possible to make this
assumption, studying the resulting depolarisation of the backscattered radiation provides

data on such large non-spherical particles (such as dust and ice crystals of cirrus clouds).

N. Lévéque 14



2. Spaceborne Lidar Remote Sensing

Elastic Backscatter lidar

This is the classical form of atmospheric lidar, also referred to as a Rayleigh-Mie lidar
[Wandinger, 2008]. It provides information on extent, height distribution and optical thickness
of aerosol and cloud layers, which are relevant to climatology and operational weather
forecasting; furthermore it is the least demanding instrument in terms of technology risk and
development needs [Hueber, 1991].

ATLID (Atmospheric Lidar) is the European backscatter lidar, which was initiated in 1988
[Hueber, 1991] and is due to be launched onboard EarthCARE in 2013 [ESA, 2008). Due to
its lower altitude, it requires a lower pulse energy and aperture diameter than GLAS and

CALIOP on the ICESAT and CALIPSO missions, respectively, as shown in Table 2-1. It

should be noted however that ALTID has a greater PRF.

Raman scattering

The wavelength of a backscattered radiation is mainly the same as that of the radiation
incident onto the particle, but very weak side bands can appear in its spectrum. This
frequency shift corresponds to a change in the energy (or vibrational-rotational quantum
state) of the molecule {Wandinger, 2005] [Hecht, 1987]). A Raman lidar would measure the
frequency shift, thus a useful application is atmospheric temperature profiling. However,
because the side bands are very weak, this technique requires gases present in fairly high

concentrations; water vapour is thus a frequent target of Raman lidars [Wandinger, 2005].

Fluorescence scattering

The resonance fluorescence lidar is yet another type of scattering lidar, particularly relevant
in the study of metal ions and atoms in the mesopause. This type is not going to be
discussed further in this study, but [Abo, 2005] is a recommended reference for further

reading on the subject.
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24.3 DIAL

A differential-absorption lidar (DIAL) emits two pulses: the online pulse has a wavelength
matching the resonant absorption line of the atmospheric constituent of interest, while the
offline pulse is emitted at a wavelength very close to that of the online pulse but that is free
of absorption [Lutz et al, 1989].
For an idealised case, the molecule number density of the trace gas can be written as
[Gimmestad, 2005]:

_ 1 d [P_@_)] 02

2Ac dR | P, (R)

where R is the range, P is the power received (at the online and offline wavelengths,
respectively), and Ac is the differential absorption cross-section between the two
wavelengths, which is already known for the gas atoms or molecules being sensed.
The DIAL method allows to determine the number density profile of many trace gases, such
as O3, NOg, NO, N,0, SO,, CH,, HCI, NH,, etc [Wandinger, 2005].
At a wavelength of 730 nm [Lutz et al, 1989}, it is used to determine profiles of water vapour,
which is the most important atmospheric greenhouse gas. However, the absorption lines of
the water molecule are very narrow; therefore the laser pulse needs high stability and
spectral purity [Wandinger, 2005]. Water vapour absorption lines are numerous, but for DIAL
applications those at 730, 820 and 930 nm are particularly useful [Bdsenberg, 2005].
Another application of DIAL is the measurement of temperature profiles by using an
absorption line of oxygen because it has a constant mixing ratio in the atmosphere and its
absorption cross section is temperature dependent [Wandinger, 2005]. Similarly pressure
profiles are obtained with the absorption line of molecular oxygen at 760 nm [Lutz et al,
1989].
A DIAL presents many similarities with the simple backscatter lidar, but it has much more
stringent requirements for the laser sources (multiple wavelengths) as well as the receiver

(high sensitivity, spectral resolution) [Hueber, 1991].
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ESA proposed the WALES mission as an Earth Explorer core mission candidate. The DIAL
would emit two pairs of pulses in the 935 nm spectral range [Héliére et al, 2004].

Yet another Earth Explorer core mission candidate, A-SCOPE, was studied for feasibility. It
would carry an Integrated Path Differential Absorption (IPDA) lidar to measure the total
column of CO,, around the absorption lines of either 1.56 or 2.05 um. The IPDA is an
alternative to DIAL when a total column rather than a concentration profile is required, and
when the backscattering targets are only present in very small quantity (making the
backscatter signal at a given altitude range very weak). Since the ground echo is much
larger than the atmospheric echo, the size of the instrument is significantly reduced (as
compared to a DIAL). However, the IPDA requires an onboard radiometric calibration system

[Durand et al, 2009] that the DIAL does not need.

2.4.4 Doppler Lidar

As its name implies, a Doppler lidar measures the shift in the apparent frequency that occurs
when the lidar and the subject move relative to each other, the frequency shift being
proportional to the relative velocity. In Earth Observation, this has applications to wind
velocimetry (e.g. ESA’'s Aeolus mission) as well as coherent ocean and river surface
currents [Singh et al, 2005]. The advantage of lidars over microwave or millimetre-wave
radars is that the Doppler shift is proportional to the carrier frequency (i.e. inversely
proportional to its wavelength), hence the higher frequency (respectively smaller wavelength)
of a laser pulse yields a greater Doppler shift, allowing a more accurate and precise
measurement of the velocity [Kamerman, 1993]. ALADIN, the Wind Doppler Lidar of the
Aeolus mission, will operate in the ultraviolet (355 nm). The emitted light is scattered by
aerosols, clouds particles or air molecules at different altitudes, which are assumed to be
travelling (on average) at the wind velocity. However, there are two main difficulties with
Doppler Wind Lidar (DWL): first, the backscattered signal is very weak even with a powerful

emission; second, frequency shift is proportional to the fraction of wind speed over the speed
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of light and is therefore extremely small, thus requiring very narrow spectral lines [Werner,
2005].

Coherent Doppler lidar relies on the detection of the frequency difference between the
backscattered signal from atmospheric aerosols and a local oscillator. Heterodyne detection
is used, in which the frequency of the local oscillator is offset with respect to that of the
emitted laser pulse. This is necessary so that not only the magnitude but also the sign of the
shift (i.e. the direction of the wind) can be determined [Wandinger, 2005]. Because of the low
aerosol content in the free troposphere (2 to 20 km altitude), long-range energy transport
cannot be assessed with the coherent detection method [Kramer, 2002]. However, most
aerosols are found in the planetary boundary layer (PBL) — the lowest kilometre of the
atmosphere — where transport processes are dominated by wind turbulence and
atmospheric convection [Rees, 2001]. Coherent Doppler lidars are more suitable for these
atmospheric processes in the PBL.

Direct detection lidars use the molecular (Rayleigh) backscatter, which is strong in the UV
spectrum. The backscatter signal is passed through a filter (such as Fabry-Perot
interferometers or etalons), producing circular interference fringes; the Doppler shift is
determined from the measurement of small fringe displacements [Kramer, 2002] [Werner,
2005].

ALADIN is a direct detection lidar based on a frequency tripled Nd:YAG laser, emitting in the
UV (355 nm). The optical bench assembly includes a Rayleigh spectrometer (based on a

sequential Fabry-Perot), and a Mie spectrometer (based on a Fizeau spectrometer).
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2.5 Technical challenges

Many lidar instruments have experienced difficulties, especially with the laser source: Laser
1 of GLAS failed after just over a month of operation [McCormick, 2004], ALADIN
experienced technical problems with the development of its lasers [Singh et al, 2005],
although its laser diode stacks have since passed their long-lifetime test [Morancais, 2007].

While many lasers are available commercially, their operation in the space environment has
not been a main driver for laser manufacturers. Operating lasers in space tends to be difficult
for various reasons, some of which are discussed below. We start with an introduction of the

components, associated technologies and operation of lasers.

2.5.1 Fundamentals of laser

There are many different type of lasers; we will concentrate on the one that is most often
used in spaceborne lidar instruments: the neodymium-doped yttrium aluminium garnet (or
Nd:YAG).

LASER stands for Light Amplification by Stimulated Emission of Radiation. Stimulated
emission results from changes in electron energy of an atom or an ion when it is driven to do
so by an incoming photon (by opposition to spontaneous emission, where the electronic

transition would occur by itself) as illustrated in Figure 2-4. In the case of the Nd:YAG laser,

a trivalent neodymium ion, Nd**, would decay from a high level (excited state) to a lower
level (the lowest being the ground state, in which the electrons reside at low temperatures
[Silfvast, 1990]), emitting another photon with a frequency corresponding to the energy
difference between the two levels. Furthermore, for the incident radiation to trigger the
stimulated emission, it must be of the frequency which corresponds to the difference in
energy levels. Consequently, a remarkable property of lasing is that the emitted photon is in
phase with, has the polarisation of, and propagates in the same direction as, the stimulating

radiation [Hecht, 1987]. In the case of the Nd** ion, the photon’s wavelength is 1064 nm.
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One way of obtaining a high-power transmitter is through the Master Oscillator / Power
Amplifier (MOPA) configuration, based on multiple lasers working in tandem. A first laser
serves as a Q-switched oscillator, firing a low energy pulse into a second laser that acts as
an amplifier of high efficiency [Durand et al, 2008], which can in turn fire into a third laser,
and so on and so forth. In the ampilifier, the end mirrors are partially reflecting (or even non-
reflecting). As a consequence, the cavity feedback is reduced and the laser is not self-
oscillatory but instead amplifies an incident wave by stimulated emission [Hecht 1987]. The
MOPA configuration is particularly well suited when a high energy pulse of high beam quality

is required, such as ATLID [Durand et al, 2008}.

2.5.2 Laser-induced damage and contamination

Singh, Heaps, and Komar (2005) describe the technical challenges experienced during the

development and operation of lidars in space; these are:
e precision alignment of the mirrors of the resonant optical cavity;
e contamination of laser optics by outgassing materials;

e colouring of optics by radiation (a possible issue with new electro-optic materials
used in frequency conversion crystals, for which such properties may not have been

yet established);

e electro-optic components not designed specifically for space — tests and screening

techniques must be devised for long term reliability;
» high power laser heads dissipate high heat load;
e laser to be lightweight, compact and energy efficient

» frequency conversion systems (with non-linear optics, e.g. OPO/OPA) were never

designed for space.

Some of these issues have been highlighted by the problems experienced in-orbit by GLAS

and during development of ALADIN.
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Since this process can dramatically affect the lifetime of the laser and is poorly understood, a
Laser-Risk Reduction Group was put together by ESA, and three major risks associated with

laser-induced damage have been identified [Lien et al, 2006]:

e Laser-induced damage where the power density of the laser exceeds the optical
component (optics coating, gain medium crystal) damage threshold. This is
significant because damage threshold of coatings in vacuum can be lower than in

the air. It can also depend on pulse duration and possibly PRF.
e Optical fatigue over the mission duration (very little is known on optical fatigue).

o Effect of contamination on the optics in vacuum. The presence of air suppresses the
formation of deposits on the irradiated optics, possibly due to a chemical reaction of

the oxygen of the air with the deposit when irradiated by the laser beam.

Tests are being conducted to investigate these processes by ESA in cooperation with
various labs throughout Europe [Lien et al, 2006].
As the performance of Laser 2 dropped significantly, GLAS was switched over to Laser 3,

which was operated to an even lower temperature (13°C) to avoid the problems encountered
by the first two lasers (Figure 2-7). This action proved to significantly decrease the

degradation rate [Afzal, 2006]. However, Laser 3 eventually failed and Laser 2 was re-
activated but later failed too.

Canham (2004) points out that contamination in spaceborne lasers is inevitable, and should
be minimised. Soileau (2009) emphasises that residual hydrocarbons are dissociated by the
laser light, resulting in the free carbon that can deposit and accumulate in the beam path.
This effect can be reduced with oxygen, as any free carbon would combined with oxygen to
form carbon dioxide gas. Note that this is the reason for a late design change on the ALADIN
instrument for ESA’s Aeolus mission, where the laser optics are kept in a low-pressure
oxygen environment [Endemann, 2011]. Furthermore, on-going testing at DLR has shown
that “the interaction of intense laser radiation with outgassing material constituents gives rise

to a high risk of deposit formation on the optics and consequently to a drastically reduced
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accuracy, they tend to be sensitive to background solar illumination. Thus, a dawn-dusk orbit
becomes particularly interesting as the Sun only illuminates the scene at shallow angles, and
a minute portion of sunlight is scattered by the atmosphere to the lidar instrument.
Furthermore, sun-synchronous orbits, and dawn-dusk orbits provide a very favourable
environment for the thermal control.

Not all operational lidar missions are sun-synchronous. Where the coverage of polar regions
is a driver of the mission, an orbit with a lesser inclination is necessary. This is the case of
ICESat and its future successor ICESat-2, which flew / will fly in a 600-km orbit with a 94°
inclination.

Statistically, dawn-dusk orbits are usually the preferred option for lidar missions. This study
aims to be fairly generic and not targeted to a particular mission, but for practical reasons will
only consider dawn-dusk orbits.

Requirement #1: The satellite shall be flown in a dawn-dusk orbit.

2.6.2 Spacecraft size

One major constraint on the design of any spacecraft is the selection of the launch vehicle,
which affects the volume of the satellite, its mass and the altitude of its orbit. There are other
very practical aspects to take into account beyond the merely technical constraints: political
considerations mean that most often a country or agency would favour one of its own launch
vehicles. Cost is also a major driver. Recent and upcoming European Earth Observation
missions have been / will be launched on Russian launchers, while it is predicted that the
upcoming European small launcher Vega will be increasingly used, as shown in Table 2-3.
Indeed, due to the European investment into Vega, there may be non-negligible political
pressure for future institutional European missions to fly on Vega, whenever possible. Note
that if a satellite is compatible with Vega, it is very likely to be compatible to Rockot, and

possibly Dnepr.

Requirement #2: the satellite shall be compatible with a small launcher like Vega (Goal), or

on Soyuz (Threshold).
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o the power of the received signal is the same (this is necessary to compare different

concepts of instruments with identical performances).

Under these assumptions, Equation (2-4) can be re-arranged into:

[4

7 = constant (2-5)

The numerator is known as the power-aperture product. It is possible to replace the power of
the emitted pulse by the pulse energy E. = P.t, for a given pulse length. Or by using the
Pulse Repetition Frequency (PRF), denoted f.,, the equation becomes:

E,-f,, nD*[4

3 = constant (2-6)

This equation gives the power-aperture product of a lidar, adjusted for the range. It has the
advantage of enabling the comparison of different spaceborne lidars flying at different
altitudes.

Figure 2-8 is a simple representation of the trade space that can be drawn from Equations

(2-5) and (2-6). It gives the advantages of a larger (yellow) or a smaller (green) value of each

of the three parameters.

While the performance can be improved by either increasing the instrument power and/or the
aperture, and the atmospheric drag reduced by decreasing the aperture or increasing the
altitude, the only way of limiting laser-induced damage at mission level (i.e. apart from an

engineering solution at the level of the laser) is to reduce the power of the laser beam.

Figure 2-7 showed that ICESat delivered 5 mJ at 532 nm, with little degradation. The low
power oscillator of ALADIN provides a 10 mJ beam, which is subsequently amplified by the
power laser head, with the LIC occurring on the optics downstream of the Power Amplifier
stage.

Requirement #3: The mission shall minimise the laser beam energy while maintaining

performance.
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2. Spaceborne Lidar Remote Sensing

2.7 Conclusion

Lidar instruments will open up possibilities in Earth Observation, and particularly in
atmospheric remote-sensing. Major technology development is underway, most notably in
Europe and in the USA, in order to improve their lifetime, which has proven to be a complex
challenge. The most critical issues, until they are eventually resolved by new technology, are
found in the laser and are related to the thermal resistance of LDAs and the laser-induced
damage and contamination of optics. It is clear that reducing the power consumption can
greatly help in reducing these issues. From a lidar performance view point, this can be
achieved by trading the laser beam energy against the aperture diameter of the receiver
telescope and the altitude of the satellite. The aim is to reduce the beam energy in the range
5-15 mJ to avoid or at least limit contamination of the lidar transmission optics.

The aperture diameter cannot be chosen freely: it is limited by the dimensions of the launch
vehicle fairing, accommodation constraints and manufacturing considerations. Similarly, the
altitude is mostly limited by the atmospheric density and resuiting drag and its impact on the
propulsion system.

Chapter 3 discusses options for the configuration of a lidar satellite.
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3. Satellite and Instrument Configuration

The thermal accommodation coefficient « is the ratio of the change in energy of the incident
molecule over the maximum energy loss that could occur [Cook, 1965], which is not easily
predicted. Gaposchkin [1994] calculated values of o for various gases and altitudes. Thus,

Cp varies with altitude because the thermosphere molecular content (species and density)

also varies with altitude. The drag coefficient—altitude relationship is illustrated by Figure 3-3.
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Figure 3-3. Drag coefficient as a function of altitude for various satellite shapes
(spherical, flat plate, S3-1 satellite, and longitudinal cylinder) [Moe, 2006].

The aerodynamics of a body depends strongly on the flow regime; which at orbital altitudes
above 175 km can be considered to be a hyperthermal free-moecular flow for most satellites
[Cook, 1965]. Under these conditions, Sentman’s expression of the drag coefficient is

[Doombos et al, 2009]:

P a4
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Z=1+erf(S,) (3-6)
S, =S,y (3-7)
y =cos(@) (3-8)

with @ being the flow incidence angle with respect to the normal of the surface.
In addition, S, is the speed ratio, V, is the relative speed of the flow and V,,, is the most

probable velocity of the re-admitted molecules after impact with the surface of the satellite:

2
V.=V %[Ha{%’i—ln (3-10)
2
T, =% (3-11)

R is the universal gas constant (8.31 J.K".mol™), myg is the molecular mass of the gas (~16
g.mol™), and «; is the accommodation coefficient, defined as the ratio of the change in
energy of the incident molecule over the maximum energy loss that could occur [Cook,
1965]. However, values of oz are difficult to ascertain, and values in the range 0.6 to 1.0 are
employed [Doombos et al, 2009]. T, is the atmospheric temperature, while T;, is the kinetic
temperature of the incoming particles, and 7, is the temperature of the satellite wall,
typically in the range 0-30°C.

By summing up the contributions of all its faces, it is possible to determine the equivalent

drag coefficient of a satellite with a reference cross-section area normal to the flow A,

Z (AnCD.. ) (3-12)

Aref

Note that 4, is a physical surface area, not a projected area.
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Figure 3-6. Soyuz fairing volume in single (left) and dual launch configuration (right).

From Arianespace [2006b].

Spacecraft configurations (a), (b) and (c) would be accommodated inside the launch vehicle

fairing in a way similar to EarthCARE, while configuration (d) would be accommodated like

Aeolus. lllustrations of these are shown in Figure 3-7 (IV) and (1), respectively.

In Figure 3-7, it is possible to see that the diameter of a small launcher fairing is the limiting

factor on the primary mirror diameter, while the fairing height could restrict the focal length
(case II). In a configuration like EarthCARE, the diameter of the fairing constrains both the
aperture diameter and the focal length of the lidar, and more generally its external envelope
(case 1V).

As a secondary payload on Soyuz, a nadir-mounted instrument is primarily limited in height
(case 1), however it becomes possible to increase the volume of the instrument when

mounted horizontally (case III).
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3.2.5 Satellite configuration trade-off

Table 3-2 presents an assessment of the configuration options against aerodynamics,
launch vehicle accommodation and satellite subsystems considerations.

The main criteria are the allowable size of the telescope with respect to the launcher, and the
drag force the spacecraft would generate, and are attributed a weighting factor of 3. With
Vega as the baseline launcher and Soyuz as an alternative, the allowable size for a dual
launch is given slightly less importance with a factor of 2. Other factors, related to the
platform subsystems are given a weighting factor of 1, as they are not the most critical. In
effect, the configuration option that comes on top in the first two criteria should normally

come first overall, unless it is judged impossible on the other criteria.

For the drag force, option (a) is clearly most advantageous, as demonstrated by Table 3-1.

Section 3.2.3 showed that option (d) can provide the largest telescope diameter. For a

launch as a second passenger on Soyuz, option (d) is less favourable than the others.

For the minor criteria, option (b) rates highest for the accommodation of the solar arrays
(Figure 3-8), option (c) is the worst for the thermal control of the instrument, option (a) is best
for propulsion and AOCS, as a consequence of a lower drag force.

From the assessment presented in Table 3-2, it is clear that options (b) and (c) can be
eliminated. The most suitable configuration is the one with the lidar instrument installed on
the +X face of the satellite. The configuration with the lidar mounted on the +Z face allows for

a larger instrument if restricted to the Vega launcher.

Due to the small difference in scores between Options (a) and (d), both configurations are

retained. Section 3.3 looks at the telescope design and sizing for the front-mounted
instrument, while the sizing of the nadir-mounted instrument is addressed in section 3.4.

The two options are represented in Figure 3-9.
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3.3 Telescope Designs for Front-Mounted Lidars

This section assesses different telescope design options in order to select the one most
suited to the spacecraft configuration. The sizing process of the selected concept is then
explained followed by the design summary of two concepts of different aperture diameter.

Optical aberrations affecting space telescopes are discussed first.

3.3.1 Optical aberrations

Some of the critical characteristics of space telescopes are their volume, mass, sensitivity to
misalignment, and optical quality (surface roughness). In addition, telescopes designs can
inherently suffer from different kinds of optical aberrations. For most lidar applications in
particular, it is desirable to reduce blur circles due to increased coma [{Goela and Taylor,
1991]. More generally, high optical quality is not paramount for lidar telescopes, as these
instruments generally are photon-counting devices which do not build an image. There is an
exception, however; that of heterodyne lidars, where diffraction-limited optics is desirable
[NASA, 1979]. A diffraction-limited optical system is (rather arbitrarily but commonly) defined
by the “rule of Maréchal’, which states that image degradation due to aberrations is not
noticeable if the Strehl ratio is greater than 0.8 [Malacara & Malacara, 1994]. This is

expressed as:

2
Strehl ratio =1 -(3/-1’5) (A®) >0.8 (3-13)

where A is the wavelength and A® is the rms wavefront error [Bely, 2003]. Diffraction-limited

systems must therefore meet the wavefront error requirement of:

AD <0.0714 or AD < % rms. (3-14)

However, none of the lidars considered here involve heterodyne detection. Aberrations are
difficult to quantify without a ray tracing code. We will simply note at this point that

the telescope of ALADIN is a very good telescope, not far from diffraction-limited quality
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[Schulte, 2009], as required by the short wavelength (355 nm) at which it operates. Testing
of the primary mirror of the ALADIN telescope has demonstrated a wavefront shape error
below the speficied 150 nm [Korhonen et al, 2008]. Its optical quality, or that of most
telescopes designed for the visible domain, would in fact probably be of suitable quality for

heterodyning, as such applications are usually performed in the IR spectrum [NASA, 1979].

3.3.2 Telescope configuration options

Two distinct, although complementary, aspects are considered as part of the telescope
configuration. The telescope design refers to the shapes and positions of the primary and
secondary mirrors; the telescope accommodation describes the location and orientation of
the telescope within the instrument and satellite.

A variety of telescope designs are considered. Previous studies at the dawn of the
spaceborne lidar era [CNES, 1976; NASA, 1979; NASA, 1980] have reviewed many
concepts. However, other concepts were apparently not considered, possibly because the
overall accommodation was different, or some concepts may have been discarded at an
earlier stage of these studies.

The most favoured telescopes in space-based astronomy have been the Casseg_rain and the

likes, i.e. Ritchey-Chretien and Dall-Kirkham, illustrated by Figure 3-10 (a). They are

characterised by their concave primary mirror (M1) and convex secondary mirror (M2), which
is located between M1 and its focal point. The shape of both mirrors is what differentiates
these telescdpes, resulting in various degrees of correction of optical aberration, at the price
of manufacturing complexity. They are all fairly compact devices, as it is possible to
manufacture and polish rather fast primary mirrors. With an aperture of 0.9, the telescope of
ALADIN falls into this category. However, with any type of telescope, the faster the primary,
the more sensitive to misalignment the instrument becomes [Bely, 2003].

The Gregorian is fairly similar, except for the fact that the secondary mirror is concave, as

shown in Figure 3-10 (b). The main consequence is that M2 must be located behind the focal

point of M1, making it longer than telescopes with a convex M2.
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Off-axis telescopes are interesting for their unobstructed apertures, which is a particularly
desirable feature for telescopes observing the infrared and longer wavelengths [Bely, 2003).
Most often, antennas receiving microwave radiations are in effect off-axis telescopes. The
primary mirror is roughly half the diameter of the parent mirror it is cut from. Unfortunately,
this means that for a given accommodation volume, the off-axis telescope is twice as fast as
its on-axis counterpart. However, the Center for Applied Optics at the University of Alabama
in Huntsville (UAH) have designed a compact off-axis Cassegrain telescope for a 2-um
spaceborne lidar [Feng et al, 1995]. They have manufactured a 250-mm aperture prototype
with an overall telescope volume of 378 x ~300 x 230 mm, although it is scalable to a 500-
mm aperture [Ahmad et al, 1996]. Both Cassegrain and Gregorian designs have been used
in off-axis telescopes (Figure 3-11).

Another way of avoiding obscuration and diffraction induced by the secondary mirror is to tilt
the primary mirror. This is the case of the Herschelian telescope, which is similar to the
Newtonian concept but with a tilted primary mirror and a secondary mirror located on the
side. Alternatively, the flat secondary mirror can be made into a toroid, either concave (Yolo
telescope) or convex (Schiefspiegler) — as represented in Figure 3-12 — with the former
outperforming and capable of being made faster than the latter [telescope-optics.net].
However, tilting the mirror causes severe coma and astigmatism, and these telescopes are
better made slow, usually by limiting the aperture diameter [telescope-optics.net].

The Schmidt-Cassegrain and Maksutov-Cassegrain (Figure 3-13) are designs with an
aspheric plate and a meniscus corrector, respectively, placed at the entrance of the
telescope. These would not be suitable for spaceborne lidar telescopes, though, as these
additional dioptric elements would be large and heavy. Also, they provide an increased field

of view, which is neither required nor desirable for a lidar.

From this brief overview, it is possible to discard the least suitable concepts. A trade-off tree

is presented in Figure 3-14, summarising which telescope concepts are retained and which

are dropped (coloured green and red, respectively).
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The third concept (C) is similar to (B), but with a Nasmyth telescope and its primary mirror
moved to the very back of the usable space to maximise the usage of the instrument's
length.

Option (D) is a compact off-axis Gregorian concept based on that described by Feng et al
[1995] and Ahmad et al [1996].

Finally, concept (E) consists of a Cassegrain telescope pointing horizontally with a folding
mirror mounted at the front and inclined at 45°, giving the telescope a view of the Earth
underneath. It has the same advantage as Aeolus, i.e. that its size is not constrained by the
fairing, but without the drag penalty. This geometry is similar to whiskbroom instruments

(albeit the scanning mechanism) but at a much larger scale.

3.3.3 Telescope configuration selection

The selection of the telescope configuration is based on various criteria, related to
performance (telescope dimensions, stray light, misalignment) as well as practical issues
(manufacturing, integration, mass distribution). The marking weight is different between the

criteria, in order to allow for their relative importance. The telescope configuration trade-off is
summarised in Table 3-3.

The telescope aperture and its sensitivity to misalignment are fundamental indicators of its
performance and a weighting factor of 3 is applied to these criteria. Sensitivity to stray light
will also affect performance but does not have the same importance as the previous ones, so
is assigned a weighting factor of 2. The best option should score highly on these criteria,
shown in the “score on key criteria” column, while the other three criteria, with a weighting
factor of 1, should only help to differentiate between concepts of similar values on the key
criteria.

Concepts (B) and (C) score highest on the key criteria, with concept (C) penalised due to its
sensitivity to stray light. Concept (C) can be made somewhat larger that (B), although not by

a large amount, but (C) is more sensitive to misalignment, where (B) can beneficiate from a
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3.3.5 Applicability of compact Lidar designs

The applicability of this configuration and the two size of lidar instrument are best seen by

comparing the power-aperture that can be accommodated for various altitudes and beam

energy with the mission-specific power-aperture products given in 2.6.4.

In Figure 3-21, the 1.15-m diameter telescope is shown as a solid line, and the 1.8-m

telescope as dashed. The colours correspond to the three beam energies considered, i.e. 5
mJ (orange), 10 mJ (blue) and 15 mJ (green).

Clearly, only the 1.8-m telescope can be of benefit to the A-SCOPE mission, but neither
Aeolus nor WALES can be fulfilled. For all other missions below 10 x 1072 W, then the

smailer telescope can be useful.

3.3.6 Aerodynamic properties
Based on the analysis method of 3.2.2, a (Cp.A) product can be established, for each

telescope size, as given in Table 3-8. Note that the dimension parallel to the flow is taken as

the width of the instrument plus 500 mm to account for the housing of the payload lasers and
electronic units.

The platform can be assumed to have the exact cross-section of the instrument, with a
length of 1.5 m being typical, and providing the necessary volume to house the subsystems
avionics. Furthermore, solar arrays with a surface area of 15 m? and parallel to the flow are
also considered for the assessment of the spacecraft drag characteristics..

In order to determine a ballistic coefficient for the purpose of orbit analysis, a spacecraft
maés range needs to be assumed. The worst case is a low ballistic coefficient, thus the
mass of the satellite should not be overestimated. For thé smaller telescope diameter, a
satellite of these dimensions would typically have a mass of at least 1000 kg (by analogy
with the A-SCOPE mission) and unlikely to be above 1500 kg. By scaling, the satellite with

the 1.8-m telescope can be expected to weight in the order of 1400 to 2000 kg. The

predicted range of ballistic coefficient is shown in Table 3-9.
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Having identified the likely aerodynamic characteristics of the satellite, these can be fed into

an orbit simulator to derive the propulsion requirements for a lidar satellite in a low altitude

orbit (Chapter 4), from which a propulsion system can be selected (Chapter 5).
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Chapter 4

Low-Thrust Trajectory Modelling

4.1 Introduction

The motion of a satellite propelled by a low-thrust system and subject to small external
forces is governed by a set of time-varying equations of motion. These forces can be in-
plane, out-of-plane, or a combination of both. It is of interest to model the motion of the
satellite to derive requirements as inputs to the trade-off of propulsion systems. In order to
model the trajectory, a suitable set of equations of motion must be found. It will be shown
that the equinoctial orbital elements are best suited for the problem at hand.

There are many forces that disturb the motion of a satellite in a low-Earth orbit. Atmospheric
drag has been mentioned already, but it is also essential to model the gravity of a non-
spherical Earth as a pre-requisite for a sun-synchronous orbit. Other forces that are included
are third-body perturbation and solar radiation pressure. A simplifying assumption is made
for thrust, which is considered here to compensate for the atmospheric drag with some

errors to account for hardware inaccuracies.
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4.2 Low altitude dawn-dusk orbit

As presented in Chapter 2, most lidar missions fly in sun-synchronous orbits, and most often,
these orbits are dawn-dusk orbits.

in this section, the Classical Orbit Elements used to describe orbits are introduced, followed
by an algebraic explanation of the requirements for a sun-synchronous orbit. We also

determine the eccentricity and argument of perigee that make a frozen orbit.

4.2.1 The Classical Orbit Elements

Given a stable, unperturbed orbit, the motion of a satellite around the Earth can be
completely described using five constants — representing the size, shape and orientation in
space of the orbit~ and a time variable specifying the position of the satellite on the orbit
relative to a defined epoch [Welch, 1992]. These are known as the Classical Orbit Elements

(COE), which are defined for an Earth-centred orbit as follow:

* The semi-major axis, a, describes the size of the orbit;
» The eccentricity, e, represents its shape;

e The inclination, i, describes the tilt of the orbit plane with respect to the equatorial

planeg;

e The longitude of ascending node, Q, is the angle from the principal direction to the
ascending node, the point where the orbit plane and the equatorial plane intersect
with the spacecraft travelling from the southern hemisphere into the northern

hemisphere;

* The argument of perigee, o, is the angle giving the position of the perigee in the orbit

with respect to the ascending node;

* The true anomaly, v, is the angle in the orbit plane from the perigee to the position of

the spacecraft.
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4.2.2 Sun-synchronous orbit

The rotation of the line of nodes is made possible by the aspheric shape of the Earth and the
associated inhomogeneous gravity field. The nodal regression over time is expressed
mathematically by the equation:

12
2 ,UE/

i E 2——'—"?005(i) 4-1)
a'? (1 _ez)

3
dt 2
where Rg is the mean radius of the Earth, J, is the second zonal harmonic of the Earth
gravitational potential, pe is the gravitational parameter of the Earth, and the other symbols

corresponds to COEs as defined earlier.
For a sun-synchronous orbit, the nodal regression must match the mean motion of the Earth

around the Sun and is thus [Vallado, 2007]:

Qgungme = 360 —1.991063 853107 794 -2)
) 365.2421897days sec
Re-arranging Equation (4-1), the inclination is found to be:
: 72(1 _ 2
cos(j) = — 2 Zsmned -c] (“3)

3 Rl

4.2.3 Frozen orbit

A frozen orbit is desirable to minimise variation in altitude over a given point. This can be
achieved if the eccentricity and the argument of perigee do not change. For near-polar, low
earth orbits, this is possible by selecting a slightly elliptic orbit with a perigee near the north
or south poles. Indeed, the rate of change of eccentricity over a long period of time is given

by [Vallado, 2007}:

Ry . N 5o
E=—5Z1___(;2_)2—J3(Tj—) sm(z{l—zsmz(z))cosw (4-4)
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4.3 Equations of motion for a low-thrust spacecraft

In the restricted two-body problem only the true anomaly is a time variable. However, under
the influence of external forces, such as drag, third-body perturbation, solar radiation
pressure but also propulsive thrust, the five other parameters become time variables too.

Therefore, variational equations of the COEs need to be derived.

4.3.1 Gauss Equation

One of the most commonly used methods to predict the motion of a spacecraft is to compute
the COEs by mean of the Gauss' equations. These are a set of time-derivative variational
equations based on Lagrange's planetary equations and are particularly useful in computing
the trajectory of a spacecraft under the influence of perturbation forces. These can also be
applied to low-thrust trajectories since the acceleration is very small and quasi-continuous, a
perturbation for the ideal two-body problem. The Gauss' variational equations are written as

[Battin, 1999]:

2
da _2a" esinv-ak+£ar (4-8)
d h r
§=%{psinv-a,e+[ +r)cosv+re]ar} (4-9)
di _rcosu
adg (4-10)
a~n
@_=rsinua 4-11)
dt  hsini
@—i[ cosv-a +(p+r)sinv a ]_r_sin_uc_:_(ﬁi_a (4-12)
a e T . T hsing
dM : .
—= n+—é——[(pcosv—2re)a,e —(p+r)smv'ar] (4-13)
dt ahe
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In these equations, ris the distance from the centre of the reference frame to the spacecratft,
h is the specific angular momentum, u is the argument of latitude, n is the mean motion and

b is the semi-minor axis. These are given by:
h=n-a-b (4-14)

U=w+v (4-15)

n= /,u/a3 (4-16)
b=a1-e? (4-17)

In Gauss's equations, the terms (az, ar, ay) are the disturbing accelerations components
along the main axes (radial, tangential and normal directions, respectively) of the local

osculating polar coordinate system — i.e. this frame follows the spacecraft, with the satellite
position vector 7 always pointing towards it.

Equation (4-13) is the time-derivative of the mean anomaly M, used to compute through an

iterative method the eccentric anomaly, E, which in turn allows to find the true anomaly, v:

M=F—e¢sink (4-18)
tanty = 1€ anlEg | (4-19)
2 1-¢

It is interesting to note that in the absence of disturbing accelerations, Equations (4-8) to

(4-12) will see their right-hand side terms equal to zero, meaning that the corresponding orbit
elements will be constant, while the rate of change of the mean anomaly, dM/dt, will be equal
to the mean motion, n. This is consistent with the two-body problem which exists only in the

absence of disturbing forces.
However, the Gauss' form of the variational equations can become useless due to

singularities. For orbits with zero inclination, the ascending node does not exist. Singularities

would appear in Equations (4-11) and (4-12), the variational equations for the right

ascension of ascending node and a}gument of periapsis, repesctively [Battin, 1999]. Indeed,
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sin(i) becomes zero and the right-hand side of these equations tend toward infinity. Similarly,

for obits of zero eccentricity — i.e. circular orbits — the periapsis cannot be defined; Equations
(4-11) and (4-12) would display singularities with terms tending towards infinity.

Hence, while Gauss’ variational equations are useful in many cases, their inadequacy for
some specific cases is a major limitation. Within the frame of the present work, their inability
to solve the motion of a satellite in a near-circular orbit is the main issue. This is aggravated
by the fact that atmospheric drag tends to circularise elliptical orbits [Vallado, 2007]. An

alternative method is therefore required.

4.3.2 Equinoctial Orbital Elements

The equinoctial orbit elements were used as early as the 18" century by Lagrange in the
study of secular effects due to mutual planetary perturbations [Broucke and Cefola, 1972].
This set of elements is particularly well adapted to orbits of small eccentricity and small
inclination [Broucke and Cefola, 1972; Betts, 1994; Betts and Erb, 2003; Kluever and
Oleson, 1998; Massari et al, 2003; Battin, 1999].

The six equinoctial orbit elements are expressed as functions of the classical orbit elements

[Welch, 1992; Betts, 1994]:

p= a(l - e2) (4-20)
f=e-cos(Q+w) (4-21)
g =e-sin(Q + o) (4-22)
h= tan—;—cosQ (4-23)
k= tan—;—sin Q (4-24)
L=Q+o+v (4-25)
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The equinoctial variables can be computed after numerically solving their differential
equations. The time derivative expressions of the equinoctial variables are given as [Welch,

1992, Betts, 1994, Battin, 1999]:

3
p=a, ’ D2 (4-26)
uw

f= \/%%[aRW sin L +a, A(L)—a,, g(hsin L —kcos L) (4-27)

g= \/% -;7 [~ a, W cos L+a, B(L)+a, f(hsin L —kcosL)] (4-28)

h=a, |2 X cost (4-29)
M2

f=a, |2 ginL (4-30)
Mt 2

L= ,i}W2+aN\/—Ei(hsinL—kcosL) @3
p uw

The parameters X, W, A(L) and B(L) are given by:

X =141 + 12 ’ (4-32)
W =1+ fcosL+gsinL (4-33)
A(L)= f +cosL(1+W) (4-34)
B(L)=g+sin L1+W) (4-35)

The terms (ap ay, ay) are the radial, tangential and normal components of the spacecrait
acceleration, respectively. This acceleration is indifferently due to thrust or any other form of
perturbations.

Equations (4-26) to (4-31) are the translational dynamics equations. Similar to Gauss’

variational equations, in the absence of disturbing forces the right-hand terms of the first five
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equations are equal to zero, and only the true longitude L will vary. Once again, this is
consistent with the two-body problem when no acceleration disturbs the motion of the

satellite.

It should be noted that the equinoctial orbital elements are not entirely free of singularities,
with such cases occurring for e = 1 or i = 180°. However, equinoctial elements are applicable

to near-circular, polar orbits.

The equations to compute the COE from the equinoctial variables are [Welch, 1992]:

e=+f2+g> (4-36)

Q=tan" [%J (4-37)
v = tan” fsinL—g-cosL (4-38)
f-cosL+g-sinL

I h-sinL—k-cosLj 4:39)
h-cosL+k-sinL
O=u-v (4-40)
2 2
i = tan™ 12-—;’—2—% (@-41)

However, if the eccentricity is zero, f and g will be zero. [Betts, 1994] suggests the following

equations as alternatives:

tan(a) + Q) = % (4-42)
® =tan”' (_jg}_} —tan™ (%j = tan™' (%J -Q (4-43)
v=L—tan™ (‘—Jg{—) (4-44)
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This rotation sequence allows us to derive the direction cosine matrix (DCM) that transforms

the Cartesian Earth-Centred Inertial (ECI) reference frame into the Equinoctial reference

frame:
cos’ Q +sin? Qcosi cosQsin Q —cosQsinQcosi -sinQsini
Rippenes =] cosQsinQ —cosQsin Qcosi sin® Q + cos” Qcosi cosQsini | (4-45)
sin Qsini —cosQsini cosi

We note the following identities derived from the definition of the Equinoctial frame [Betts,

1994]:
cosQ=£ sinQ=i€.
T T
. 1-T? .. 2T (4-46)
cosi = > sini = 5
1+T 1+T

where T =+h? +k?

Substituting these in Equation (4-45) and inversing to obtain the DCM that transforms the

Equinoctial frame into the ECI frame:

| 1+ k- k? 2hk 2k
RECI«—EQF = m 2hk 1-h% + k2 -2h (4-47)
~2k 2h 1-h* -k’

4.3.4 The rotating radial frame

The rotating radial frame (Figure 4-4) is a reference frame attached to the satellite and its
principal axes are defined by the position and orbit plane:

‘e The Radial axis is along the radius vector from the centre of the Earth to the satellite;
e The Normal axis is along the angular momentum vector;

* The Tangential axis completes the triad and is roughly in the direction of flight.
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4.4 Perturbation forces and modelling

4.41 Forces relevant to dawn-dusk orbits

Various perturbation forces are exerted on a satellite in low-Earth orbit (LEO). Many factors

are known to affect the prediction of a satellite’s orbit:

e Atmospheric drag;
¢ Non-spherical Earth gravitation;

e Third-body perturbations (primarily from the Moon and Sun, but also other planets

and, in the absolute, from every body in the Universe);
e Solar radiation pressure;
o Earth radiation pressure;
e Solid Earth and ocean tides;
e Relativistic effects.

The relative importance of the main forces is shown in Figure 4-5.
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I Solar gravity
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Figure 4-5 Magnitude of various accelerations exerted on a spacecraft in LEO
[Fortescue et al, 2003]
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Some of the forces are clearly minute, while it is essential to take into account the dominant
ones in the satellite trajectory model. We will thus only consider the atmospheric drag, the
non-spherical Earth gravitation, the third-body perturbation from the Sun and the Moon, and
solar radiation pressure.

The atmospheric drag is mostly an in-plane disturbance force, affecting the semi-major axis
and eccentricity of the orbit. This is the main force that the propulsion system must
compensate for.

The other perturbations will mostly result in out-of-plane accelerations. It is essential to
model the non-spherical Earth gravitation, as it is the reason why Sun-synchronous orbits
are possible. Because the satellite is in a dawn-dusk orbit, solar radiation pressure and
gravitational force from the Sun will mostly average out over an orbit. Because of the local
time of the descending node (LTDN) of 06:00, the gravitational force from the Sun will be
marginally stronger over the North Pole than over the South Pole. This would tend to
increase the inclination of the orbit and combine with the Earth geopotential to rotate the line
of apsides. Inversely, eclipses would occur near the South Pole during the northern
hemisphere summer, and the asymmetry in radiation pressure would tend to rotate the orbit
around the line of apsides towards the poles.

The gravity from the Moon is cyclical on a monthly basis as the Moon orbits the Earth. Wertz
[2001] shows that there are secular effects on the line of apsides and argument of perigee.
Each of these perturbation forces are described in the following sections along with their

mathematical models that will be incorporated into the trajectory model.

4.4.2 Atmospheric drag

4.4.2.1 Acceleration due to atmospheric drag

The density of the atmosphere va}ies exponentially with the inverse of the altitude; hence,

while atmospheric drag has no effect on satellites in high altitude orbits, LEO satellites

experience a large atmospheric drag force.
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The atmospheric drag is usually given by the equation:

a; =—=p—=V 1= (4-51)

The term SC,, /myg. is the inverse of the ballistic coefficient BC, where msc is the mass of

the spacecraft, S is the cross-sectional area of the spacecraft normal to the velocity vector
and Cp, is the drag coefficient.

The velocity in this equation is that of the spacecraft relative to the atmosphere. The drag
force acts in the exact opposite direction to the velocity vector thus it is important to take into
consideration the motion of the atmosphere with respect to the inertial frame. By definition,

the velocity of the spacecraft can be written as:

Vee =V +V... (4-52)
Note that the velocity vector of the spacecraft relative to the atmosphere and the velocity
vector of the atmosphere must both be expressed in the inertial frame ECI.

The motion of the atmosphere is mostly due to the rotation of the Earth and can therefore be
described as a rotation around the polar axis. Due to friction with the Earth, the atmosphere

nearer to the surface rotates faster than at higher altitudes [Vallado, 2007]. Hence, the

velocity of the spacecraft relative to the atmosphere is:

—

14

rel

=V = @ppy XT (4-53)

m

As a first approximation, the rotation of the atmosphere is taken as that of the Earth.

Applications requiring high accuracy should also take into account the winds field. This is
done by superimposing the winds on the mean motion of the atmosphere me used above

[Vallado, 2007]. However, this is ignored in the relatively simple model developed here.

Calculating the atmospheric drag is a very difficult task and depends on how accurate we
want the model to be. Looking back at Equation (4-50), apart from the velocity there are

another three parameters that need to be determined: the den_sity p, the cross-sectional area
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4.4.2.3 Atmospheric density model

Many factors contribute to variations in atmospheric density and predicting it is a very difficult
process. This is shown by the number of models that have been developed over the last
half-century alone (most notably from the 1960’s through to the 1980’s), each with their
relative strengths, weaknesses, and limitations. Atmospheric density is mostly influenced by
three factors: the molecular structure of the atmosphere, the incident solar flux, and
geomagnetic interactions [Vallado, 2007].

Density greatly varies with the altitude, in an exponential manner; the most famous, highly

simplified way of estimating the mean density is given by the basic formula:
“Hy (4-54)

The scale height Hy can be derived from the hydrostatic equation and the gas law as

[Montenbruck and Gill, 2000]:

_ RgT
Mg,

(4-55)

H,

where R, is the universal gas constant, 7 the absolute temperature, M the mean molecular
weight (not mass) of the atmospheric constituents, and g, is the Earth gravitational

acceleration.
While Equation (4-54) is acceptable at very low altitudes (below 25 km, see Table 4-2), it
becomes highly erroneous above, calling for a slightly improved alternative:

hellp _h()

p (hcllp )= P(ho )e” )

where h, is a reference altitude, with p(ho) and H(ho) the density and the density scale height

(4-56)

at this reference altitude, respectively, and p(hep) is the density at the height above the

ellipsoid heyp.
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4.4.2.4 Overview of upper atmosphere density models

There exist many different models of the upper atmosphere; many of these are presented in
the AIAA’s Guide to Reference and Standard Atmosphere Models [AIAA/ANSI, 2004]. Some
of the most popular models include the Jacchia models J70, J71 or J77 and their variants
(e.g. Jacchia-Roberts), and the Mass Spectrometer — Incoherent Scatter (MSIS) models
MSIS-86, MSIS-90 and NLRMSISE-00.

Models tend to be all empirical rather than purely theoretical but can be classified by the type
of data they are developed from. The Jacchia model series was primarily based on total
density derived from satellite tracking assuming a drag coefficient of 2.2 [Jacchia, 1977]. The
MSIS series of models come from data measured in situ by mass spectrometers on board
many scientific satellites and from ground-based incoherent scatter stations [Hedin, 1988].
There have been many studies attempting to compare the relative merits of the various
atmospheric density models. For instance, Healy and Akins [2004] compared the Jacchia
and MSIS models using more than 5000 catalogued satellites, and found MSIS performing
better with a 1999 data set (around the sunspot cycle maximum) but obtained the opposite
result with a data set from 2004. This shows that certain models perform better for certain
conditions, and that there is unfortunately no perfect model.

One should eventually distinguish between a density model for use in rough prediction of
orbits and orbit maintenance, and more advanced atmospheric models to represent as
accurately as possible the Various interactions and processes that influence the upper
atmosphere, which would appeal to the atmospheric science community or mission planners
requiring high-accuracy orbit prediction.

Since the present work only requires a moderately accurate representation of atmospheric
drag, we shall concentrate on a fast and simple atmospheric density model. Indeed,
Montenbruck and Gill [2000] argue that models are inherently inaccurate by 15%, and they
thus point out that a model with moderate complexity, computational effort and number of
coefficients to be stored, is sufficient for the purpose of satellite orbit determination and

prediction.
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Vallado [2007] recommends the Russian GOST atmosphere model as mathematically
simple yet comprehensive in its physical content. An alternative is the model developed by
Harris and Priester [1962a] and upgraded by Long et al [1989]. While it was initialfy
developed as early as the 1960s, Vallado [2007] recommends it for comparing propagation
algorithms due to its fairly accurate results and computational efficiency while Montenbruck
& Gill [2000] note that this model is still widely used as a standard upper atmosphere and
may be adequate for many applications. This is exemplified by NASA GSFC’s Goddard
Trajectory Determination System (GTDS) which offers the Harris-Priester model in parallel
with the Jacchia-Roberts model, giving the user a choice of a rapid computation of the

density [Long et al, 1989].

4.4.2.5 The Harris-Priester upper atmosphere density model

Harris and Priester [1692b] solved the heat conduction equation under quasi-hydrostatic
conditions, producing models of the upper atmosphere (above 120 km) for different levels of
solar activity. The original model includes approximations for fluxes from the EUV radiations
and corpuscular (i.e. the solar wind) heat sources, but semi-annual, seasonal latitudinal and
EUV 27-day variations have been averaged out [Montenbruck & Gill, 2000].

[Long et al, 1989] modified the original model to account for the diurnal bulge by means of a
cosine variation between a maximum density profile pu(h) at the apex of the diurnal bulge
and a mimimum density profile pu(h) at the antapex of this bulge. While they present a table
of these maximum and minimum profiles (also available from Montenbruck & Gill [2000]) for
a mean solar activity, the original report by Harris and Priester [1962b] gives 250 pages of
tables of hourly variation in density for five different level of monthly-averaged solar activity
index.

Long et al. [1989] present the following method. The atmospheric density at the location of

the satellite is:
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po(h) = p,, (h)+[py (h)- p,, ()]cos” (%j (4-58)

where p,, and py are the minimum and maximum densities, respectively, at the altitude of the
satellite, at a given time in the solar activity cycle, and vy is the angle between the satellite
position vector and the apex of the diurnal bulge. The angle y and the exponent n can help
taking into account the latitudinal density variations, with n equal to 2 for_ low-inclination orbits

and up to 6 for polar orbits.

The cosine function in Equation (4-58) can be computed directly by:

oA n2
cos” (ﬂ) AL (4-59)
2) |2 2

where 7 and U  are the satellite position vector and unit vector directed toward the apex of

the diurnal bulge, respectively, expressed in the inertial geocentric frame. The unit vector

Y

U, is related to the position of the Sun in the ECI frame and the longitudinal angle between

the Sun vector and the apex of the diurnal bulge, and its components are:

cos o, cos(as + /'L,ag)
U 5 =| coso, sin(as + l,ag) (4-60)
~sind,
where 8s and ag are the declination and right ascension of the Sun, and A4 represents the
2-hour delay between the apex of the bulge and the sub-solar point, corresponding to an
angle of about 30° due to the rotation of the Earth.

The minimum and maximum densities can be computed by exponential interpolation

between two reference altitudes h; and hjs:

p,,,(h)=p,,,(h,.>exp[”;;”]

m

h—-h
pM(h>=pM(h,)exp( > ] O, <h<h)

M

(4-61)
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where Hy, and Hy are the respective scale heights given by:

-

— hi — hi+1

Hm -1 7/, N1
ln{pm (hi+])i|

pm (hl)

hi — hi+l

\ Pu (h:)

Long et al {1989] recommend using the following equation to compute the altitude in order to

. (4-62)

H, =

account for the non-sphericity of the Earth:

P R(1-1)
\/l—(2f—f2)c0525

where r is the magnitude of the satellite position vector, R, is the mean equatorial radius of

(4-63)

the Earth, and f'is a coefficient representing the physical bulge of the Earth with a value of
1/298.257 [Vallado, 2007]. The declination of the satellite, 5, can be approximated as the
geocentric latitude of the sub-satellite point.

The next step is to generate the minimum and maximum densities at the reference altitudes.
The tables from Harris and Priester [1962b] cover the altitude range 120-2050 km, at the
local time (in steps of one hour), and for solar activity indexes of 250, 200, 150, 100, and 70.
However, we are onI;/ interested in a fairly reduced altitude range, between 250 and 350 km
roughly, and we only need the minimum and maximum values of density. While Harris and

Priester [1962b] give densities in altitude steps of 20 km, the exponential interpolations of

Equations (4-61) and (4-62) return satisfactory accuracy with altitude steps of 60 km. The
necessary data is shown in Table 4-3. Figure 4-10 shows the error between the computed

density and the original data for the minimum density case.
Five reference solar activity indexes are used. For intermediate values, second-order
polynomial equations are used to compute the density as a function of the F10.7 index, for

each reference altitude and for both the minimum and maximum cases.
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In our case, this high precision is not required, and therefore we will only take into
consideration the zonal harmonics. This is similar to assuming that the Earth is a body with

an axial symmetry, which is a valid assumption for most planets in the solar system [Battin,

1999]. As a consequence, m = 0 and Equation (4-64) can be simplified to:

U(r.¢ {HZ( ) ,(sing)C, } (4-65)

It appears that the longitude A disappears from the equation, meaning that the gravitational
geopotential becomes independent of longitudinal distribution. This is in line with our
assumption of an axially symmetric body.

Since C, dominates largely and the trajectory accuracy is fairly relaxed, it is not necessary to
consider coefficients above a certain degree n. Various publications tend to consider zonal
harmonics up to the 4™ degree [Battin, 1999; Betts & Erb, 2003] or 6" degree [Walker et al,

1985]. Hence, up to the sixth degree provide sufficient accuracy.

4.4.3.3 Disturbing acceleration due to a non-spherical Earth

The acceleration due to a non-spherical Earth can be expressed as a vector in an Earth-

fixed spherical coordinate system as [Henderson, 2006]:

-aﬂﬁr+laUﬁ+ ! aUﬁ (4-66)

o " rog * rcosgdr *

a,,=VU=

Betts & Erb [2003] express the gravitational disturbing acceleration in a North-East-Down

frame, but this can equally be expressed in a Zenith-East-North (ZEN) frame as:

- U< R ,ucos¢ ]
a )ZFN —{_2_ — n+l(rJ PJ :lZen_I: Zz(rj }lNor (4 67)

where iz, and iy,, are the Zenith and North direction of the ZEN local vertical, local horizontal

frame. Note that there is no East component because of our assumption of an axially

Symmetric Earth. In Equation (4-67), Jx is the well known notation of the zonal harmonics,

but the sign differs from the other notation C,, i.e. J, = — Cy. The Legendre polynomial P, of
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the function sin(¢) and its partial derivative P', (with respect to sin ¢) can be found from the

recursions.

- (2n—1)sin¢ P (n—l)P

n n

(4-68)

P/ =singP', +nP,, (4-69)

It follows that knowing Py and P, are sufficient to find all the other terms, with:

P =1
. (4-70)
P =sing
Table 4-8 summarises the calculation of the Legendre polynomials.

Based on the method described by [Betts and Erb, 2003], the ZEN frame is defined with
respect to the ECI frame from the position vector expressed in ECI terms, so that the

disturbing acceleration in the ECI frame can be found from:

(4-71)

a, )ECI = REC/ 26N Yy )ZEN

where

Foooxlpo(27)] 2-Ei )i
7 x

Ricrzin = [lch ! ast lNor] ”r” l ( _.)J“ ”’7”

Subsequently, the disturbing gravitational acceleration is transformed into the RTN frame by:

~ A A

(4-72)

~

ag )RTN = Rpvepar9g )EC, (4-73)

where

RECI(—RTN =[§R ;T ] ':H le;R ”—;{_:T"} 4-74)
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with the additional equations:

Q + o =282.9400°
M =357.5256° + 35999.049° x T (4-81)
T =(JD - 2,451,545.0)/36525.0

JD is the Julian date at the time of interest, and T is the number of Julian centuries since 1.5
January 2000 (42000) [Montenbruck & Gill, 2000].

The position vector of the Sun in the earth-centred equatorial frame is expressed as:

Y COSA

Sun

Fsun Jcs = | T'sun SIN Ay, COS € (4-82)

o SIN Ag,, SINE

Sun
The angle e is the obliquity of the ecliptic and is about 23.4393°. Over a long period of time
(decades and centuries), the result of these equations should be corrected for the motion of
the equinox due to precession. However, for a simulated period of 3 years, these equations
provide sufficient accuracy.

Similarly, the ephemeris of the Moon can be obtained from an expansion series, as given by
Montenbruck and Gill [2000]; however, these series are far more complicated than that of the
Sun as the lunar orbit is greatly perturbed by the Earth.and the Sun.

Alternatively, the coordinates of the Moon for a period of 4 years have been obtained from
Horizons, the NASA JPL’s online ephemeris tool [JPL, 2005]. Expansion series have been
found to fit the data, thus providing a quick way of computing the Moon’s coordinates. While
the expansion series provided by Montenbruck & Gill [2000] is presumably applicable over
long periods of time (assumed in the order of many decades) with distance errors of about
500 km, the following method described by Equations (4-83) to (4-85), can only be applied

for the period 1 January 2000 to 1 January 2004, and with an error of up to 16,000 km (4%)

compared to the Horizons data, as shown in Figure 4-14.
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The coordinates of the Moon in the ECI frame are found to be approximately:

. 2
X ytoon )EC] =16,600+382,000x Sm|: 27 37;15

(t —4.43)} +

+16,000 x sin| —2% (t—363):]+5,600xsin[—2£(t+16)}+
2065 194 (4-83)
+10,450 x sin -21(1—12)}
13.7
Yroon )pey ==1370+351,100% sin|:27237; = (t —11.1)} +
' 2 .| 2x
+28,750 xsi 1 —806) |+ 5,566 x sin t—29.5) |+
xsm{3134( )} {195.6( )} @-84)
9,600 sin| (1 ~1.62)
13.7
[ 2
Z oo )y = —1,300+158,800 % sm|:27 ;’22 (r- 12.5)] +
2w .| 27
+10,500 x s 1 —855) |+2,480xsin z—31]+
Xsm[zﬂo( )} {195.1( ) (4-85)

2ﬂ- . 27
| { t+2.9
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?

In these equations, t is the time since 1 January 2000 midnight (JD 2,451,544.5) and is

expressed in days.
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It follows that the parameters relative to the umbra are:

. R. —R,
Slan = Sun E
Sun
R, (4-93)
Cy =8y ——
sin f,
[, =c, tan f,

and those relative to the penumbra are:

) R. +R,
smf] = Sun E
Sun
R[: (4‘94)
€ =8y +—/—
sin f]
[, =c, tan f,

When the satellite is on the day-side of the Earth where it cannot be in eclipse, sp < 0. Itis
only when s, > 0 that the satellite can potentially be in the shadow of the Earth. Under the

latter condition, a test should be conducted to assess the actual situation of the spacecrait:

o If />, the satellite is in clear view of the Sun;
e If/ <, the satellite is in complete shadow (umbra),

e If]; <l<, the satellite is in penumbra.

In the range of altitudes considered for a dawn-dusk orbit, the penumbra only lasts less than
20 seconds, and the solar flux received by the satellite varies during this time from 0 to 100%
of the nominal value. Hence, we will simplify the problem by considering the worst case that
the penumbra is part of the umbra and the satellite does not see the Sun during that time,
hence that the satellite is in complete shadow when / </,. This is justified by the fact that the
simulation time step may be greater than the penumbra duration, missing it altogether in

some orbits,
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4.4.6 Propulsive force

The propulsion module is not anticipated to be a very precise drag compensation system,
but rather an orbit maintenance device.

The control of the thrust should be performed using on-board accelerometers. Indeed,
Mclnnes [2003] has shown that a fixed, low-thrust drag compensation system based on
expected atmospheric drag would be exponentially unstable.

The error between the thrust produced by the propulsion system and the actual drag force
measured by the accelerometer would primarily depend on the accuracy of the
accelerometer and the control error in the thrust level and direction, as shown by Bernelli
Zazzera et al [1997] in their study of a drag-free control system for LEO satellites.

In the present model, these error contributors are merged together and are represelnted by a
random error of 1% along the tangential direction (along the velocity vector), and 3% along
the normal and radial directions of the RTN frame. These values are justified by assuming an
absolute pointing error of 1° between the drag force vector and the thrust vector. The
tangential direction would then be affected by cos(1°) = 0.9998, and the other directions by
sin(1°) = 0.017. Hence, the 1% and 3% allocations appear to be sufficiently conservative,

without providing excessive errors.
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4.5 Trajectory model

4.5.1 Overview

The trajectory model has been implemented in MATLAB / Simulink. The equations of motion
and disturbing forces are written as MATLAB functions which are called by the Simulink
model. The latter uses the ode45 solver by default, which employs a pair of fourth- and fifth-
order equations of the Runge-Kutta method, known as the Dormand-Prince pair [Shampine,
1994]. This solver tends to be the best to use as a first try in most cases [The MathWorks,
2005]. Riley et al [1997] point out however that the accuracy (and thus the complexity of the
calculation) increases with the order, but that rounding errors cannot be avoided anyway.
Practically, ode45 is a variable-step solver which varies the step size during the simulation.
The step size is reduced when the model's states are changing rapidly in order to increase
accuracy. Respectively, it increases the step size when these states are changing slowly and
thus avoids computing unnecessary steps [The MathWorks, 2005]. In the present work, the
time step is constrained to a maximum of 225 seconds, providing at least 24 computational
steps per orbit (based on a 90-minute orbit, 274-km altitude).

The Simulink model is shown in Figure 4-17. The MATLAB functions are represented in

green, with the function name shown underneath. All the MATLAB function scripts are given
in Appendix A. Orange boxes represent the results sent to the workspace. Many important
parameters, such as classical orbital elements and spacecraft position and velocity, are not
sent to the workspace in order to free up memory for the computations. Instead, these

parameters can be recalculated after a simulation from the equinoctial orbital elements.
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An important aspect of the model is its ability to avoid calculating atmospheric density as a
function of solar activity and the positions of the Sun and Moon at every time step. These
parameters not only vary much more slowly than the position of the spacecraft, but the way
the reference densities are calculated (through interpolation of tabulated data) is extremely

computer intensive.

4.5.2 WModel validation

4.5.2.1 Predictions from theory

Whereas a semi-analytical model uses averaging techhiques to eliminate short-periodic
effects and only includes secular and often (but not always) long-periodic changes, models
based on the Variation Of Parameters (VOP) method retain all effects irrespective of their
timescale. Short-periodic effects would repeat over a period of time smaller that the
satellite’s orbit period, and therefore drives the minimum time step of the simulation. The
advantage of a semi-analytical model is its ability to remaih accurate with larger time steps
(resulting in faster simulations); however, orbit propagation errors become too large when
the atmospheric drag force is significant [Chao, 2005]. In view of the importance of drag to
the present study, the VOP technique is preferred.

Klinkrad [2006] and Vallado [2007] summarise the perturbations of the LEO environment on

satellite orbits, shown in Table 4-8. The model has been run with individual perturbations to

show they are in line with what the theory predicts. For instance, Figure 4-18 shows that the

semi-major axis, eccentricity and inclination as calculated by the model under J> effects only

are in line with the behaviour predicted by the theory.
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4.5.2.2 Validation against STK

The modelled perturbations have been individually compared to those simulated by the
industry-standard STK with its High Precision Orbit Propagator (HPOP) as a way to validate

the MATLAB/Simulink model.

The J, model is shown to accurately replicate the results obtained by STK (Figure 4-19). The
atmospheric drag force is somewhat different (Figure 4-20) due to inevitable differences in
the atmospheric model itself: under drag force alone, the difference in semi-major axis is

only 8 km over a period of 120 days, with the initial conditions shown in Table 4-9.

Semi-major axis, a 6728.136 km
Eccentricity, e 0.0011
Inclination, i 96.849 deg
Right ascension of the ascending node, Q 90 deg
Argument of perigee, w 90 deg
True anomaly, v -90 deg
Fi07 index 150
Ballistic coefficient, BC (A/m, Cd) 100 (0.01, 1)

Table 4-9. Initial conditions for the validation of the drag model against STK.
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Chapter 5

Electric Propulsion for Low-Earth Orbits

5.1 Introduction

Electric Propulsion (EP) seems to be a fairly recent technology, but the concept was studied
by Robert Goddard, back in 1906 [Choueri, 2004]; and experimental ion thrusters were used
in orbit in the early 1960s by both the USA and USSR [Goebel & Katz, 2008].

Electric propulsion has been proposed and/or implemented for a wide range of applications,
such as interstellar missions, interplanetary.and asteroid/comet fendezvous, station keeping
of geostationary satellites [Monheiser, 1994] and orbit raising and transfer missions, again
mostly to geostationary altitudes [Martin et al, 2000].

Another class of missions that can greatly benefit from electric propulsion is to be found in
low-earth orbits to compensate for the atmospheric drag. This has been suggested for orbit
maintenance of space stations [Martin & Cresdee, 1987] but most interestingly for the
investigation of the Earth gravity field, where the electric propulsion system provides a “drag-
free” environment where external disturbances are continuously cancelled [Marchetti et al,
2006]. Such recent missions include NASA’s GRACE mission [Marchetti et al, 2006] or

ESA’s GOCE mission [Bassner et al, 2000]; although the concept of drag-free satellite dates
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back to the 1960’s [Fleck & Starin, 2003]. Fearn & Rijm [2002] also suggest this method for
high-resolution imagery. A study by QinetiQ for ESA has investigated the application of
electric propulsion to remote sensing missions [Price et al, 2005].

This chapter describes the key characteristics against which the performance of a propulsion

system is measured (section 5.2). The results of the orbit simulation results are then
presented together with the propulsion requirements that can be derived (section 5.3). This
is followed by a review of EP technologies (section 5.4) leading to a trade-off and selection
of a propulsion baseline 5.5). After a review of the electric propulsion system on GOCE
(section 5.6) and aspects of thruster durability (section 5.7), the propulsion system for drag

compensation of a lidar mission is presented (section 5.8).

5.2 Key Characteristics of a Propulsion System

There are a few parameters that help compare the performance of propulsion systems and
enable us to select one.
The total impulse, 7, is defined as a change in momentum caused by a force Fr over time

[Brown, 2002]:

I=[F,.dt (5-1)

Itis also the product of the total mass of propellant m, used by the thruster and the exhaust

velocity V. which the propellant is accelerated to by the thruster.
I=m, -V, (5-2)

The specific impulse Zsp is another characteristic of thrusters and is a measure of the velocity

of the expelled propellant:

=Y 53)

with go the mean gravitational acceleration of the Earth at sea level.
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Thus, Equation (5-2) can be rewritten as:

I=m,-1,-8, (5-4)
Hence, if the total impulse over a mission lifetime and the mean specific impulse of a thruster
are known, then the propellant mass can be found by re-arranging Equation (5-4). It follows
that the amount of propellant needed is inversely proportional to the specific impulse.
Thrusters are mechanical parts that eventually fail and they can only handle a certain
amount of propellant over their lifetime. From Equation (5-4), it can be seen that the total
impulse is effectively a measurement of this lifetime and thrusters are characterised by a
maximum guaranteed total impulse.
The selection of a particular propulsion technology over another will thus be determined by
whether a thruster (or a cluster of thrusters) can deliver the thrust level required to
compensate for the atmospheric drag, the amount of propellant it requires to complete the
mission, and the thruster lifetime in the form of its total impulse.
In addition, the aim is to reduce the power of the lidar instrument but not necessarily that of

the overall satellite. At this stage, there is no firm requirement on the maximum electrical

power of the propulsion system; this will be introduced in section 5.5.2.

5.3  Propulsion Requirements

Four lidar mission concepts are being assessed, with a telescope aperture diameter ranging
from 1.15 to 3.5 m. The smaller two can be mounted at the front of the platform, thus
reducing the cross-section area, while the larger ones are nadir-mounted.

The propulsion requirements of each concept are presented in the following sections.

5.3.1 Concept1
The first concept is the front-mounted instrument with a primary mirror of 1150 mm in
diameter. Its physical characteristics, presented in Chapter 3, are summarised in Table 5-1.

The case is driven by the lower ballistic coefficient of ~123 kg/m?.
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5. Electric Propulsion for Low-Earth Orbits

5.5  Trade-off for Atmospheric Drag Compensation

5.5.1 Unsuitable options

It is possible to eliminate some electric propulsion systems based on their thrust level and
specific power.

From Table 5-9, it can be seen that FEEPs have too low a thrust level requiring many

dozens of them as a minimum. Besides their power consumption would be prohibitive. The
other extreme on the thrust scale is the MPD which has far too high a thrust. Coupled with a

high specific power, their power consumption would also be excessive.

5.5.2 Trade-off criteria

The fraction of propellant mass to the spacecraft mass shall be less than 10%, based on
recent operational missions, with an absolute threshold of 15% deemed acceptable here.
Also a larger fraction would result in large variations in inertia, which would make it
particularly difficult for the AOCS design and pointing performance.

The power consumption of the electric propulsion system must also remain reasonable,
although this can be somewhat subjective. Based on recent missions, a mass fraction of 5-
8% of the satellite_-mass is typical for operational missions, with a specific power of 38 W per
kilogram of solar array. Here, we will assume 5% of the mass fraction is dedicated to the
portion of solar arrays used for providing power to the propulsion system, with the rest
providing power to the platform and instrument. This is not a stringent limit and can be

broken if marginal.

5.5.3 Trade-off for Concept 1

For concept 1, the propulsion power would be limited to about 1400 W.
Looking at the propellant mass fraction in Figure 5-6, The HET and GIT meet the

requirement for an altitude above 280 km. The arcjet and resistojet are unsuitable, while a
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5. Electric Propulsion for Low-Earth Orbits

The T5 has a unigque combination of features that differentiate it from most other GITs
[Wallace et al, 1998]:

¢ Inward dishing of the grids (rather than outward, or even flat) provides better thermo-

elastic distortions of the grid system, preventing arcs between the grids;

e The magnetic field is generated by controllable solenoids, rather than permanent
magnets, allowing for a wide throttling range and maintaining a high propellant

utilisation efficiency under almost all conditions;

e Separately controllable flows to the cathode, discharge chamber and neutraliser

ensure longer lives of the cathode and neutraliser in particular.

These gives the T5 a range of high specific impulse from 2500 to 4000 seconds [Fearn and
Rijm, 2002], with high efficiencies over a thrust range of 0.2-70 mN, although operation

above 30 mN is not recommended for long periods [Wallace et al, 1998].

5.7  lon Thruster Durability

Extensive work worldwide currently focuses on extending the life of ion thrusters. Indeed,
during the development of the NSTAR thruster that flew on NASA's Deep Space 1, ten
damage-accumulation failure modes have been identified and are listed below [Duchemin,

2001].

* Electron-backstreaming due to enlargement of the accelerator grid apertures by ion

sputtering;
»  Structural failure of the accelerator grid due to charge-exchange ion erosion;

* Unclearable short between the screen and accelerator grids due to a flake of

material formed from the deposition and subsequent flaking of sputtered material;

* Structural failure of the screen grid due to erosion by ion sputtering;
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e Structural failure of the accelerator grid due to direct ion impingement from

defocused beamlets caused by flakes of material on the screen grid;
* Depletion of the cathode low-work-function material;
e Cathode heater failure due to thermal cycling;

e Unclearable short between the keeper electrode and the cathode due to a flake of
material formed from the deposition of material sputtered off the cathode orifice

plate;
» Erosion of the keeper orifice plate resulting in its structural failure;

* Erosion of the neutralizer orifice plate due to operation in plume mode for extended

duration.

One of the main foci of gridded ion engine research is to solve the problem of erosion by ion
sputtering and charge-exchange erosion. Charge exchange occurs in the beam flow region
between neutral atoms travelling at thermal velocity and high velocity ions, resulting in high

velocity neutrals and slow ions, as illustrated in Figure 5-17. If this happens in the vicinity of

the accel grid, then it largely attracts these charge-exchange ions, resulting in sputtering
erosion of the accel grid and a reduction of its life expectancy [Peng, 1991].

This is an important issue as some operation modes can enhance the production of charge-
exchange ions. For a given input power, it is possible to increase the thrust (through a
greater mass flow rate) at the cost of reducing the specific impulse (i.e. exhaust velocity);
this is achieved by reducing the voltage of the discharge chamber and screen grid. This must
~be counter-balanced by an even more negative potential of the accel grid in order to
maintain a high electric field between the screen and accel grids. However, the latter would
then more strongly attract ions, increasing its erosion [Wallace et al, 1998]. Such a mode of
Operation can only be considered for short periods of time, for instance during altitude
boosts. Three-grid systems, where a decel grid is placed behind the accel grid, help reduce

the erosion of the accel grid by charge-exchange ions formed downstream of the grid
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However, charge exchange erosion remains the main limitation of a grid lifetime only when
the ion engine operates at moderate thrusts. In the case of extreme thrust levels (very high
or very low), grid systems with conventional hole patterns on the screen grid are more
affected by the direct impingement of badly focussed, highly energetic beam ions [Edwards
et al, 2004]. In such a case, a three-grid system does not solve the problem and a
configuration with two grids made of graphite (rather than molybdenum) improves the lifetime
[Edwards et al, 2004]. Direct impingement is also the reason for high erosion rates in the first
few hundred hours of operation because of small misalignments between the screen grid
and the accel grid, as well as small variations in the distance between the grids [Edwards et

al, 2004].

5.8  Electric Propulsion System for the Lidar Concepts

Depending on the size of the satellite, the electric propulsion system for a low-altitude Lidar
mission could be the propulsion system of GOCE or a scaled-up version. However, GOCE’s
requirement for.a drag-free environment to a high-degree of precision means that the electric
propulsion system is designed for much more stringent conditions.

As mentioned earlier in this chapter, the T5 thruster from QinetiQ is selected as the baseline.
It should be noted, however, that the RIT-10 is an equally capable gridded ion thruster for a
Lidar mission. The lifetime and the level of thrust required means that a single or a cluster of
multiple thrusters are needed depending on the lidar concept and altitude. In any case, a
minimum of two thrusters should be implemented to provide redundancy.

The PXFA developed for GOCE had to meet some particularly demanding constraints to limit
the micro-disturbances, while providing precise controllability of the Xenon flow rates [van
Put et al, 2004). Thus, the PXFA is over-engineered for a Lidar mission, with more relaxed
requirements. Price et al [2005] suggest an alternative, simpler design made up of a single,
internally redundant pressure regulation system and two flow control units (one noTinal and
one redundant). For GOCE, the control of the mass flow rate by the PXFA is too slow for the

precision required. Hence, the high control precision of the thrust is 'mainly achieved by
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varying the electrical parameters [Corbett and Edwards, 2007] thus affecting the specific
impulse. Indeed in GOCE operation regime, the TS specific impulse is reduced to 2000
seconds, whereas a typical value of 3000 seconds is often considered for GIEs. This is a
consequence of the reduced exhaust velocity associated with a decreased beam voltage
that is necessary to achieve a greater thrust for a given input power. The main consequence
is that the accel grid voltage must be made more negative (in order to maintain a high
electric field between the grids) and is therefore more prone to erosion by charge-exchange
ions impingement [Wallace et al, 1998]. Indeed, while the T5 has a total impuise up to 3 x
10° N.s, but in GOCE operation conditions (i.e. continuously throttling), this drops to 1.5 x
10° N.s [QinetiQ, 2004).

This means that there may be an opportunity for an improved specific impulse for a lidar
mission if the thrust control can be relatively coarse and achieved primarily through the
control of the Xenon flow rate.

The design of the Power Control Unit is mostly driven by the thruster. For the control of the
modified Xenon distribution system, some changes would be required both to the electrical
interface (TM/TC) and to the software, but in terms of the mass and power consumption, any
deviation would be minimal compared to GOCE’s IPCU design.

The capacity of the Xenon tank depends on the requirements of the mission. Figure 5-19

shows the required mass of Xenon as a function of the total impulse of the mission, for three

values (average over mission lifetime) of specific impulse. The Xenon mass required for

each concept is given in Table 5-12.
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of GEO platforms. Thus a major re-design would be required in order to make them suitable
for a main propulsion system. Their pointing performance is similar, and their masses are
10.35 kg (TPM) and 9.5 kg (TOM). Thus, a redesigned gimbal system would have

characteristics similar to these.

5.8.1 Mass budget

From the above, a mass budget for each concept has been established, adapted from [Price
et al, 2005].

For Concept 1, the system consists of one nominal and one redundant thruster.

For Concept 2, two nominal thrusters are needed, with an additional redundant unit.
Concepts 3 and 4 both need 3 nominal thrusters and one redundant. These could be

implemented as two systems identical to concept 1.

Their respective mass budgets are presented from Table 5-14 to Table 5-17.

5.8.2 Power budget

The power consumption of the T5 thruster varies with the thrust level. It is assumed that the
power consumption of the flow control units and pressure regulation system is negligible.

The relationship between the total power of the thruster Py and the thrust T is:

7= 2mh (5-5)

]Sng
where |y, is the specific impulse and nr is the total efficiency, which is the product of the
propellant utilisation efficiency, nm, and the electrical efficiency, n.. The latter is defined as
the ratio of the power utilised in accelerating the beam to the input power [Wallace et al,
1998]. The propellant and electrical efficiencies vary with the operation regime, and can only
be obtained from experimental data.

Equation (5-5) requires good knowledge (obtained through testing) of the performance and

efficiencies of the thruster. As these parameters are not known here, a mathematical model
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Chapter 6

Instrument and Platform Sizing

6.1 Introduction

The primary function of the satellite bus is to fulfil the needs of the payload, such as power,
heat, pointing, data transmission, etc. The main restrictions on the design of the spacecraft
come from the limited volume of the launch vehicle fairing and the mass that it can deliver
into a given orbit.

This chapter starts with satellite-specific requirements (section 6.2) as a necessary
complement to the mission requirements stated in Chapter 2. Based on the work presented

in Chapter 3, a more detailed instrument design is provided in section 6.3. In section 6.4, we

address the overall configuration of the satellite and the sizing of its subsystems. Many of
these will not vary much- between the four concepts, and could be assumed constant.

Others, such as the electrical power subsystem, will vary more strongly with the altitude and

-~

instrument size. Table 6-1 describes briefly for each spacecraft subsystem the relative

dependence to altitude and lidar aperture diameter, so as to separate the strongly variable

ones (highlighted in green) from the others.
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6.2 Overall Requirements

6.2.1 General configuration

The general configuration of the satellite is driven by the requirements of the orientation and

fields of view (FoV) of many spacecraft elements, as discussed below.

6.2.1.1 Lidar Tx and Rx FoV

The requirement on the pointing direction of lidars has already been discussed in Chapter 2.
The line of sight should be pointing towards nadir with an offset angle of about 2 degrees
around the roll axis (depending on the mission) to avoid specular reflection from the ground.
Note that Aeolus needs a larger offset of 35°as required by the measurement of the Doppler
shift for the retrieval of winds in the troposphere and lower stratosphere.

In safe mode, when the nadir pointing may be compromised, it is nevertheless required to
exclude the sun from the field of view of the receiver. For practical reasons, it is often
desirable \for the lidar to be able to withstand the sun drifting through the FoV over a small
period of time (a few tens of seconds). However, this has a major impact on the detailed
instrument design. Similarly, it is necessary to avoid pointing the lidar in the flight direction to
limit the contamination of the optical surfaces by atomic oxygen.

The FoV of both Rx and Tx telescopes should be clear of any obstructions, even partial. This

has an effect on deployable appendages in particular.

6.2.1.2 Lidar radiator

The radiator of the lidar must dissipate excess heat, in particular from the laser heads, as
these are very sensitive to temperature variation. The radiator must predominantly be in view
of deep space in a rather uniform hanner with no direct sun illumination possible. Its field of

view of deep space ‘(2n steradians, except for the Earth) should not be obstructed by any

appendage, especially if they could reflect sunlight onto the radiator-
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6.2.1.3 Star trackers

The star trackers too must have an unobstructed view of deep space, with a clear exclusion
of the sun and the earth. The typical FoV of a star tracker is in the order of 15-20° half-cone,
with a sun exclusion angle of 30-40° from the boresight. The orientation of the star tracker
depends on the pointing performance around each axis, as star tracker performance in the

cross direction is approximately a factor of 5 times better than around the boresight.

6.2.1.4 Electric thrusters

The plume of the electric thruster(s) should be clear of any spacecraft surfaces to avoid a
charge build-up from un-neutralised ions. More generally, a thruster plume should be clear

from any element of the spacecraft in order to be efficient. The divergence of the T5 varies

between 12° at 20 mN up to 25° at 1 mN [Edwards et al, 2004].

6.2.1.5 Solar arrays

To minimise the size of the solar arrays, they should be nearly normal to the direction of the
Sun. If deployed, they should be positioned at a sufficient distance from the spacecraft main
body to avoid shadowing of cells. They should be parallel to the inertial velocity vector in
order to minimise additional atmospheric drag. For a satellite in a dawn-dusk orbit, these
requirements can easily be met with the solar arrays roughly in the orbit plane. The actual
angle between the solar panels and the orbit plane depends on the seasonal sun declination

and power flux.

6.2.1.6 TM/TC and PDHT antennas

The antennas to communicate with the ground would ideally need a clear view of the ground
station. Because the payload dataivolu‘me of lidars tends to be small and does not require
the whole pass duration to be downlinked to the ground, some degree of flexibility exists.

Two antennas mounted on opposite sides of the satellite are often used for TM/TC so as to

provide 4n steradian coverage at any time. Having clear FoV is even more important as the

]
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6.2.2 Pointing requirements

Pointing requirements are very specific to a lidar mission, and will vary substantially from one
to another. Pointing requirements of the latter are discussed briefly in the A-SCOPE
Assessment Report [ESA, 2008].

The pointing accuracy (APE) can be driven by Doppler shift in the pitch and roli, while errors
around the boresight of the telescope have little impact, if any. Pointing knowledge (AME) is
usually derived from geolocation requirements.

The Relative Pointing Error (RPE) relates to pointing accuracy over a period of time. It is
particularly important in DIAL and IPDA lidars, between the online and offline shots. This
type of RPE is usually outside the control bandwidth of the AOCS and cannot be actively
controlled. Instead it falls in the microvibration domain, with structural damping and limited
speed of actuators (reaction wheels or CMGs) being the typical solutions.

The performance of the satellite against these requirements is affected by the AOCS
actuators and/or sensors and contributors (sgch as misalignment) internal to the instrument.
It is good practice to mount the fine attitude sensors (star trackers and/or gyros) as close to
the lidar telescopes as possible, in order to reduce the misalignments (bias, thermo-elastic

distortions) between the attitude reference and the instrument. This results in the
configuration shown in Figure 6-2, where the STR is mounted on the opposite side of the

telescope baseplate, with their boresights parallel but in opposite direction.
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6.4 Sizing of platform subsystems

6.4.1 Thermal control system

The aim of the thermal control system is to maintain the various electronics on board the
spacecraft, and in particular the laser elements of the payload, within a suitable temperature
range. |

A thermal control system can be made up of a combination of passive and active systems. In
the present study, most of the passive components are likely to remain sensibly similar
between two concepts. For instance, multi-layer insulation (MLI) covering the external
surfaces has a mass in the order of 0.73 kg/m2 [Gilmore et al, 2003]; with a total surface
area of the spacecraft in the order of 10-20 m? any variation would not have a dramatic
impact and would be absorbed within the system margin.

What is more important here is the size and méss of the radiators needed to dissipate extra
heat, and the power consumption of electric heaters to maintain the temperature of the
electronic components during eclipses.

For the most sensitive electronic elements of the spacecraft (platform aﬁd payload), the
radiators are sized by evaluating their energy balance, assuminé that the radiator is the only
thermal interface with the environment. While this is not strictly true, it is an adequate
assumption for elements with strictly controlled environment such as the transmitter stage of

the lidar.

6.4.1.1 Analytical model

The starting point is the observation that an energy balance equation based on the principle
of conservation of energy>will yield the body to adopt an equilibrium temperature [Panetti,
1999

qabsorbed + qdissipalea’ _qemilled = O ” (6‘4)
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p =sin”' Ry (6-7)
R, +h

The angular radius of the Earth, p, as seen by the spacecraft should be in radians.

The radiator is assumed to have a temperature T,, somewhere in the region of 0-50°C
(depending on what electronic component it is connected to) and thus emits in the infrared
spectrum. It emits primarily towards deep space, which has a temperature of nearly 0 K, and
thus the radiator does not receive radiation from deep space.

However, the radiator can have the Earth in its field of view, in which case there is an
infrared radiation exchange between the radiator and the Earth. The temperature and thus
IR power emitted by the Earth depends on the solar flux and the albedo of the Earth [NASA,

1991];

(1-a)x G,

dirR_Earn = 4 (6-8)

from which the temperature of the Earth (for the purpose of thermal analysis) is derived,

assuming a blackbody:

4
9ir_Earth = O parsn (6-9)

Finally, assuming that the radiator has only deep space or the Earth in its 2z steradian FoV,

the view factor of radiator to deep space can be found by [Savage, 2003}

F

rad,s

+F =1 (6-10)

6.4.1.2 View factors

The European Space Agency [1989] published the PSS-03-108 standards on thermal control
data within which a wide range of view factors is compiled. Of particular interest for the
albedo and Earth IR radiation cases is a table of the view factor for one face of an elemental

plate to a sphere, for a range of altltudes and angles between the normal to the surface and

the nadir direction, A (Figure 6-9). It also gives the analytical expressipn (after reformulation):
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6.4.1.3 Radiator sizing

The radiator sizing assumes the worst case in the lifetime of the satellite. The hot case
occurs during the winter solstice when the solar flux is highest (and thus Earth-reflected solar
power and Earth temperature too), towards the end of the mission, when the radiator

absorptance of visible light degrades to its highest value.
The method follows that presented by Gilmore et al [2003]. The equations of Table 6-12 are
evaluated at various positions in the orbit (30° apart in argument of latitude), and the average

is taken for each type of power emitted or absorbed. These averages then lead to the

computation of the radiator surface area:

A,.ad - Qdiss (6*13)
qmd,E + qrad,s - qa - qs

This equation requires the knowledge of the power dissipated, Quiss, by the device connected
to the radiator, and the temperature of the radiator. Gilmore et al (2003) assumes that the
radiator temperature is 10 K lower than the maximum allowable temperature of the device in
nominal m’ode (or in whichever mode the device dissipates the most power). This difference
is an analysis uncertainty margin, but part of which would represent a real temperature
gradient between the device and its radiator, depending on the distance between the two,

i.e. where heat pipes provide the thermal interface.

6.4.1.4 Heaters sizing

The heaters are particularly required in the worst cold condition. In the present case, this
occurs during the summer when the solar flux is minimal, and which is also the season
where the satellite experiences eclipses when flying over the south pole region. Because the
radiator is sized for end-of-life (EOL), the heaters are sized for beginning-of-life (BOL) when
the radiator is more efficient at dissipating heat.

There are in fact two cases that should be considered for the worst cold condition: operating

and non-operating. When operating normally, electronic units dissipate electrical power as
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heat which warms them up, but in safe mode only the essential equipments are powered,
while others are reverted to a minimum power consumption (or no power at all). In this case,
heaters with a lower power consumption may be required to maintain a survival temperature.
The latter is generally much lower than the minimum operational temperature, and the heater
power level for the worst cold operational case most often tends to be more than enough to
keep the temperature well above the survival temperature during the worst cold non-
operational case.

The same method as used in the radiator sizing is applied to the heater power sizing. With
the average power densities over an orbit determined for the summer solstice, and having

determined the size of the radiator, it follows that:

Qhealcrs = Arud (Qrad,E + qrad,s - qa - qs)_ Qdiss (6'14)
where the terms are defined as per Table 6-12. In this equation, however, the radiator

temperature should now be 10 K lower than the minimum (not maximum as previously)

operational temperature of the unit considered.

6.4.1.5 Thermal control system budgets

The mass and power budgets of the thermal control system (TCS) are presented in Table

6-13, and discussed briefly below.

Multi-Layer Insulation (ML)

While most surfaces of the satellite can be covered in “conventional” MLI with a top layer of
Kapton, the front face receives a considerable flux of Atomix Oxygen (ATOX) and thus
requires a stronger but heavier Beta cloth material as the top layer [Donabedian & Gilmore,
2002]. Beta Cloth would replace the outer layer of the MLI, and causes the MLI to be heavier

by 270 g/m?, i.e., negligible at this stage.

Radiators
For the radiators, the properties have been assumed to be that of optical solar reflectors

(OSR), which not only have an excellent a/e ratio, but the surface finish is also particularly
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The EPS sizing depends greatly on the power regulation system considered; the direct
energy transfer (DET) or maximum peak power tracker (MPPT). The latter is recommended
primarily for high-power (above ~1kW) platforms in orbits with regular eclipse period, as it
requires a slightly smaller solar array despite more power being dissipated. Furthermore it is
more complex, and therefore more expensive, although with an ever growing number of
satellites using the MPPT regulation system, more off-the-shelf PCDUs are likely to become
available at a lower cost than currently so.

A lidar mission would most often require powers in the order of 2 to 4 kilowatts, and in a
dawn-dusk orbits would experience eclipses only during either one of the solstices. Thus, the
difference between the two systems could be rather small in terms of overall mass and solar
array size. Hence, the DET system is currently assumed on the basis of its suitability for
dawn-dusk orbits, and it can be seen as the worst case for solar array size.

Another assumption is made on the design of the solar array. Most commonly, solar arrays
would rotate to minimise the sun illumination angle and hence maximise the power
generated by an array of a given surface area. In the case of a lidar mission, a non-rotating
solar array is preferred due to the micro-vibrations that could»be generated and degrade the
quality of the lidar measurements. As mentioned in previous chapters, it is important that the
solar panel is oriented in such a way that it does not contribute to the generation of drag
force. Hence any offset must be in roll, as a yaw angle would generate drag and a pitch
angle would not improve the sun incidence angle.

The following sections describe the method to size the solar panels and the batteries.

6.4.2.1 Power requirements

The first step in the sizihg of the EPS is to determine the power requirements of the whole
spacecraft. Worst-case power conditions must be considered, which corresponds to the
period of longest eclipse, i.e. the summer solstice for a 06:00 LTDN dawn-dusk orbit. The

power needs of the spacecraft during both the sun-illuminated part of the orbit as well as the

N. Lévéque 190






6. Instrument and Platform Sizing

6.4.2.1.1 Computation of eclipse duration

Mode 2 runs throughout the eclipse period. The eclipse duration can be computed by the

following equation, adapted from [Brown, 2002]:

Rhoriz%
— T;)rbil COS_I (RI + h) (6-16)

2 180° cos(180 —i - 8)

where T, is the orbital period, Ry,.i-0n is the range of the horizon from the spacecraft, Rz is
the mean radius of the Earth, / is the mean orbit altitude, i is the inclination of the orbit and
Oss Is the angle of the sun during the summer solstice with respect to the equatorial plane
(i.e. 23.46 degrees). Ru..-o» €an be obtained by geometry, and by substitution, Equation

(6-16) becomes:

Jnt+ 2REV
2 :-—Orb;’co -1 : (RE +h) (6-17)
180° cos(180 —i — &)

The accuracy of this equation has been cross-checked with data obtained from a Satellite

Tool Kit (STK) simulation. Equation (6-17) underestimates the eclipse duration by two

seconds on average in the altitude range between 300 and 400 km. Compared to eclipse

durations of the order of 25-30 minutes, the error is clearly negligible.

6.4.2.1.2 Mode 3 duration

The duration of Mode 3 depends on the time required for the payload data to be transmitted
to the ground in every orbit. Typically, a station like Svalbard can be seen for more than 5
minutes in every orbit.‘The use of a station in lower latitudes would result in blind orbits.
However, lidars typically generate a low volume of data: even for the worst case data volume

of 10 Gb per orbit, as generated by A-SCOPE (section 6.3.5), a downlink time of about half a

minute is required with a standard 300 Mbps X-Band data transmission system.
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6.4.2.1.3 Mode 1 duration

From the duration of Mode 2 and 3, it follows that the duration of Mode 1 is simply:

T, =T, —(T, +T,) (6-18)

orbit

6.4.2.2 Solar array sizing

The basic rule for the sizing of the solar arrays is that they must produce at least the same
amount of energy as the energy consumed by the satellite.
Having determined the mean power consumption of the spacecraft, the power that must be

generated by the solar arrays, Ps,, is:

P, Ts% =PeanT, (6-19)

mean™ orbit
where Tsa is the period during which the solar arrays generate power, i.e. during Modes 1

and 3:

Ty =T, +T; =T

orbit

-7, (6-20)
There are many parameters affecting the power generated by a solar array:

e The solar cell characteristics (efficiency, performance degradation over mission
lifetime, performance as a function of temperature);

¢ The temperature of the solar cells;

* The seasonal variations in solar radiation flux;

¢ The solar radiation incidence angike.

The required surface area of the solar array will also depend on:

e The surface area occupied by a cell;
* The number of cells in a string to meet the bus voltage;
¢ The number of strings required to provide the necessary power;

¢ The number of additional strings for redundancy;
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¢ The number of panels and the number of strings per panel.
All these parameters are discussed in the following subsections.

6.4.2.2.1 Solar cell characteristics

The solar array is based on a GalnP/GaAs/Ge triple junction cell on a Ge substrate
developed by AZUR SPACE [2009]. Its characteristics are given in Table 6-16.

For satellites in polar orbits below about 700-km altitude, the radiation dose tends to be quite
small; Tribble et al [1999] indicate a radiation dose rate in the order of 10° Rads per year.
For a 3.5-year mission, this is clearly below the lowest value of 5 x 10’ Rads given in the
cell brochure; thus taking the latter total radiation dose value provides a robust safety

margin.

6.4.2.2.2 Seasonal solar radiation intensity

As the Earth orbit around the sun is elliptical, the solar radiation flux per unit area at the
Earth varies through the year. At the summer solstice (~21 June), the Earth is almost at its
aphelion, i.e. 1.016 A.U. from the sun, thus the solar radiation intensity is 1324 W/m?. The
performance of the cell is given for laboratory conditions (1367 wWim?) énd must be adjusted

accordingly.

6.4.2.2.3 Losses and degradations

There are various factors affecting the ability of a solar cell to generate power. For instance,

not all the incident solar energy will interact with the cell; some will be reflected by the glass
cover. As shown in Table 6-16, the amount of energy absorbed is 91% for the chosen cell.

The performance of the cell also degrades over the mission lifetime due to the space
environment. This includes losses due to radiation, UV \discoloration, thermal cycling, surface
contamination, etc. In the case of radiation losses, the effect is only taken into account ih the
voltage and current of the cell\: The cellrtemperature and the sun incidence angle are taken

into account separately, and should not be incorporated here.
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6.4.2.2.6 Surface area occupied by a solar cell

When mounted on the substrate, a cell occupies a space larger than its surface area, as
illustrated by Figure 6-13. A small gap between cells is necessary but should not be too large
in order to keep the size of the solar array to a minimum. A packing factor of 85% is a good

representative value.

6.4.2.2.7 Number of cells per string

The cells are arranged in series of strings to meet the bus voltage, and a number of strings
in parallel to meet the current and power.

The most common bus voltage is 28 V, although higher voltages are possible for high-power
applications to limit power losses in cables. It is also possible to have multiple power buses
on a satellite. For a 28 V bus, Griffin & French [2004] recommend the solar array voltage to
be about 20% above the battery voltage for the battery to charge. The nominal battery
voltage, as will be shown in Chapter 5.3.3.3 is 28.8 V. The number of solar cells in a string
is:

12x7,
Reens string _I_/_—MS_ . (6-21)

cell @ EOL

Under the radiation and temperature gradient conditions of Table 6-16, and a cell mean

temperature in sunlight of 65°C, it follows that a string must be made of 17 or 18 cells

connected in series. 17 cells are deemed sufficient with a voltage at EOL of 33.6 V.

6.4.2.2.8 Number of strings

The power generated by a string under the conditions described above is thus:

_ ’ Os !
Pstring - ncells/ string Q (I/()p’cell I op_cell )Ulosses cos amean © 22)
lab

The number of strings is the ratio of Psa computed earlier to Psying. However, an additional

string should be added for contingency. |
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6.4.2.2.10 Solar array mass

The mass of one wing, myng, is computed from a specific mass, Mpanei, Of 4 kg/mz, which is

typical of solar panels with rigid substrate [Brown, 2002]:

m X A e X M (6-25)

wing = npanels/wing panel

The mass of the yoke and the deployment should also be added; these amount to 5 kg per

wing, approximately.

6.4.2.3 Battery sizing

The battery size depends on the amount of energy required in eclipse and the battery Depth
of Discharge (DOD), i.e. the portion of the battery that is allowed to discharge during the
eclipse period. For a dawn-dusk orbit, there must be a compromise between the size of a
battery that is used only for part of the year and the DOD that must be small enough so that
the spacecraft can operate in safe mode for a couple of orbits in case of a fault with total
solar array power loss. The DOD also depends on how fast it can be recharged during
normal operation. For their LEO applications batteries, Saft [2007] recommends a 20% DOD
at a charge rate of C/5. This means that the battery receives a charge equivalent to a fifth of
its total capacity in an hour, which matches the average LEO conditions (approximately 60
minutes of sunlight per orbit to recharge the battery by 20% of its capacity). The DOD with
respect to the maximum state of charge (SOC) at end of life is taken here as the fraction of

the eclipse duration to the orbit period:

DOD = 2 (6-26)

orbit

It is recommended not to charge Li-ion batteries to their full capability, so maximum SOC of
90% is assumed. With T, expressed in hours, the maximum energy stored in the battery at

the EOL is simply:

P _ BT ' (6-27)
BOL@9%SOC = o .
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The battery capacity at the End of Life (EOL) and 90% SOC is then:

Er(n Y
_ P EOL@90%S0C
CI:’0L@90%S()C - 8V— (6-28)

cell

The battery capacity required at the BOL is obtained by taking into account the cell ageing,
Nageing: WhiCh for the mission profile considered (small number of cycles per year, short
mission) can be assumed to be as much as 28% for worst-case conditions (high temperature
and high discharge voltage) over 3,900 charge-discharge cycles, based on test data
presented by Neubauer et al (2007). The required battery capacity at BOL and 90% SOC is

then:

: C

_ “roL@wsoc

Cyor @90%s0c = (6-29)
- Tlageing

Hence, the full capacity of the battery at BOL is:

C — CBOL@90%SOC - (6-30)
BOL 0 9

The cells (and strings of cells) have a nominal capacity of 1.5 Ah, thus the number of strings

required is:

C
- strings _ req = CBOL (6'31)
cell

The number is rounded up and an additional string is added for safety.
Due to the power demands of the satellite, dividing the battery into two battery modules is

better than a single one as the accommodation on the platform is more flexible. Furthermore,
based on Figure 6-14, each module is made of two stacked blocks. From a cost point of

view, it is probably chéaper that the two modules are identical and the blocks in each module
are identical too. Thus the number of required strings is divided by two, rounded up, then
divided by two and rounded up again to obtain the number of strings per block. The number

of strings per block is required to establish the footprint dimensions of the battery module.
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Based on ABSL data of their batteries, a value of specific energy per unit mass, epatery, Can
be found to be about 100 W.h/kg, as shown in Figure 6-15, inclusive of packaging structure.

An estimate of one battery module mass:

_ E module - N strings | module x E cell (6-32)

battery gbaliery

m

module —

However, it can be seen from Figure 6-15 that this approximation is very accurate for small

batteries, but fairly inaccurate for a battery module with an energy above 1500 Wh. Through
analysis of ABSL battery specifications, it can be estimated that the packaging structure of a
battery module is equivalent to about 20% of its cells mass. Thus, a better estimation of the

module mass is:

mnmdule = (N cells | module XM )X 1.2 (6-33)

6.4.2.3.1 Battery thermal requirements

The temperature requirements for Li-ion batteries are in the range +10 to +35°C during
charge, and 0° to 40°C during discharge. The power dissipated by the battery in the form of

heat is assumed to be 5% of the power drawn from the battery during eclipse.

3000
E = 99.628"m

I}

Battery Energy [W.h]
= - N N
- 8 8 8 8 8

10 15 20 25 30
Battery mass [kg]

o
)]

Figure 6-15. Energy vs. mass for a range of AEA Technology batteries.

Based on data from Pearson et al [2005]
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6.4.7 Attitude and Orbit Control System

The hardware for the AOCS depends on what attitude determination and control strategies

are envisaged for the nominal mode and safe mode.

6.4.7.1 AOCS nominal and safe modes

For the nominal mode, the platform is three-axis stabilised, with one axis constrained to a
near-nadir direction (2° roll offset in many lidar missions). The attitude determination can be
either all-stellar or gyro-stellar. In the latter case, gyros are used to propagate attitude
determination when no updated data from the star trackers (STR) is available (such as
during moon-blinding) and to remove STR noise, while STR data compensate for long-term
gyro drift [Ghezal et al, 2005]. However, a gyroless, all-stellar attitude determination for the
nominal mode could also be employed, with the attitude angular rates being determined from
the apparent motion of the stars. Grewal & Shiva [1995] demonstrated that this approach is
appropriate for three-axis stabilised satellites with slowly varying attitude dynamics, such as
earth observation missions. One example of a multi-head star tracker system devsigned for
gyroless attitude detefmination is the HYDRA Star Tracker developed by EADS SODERN
[2009] which will be flown on Sentinel 3.

In safe—fnode, the priority is to ensure survivability of the satellite, which starts by maintaining
power generation capability. Hence, the first objective is to keep the solar array pointing
towards the sun. In practice, this will be achievable by constraining the =Y body axis normal
to the orbit. The B-dot control law, based on the time-derivation of measurements of the

earth magnetic field can help achieving this during acquisition and safe mode (ASM).

6.4.7.2 AOCS hardware

The pointing requirements, discussed in Section 6.2.2, vary with the type of lidar mission.

From the A-SCOPE assessment report [ESA, 2008], an AOCS architecture based on

- commercial off-the-shelf equipment would include: -

* High-performance star-trackers and gyroscopes for nominal attitude determination;
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6.6 Conclusion

In this chapter, the detailed instrument and platform design and sizing process has been
presented.

The configurations that have been selected result from the analysis of the subsystem
requirements.

For the sizing of the platform, subsystems that are very dependent on the conﬁguraﬁon,
instrument, or altitude (such as the thermal control system and the electrical power system)
have been sized according to a detailed methodology. Other subsystems could be assumed
to be constant irrespective of the lidar mission.

With the results of this instrument and platform sizing process in place,
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Chapter 7

Applicability of the Mission Concepts

71 Introduction

This chapter sumnﬁarisés the results of the present work, looking at the four concepts in

detail and explores their feasibility and applicability to some of the lidar missions identified in

Chapter 2. In particular, missions with challenging power-aperture products (Aeolus,

WALfES) or recent mission proposals (A-SCOPE) have been considered.

The mission' requirements developed in Chapter 2 are summarised in Table 7-1.

Requirement #1 -

The satellite shall be flown in a dawn-dusk orbit

Requirement #2

The satellite shall be compatible with a small launcher like Vega (Goal)
or on Soyuz (Threshold)

Requirement #3

The mission shall minimise the laser beam energy while maintaining
performance.

Requirement #4

At UV / Visible wavelengths, the laser beam energy shall be 5 mJ
(Goal), 10 mJ (Objective), 15 mJ (Threshold)

Requirement #5

The spacecraft shall be designed for flying in a low orbit (below
350 km).

Table 7-1. Summary of the overall mission requirements
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7.2 Concept 1: front-mounted lidar, 1150 mm diameter

7.21 Concept summary

This concept has been sized to maximise the telescope aperture diameter in a front-mounted
configuration and fit in the Vega launcher, as shown in Table 7-2. The configuration
minimises the cross-section area exposed to the air flow and thus the thrust level
requirements of the electric propulsion system.

All the results presented here confirm the assumptions taken earlier. The mass is within the
range that was anticipated in Table 3-9, and the ballistic coefficient is more favourable than
the worst case of 123 kg/m2 assumed earlier. Note the particularly large drag coefficient, due
to the small cross-section area.

Finally, the mission could be extended into a period of lower solar activity at a minimum

additional cost of propellant (about 10 kg for 3 years).

Telescope diameter 1150 mm
Altitude 290 km
Power-aperture product (5 — 15 mJ, 100 Hz) | 6.2-185x 10w
Dry mass 1332 kg
Ballistic coefficient 162 kg/m®
Corresponding Cp 3.27
Maximum thrust (peak solar activity) 28.3 mN
‘Average satellite power 21kW
" Solar array 15.5 m?
Xenon mass (solar maximum) 61.9 kg (incl. 10% margin)
Total impulse (solar maximum) 1.38 x 10°N.s
Total impulse (thruster capability) 1.5-3x10°N.s
Xenon mass (solar minimum) 11.2 kg (incl. 10% margin)
Total impulse (solar minimum) 0.74 x 10°N.s

Table 7-2. Key. characteristics of the satellite for concept 1.
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container of low-pressure oxygen, so that any free carbon resulting from laser-assisted

decomposition of hydrocarbons would form carbon dioxide gas [Soileau, 2010]. While CO; is

transparent to most lasers operating in the UV, visible and infrared, it is absorbent notably in

the 1.56 and 2.05 um wavelengths, which by definition would be preferred for CO,

monitoring lidar missions. Although no reference has been found on this matter, this reaction

seems a realistic risk to a CO, sensing lidar that can only be confirmed or disproved by

investigation of the detailed design of the instrument. If it were to be confirmed, the oxygen

cleaning would not be a possible option, and a lower beam energy would be the ideal

solution.

7.3 Concept 2: front-mounted lidar, 1800 mm diameter

7.31

The characteristics of the satellité with the 1800 mm diameter lidar are listed in Table 7-3.

Summary of concept

Telescope diameter

1800 mm

Altitude

290 km

Power-aperture product (6 — 15 mJ, 100 Hz)

15.1 -45.4 x 10 W

Dry mass | 1947 kg
Ballistic coefficient 132.5 kg/m?
Corresponding Cp 2.84
Maximum thrust (peak solar activity) 50.7 mN
Average satellite power 2.75 kw
Solar array 20.6 m?

Xenon mass (solar maximum)

110.8 kg (incl. 10% margin)

Total impulse (solar maximum)

2.48 x 10° N.s

Total impulse capability (2 thrusters)

3-6x10°N.s

Xenon mass (solar minimum)

20.1 kg (incl. 10% margin)

Total impulse (solar minimum)

1.33x 10° N.s

Table 7-3. Key characteristics of the satellite for concept 2.
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The performance of this concept is some way off the requirements of WALES, and would not
be suitable for this mission, unless the beam energy is doubled to 30 mJ. Since concept 2
would fly alone on Soyuz, a nadir-mounted configuration like concepts 3 and 4 may be more
suitable to reduce the beam energy to less than 15 mJ.

Nevertheless, concept 2 may be interesting to other missions as it relaxes the propulsion

requirements compared to a nadir-mounted telescope.
7.4 Concept 3: nadir-mounted lidar, 3000 m diameter

7.4.1 Summary of concept

The characteristics of the spacecraft with a nadir-mounted 3000 mm diameter lidar
instrument are given in Table 7-4.

The electric propulsion system was driven by the maximum thrust level experienced at the
peak of the solar activity, and three thrusters were therefore selected. However, it can be

seen that the total impulse requirement of the mission is compatible with only two thrusters.
As mentioned in 5.6.2, the T5 thruster is capable of reaching 70mN, however it is not

recommended to operate it above 30 mN for long periods. There is scope for flying the
mission with only \two nominal thrusters, similar to concept 2. This would have a limited
impact on the desigh of the rest of the spacecraft, since the power system in particular has
been designed based on the total thrust level required, irrespective of the number of
thrusters.

It can be noted that the predicted ballistic coefficient is marginally
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7.4.2 Applicability

Compared to the previous two, this concept is particularly well suited for the WALES
mission, reducing the beam energy to nearly 10 mJ, and meeting the mission requirements
summarised in section 7.1. At an altitude of 320 km, it is a good starting point for further
iteration on the beam energy — aperture diameter. In particular, if it is possible to double the
beam energy (20 mJ) at the operation wavelength (936 nm) with little contamination of the
optics, it would be possible to launch this mission onboard Vega, as the primary mirror would

only need to be 2100 mm in diameter.

7.5 Concept 4: nadir-mounted lidar, 3500 mm diameter

7.5.1 Summary of concept

Table 7-56 shows the characteristics of the satellite with a nadir-mounted lidar instrument,

3500 mm in diameter.

One should notice first from Figure 7-4 that while the telescope diameter just fits within the

Soyuz launcher, its length is too large and the telescope baffle protrudes significantly out of
the fairing, and the satellite needs to be about 400 mm shorter. A feasible solution to this
would be to make the telescope faster: an F-number of 0.9 (like Aeolus, rather than 1.0 as
assumed) would reduce the height of the baffle by 300 mm.

Apart from this, the parameters are in line with the earlier assumptions.
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7.5.2 Applicability

The power-aperture that this concept can deliver is very much in line with the requirements
of both WALES and Aeolus.

In the latter case, the beam energy can be reduced to less than 15 mJ. At a wavelength of
3565 nm, such a drop is of strong interest since the contamination of optics by free carbon is
linearly proportional to the total flux. A longer mission lifetime would therefore be possible,

not only because of the contamination reduction, but also because of the moderate xenon

mass required to extend the mission, about 15%, as shown in Table 7-5.

7.6  Comparison with other studies

Other studies on the use of electric propulsion for lidar missions have been performed
before, most notably the study performed by QinetiQ for ESA [Price et al, 2005). Rossetti &
Valentian [2007] performed a similar study, replacing gridded ion engines with Hall-effect
thrusters.

It can be seen from Table 7-6 that there is a substantial differénce in the maximum drag
force between these two studies and the present work. By reverse-engineering, it is possible
to determine that these studies have used an atmospheric density of 39 x 10™'? kg/m®,

assuming a drag coefficient of 2.2. There are two possibilities:
e These studies have assumed a Fqg7 index of ub to 200;
e These studies have not taken into account the bulge of the atmosphere and variable
densities.
In any case, this density has been calculated with a drag coefficient of 2.2 (typical value),
whereas a value.of 2.7 is more likely for this type of configuration (section 3.4.2), which‘-»"‘

would result in an even lower atmospheric density. These under-estimates can also be seen

in the total impulse in the propellant mass. We can be confident that these are indeed under-
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7.7  Synthesis

The usefulness of the four concepts has been analysed against requirements of various
proposed missions.

The 1150 mm diameter concept has the potential to be applied to the A-SCOPE mission. Its
small cross-section area reduces the requirements on the electric propulsion system.

The 1800 mm diameter concept was targeted at a dual launch on Soyuz, but eventually the
height of the lower volume is not sufficient, so that it could only fly as a single passenger. As
a consequence, concept 3 with its 3000 mm diameter telescope would be a preferable
option, flying into a higher altitude. The requirements on the electric propulsion system would
still be more stringent than the smaller spacecraft in a lower altitude, but the range of lidar
applications outweighs these constraints.

The largest 3500 mm concept could cover the requirements of Aeolus. Although currently
larger than the available volume in Soyuz, this could be easily resolved by making the
telescope faster and hence shorter.

Finally, by comparing our approach with results of other studies of electric propulsion for lidar
missions, it is possible to state with confidence that these studies have underestimated the

drag force that would be likely to occur.
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Chapter 8

Summary and Further Work

8.1 Summary

While lidars have been extensively used on ground, spaceborne lidars are still in their
technology deveiopment stage. Many challenges and problems have been encountered on
past missions (for instance, ICESat) or in the development of yet-to-fly missions (Aeolus).
Most of these problems are related to the laser, but the issues are being tackled one by one.
Once these problems are solved, lidars would becorﬁe invaluable operational tools in the
observation of the Earth. One area that would greatly benefit from lidar observations is the
study of the atmosphere, its composition, structure and dynamics. One particular on-going
problem with lidars is the contamination of optics by carbon resulting from the decomposition
of hydrocarbons under laser light [Soileau, 2009]. While a short-tem solution is to pressurise
the optical system with oxygen to prevent contamination, this is not a long-term solution, at
least on its own, for future lidar operational missions.

Since the contamination is 'lin;arly proportional to the laser flux, particularly in the UV

[Canham, 2004], there is a strong incentive to reduce_ the laser beam energy. T:) maintain

the measurement performanbe, it follows from the lidar equation that this can be
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counterbalanced by a larger aperture telescope and / or a shorter range to the target. As a
satellite flies in ever lower orbits, atmospheric drag represents a major limit to the mission
lifetime, which could be compensated by using an electric propulsion system. Furthermore,
the drag can also be minimised by reducing the cross-section area of the satellite, implying a
specific design of the payload. This overall approach has been the fundamental aim of the
present research.

To this end, telescope designs have been investigated, in order to identify configurations
which minimise their contribution to drag by reducing the cross-section area and drag
coefficient, while maximising their aperture diameter for lidar performance. A telescope and
instrument configuration has been found where the lidar is mounted at the front of the
platform, thus hiding the latter to the air flow. However, this configuration is strongly limited
by the dimensions of the launcher fairing. The more traditional option of a nadir-mounted
telescope has also been considered to enable comparison. In total, four concepts were
considered, of different telescope sizes for different launch vehicle.

In order to derive the requirements for the propulsion system,'a trajectory model based on
the variation of parameters (VOP) has been developed in MATLAB/Simulink, and validated
against the High Precision Orbit Propagator (HPOP) of Satellite Tool Kit (STK). The model
uses a simplified Harris-Priester atmospheric model, and includes geopotential, solar
radiation pressure and third-body perturbations. The propulsion requirements were derived
for the two cases of solar maximum and minimum, as the solar activity strongly affects the
atmospheric density.

Based on these requirements, a trade-off of propulsion systems has been performed.
Electrostatic thrusters, such as Hall-effect thrusters and gridded ion engines in particular,
were found to be the most suitable for drag compensation, providing the right thrust range,
specific impulse ‘for a reasonable electric power. A propulsion system based on that of
GOCE has been selected as the baseline.

With the telescope ahd propulsion system selected, it has been possible to (iteratively) size

the overall spacecraft for the different lidar concepts. While some equipment could be
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assumed to remain fixed in mass and power, sizing models were developed for some of the
subsystems.

The concepts were then compared to the power-aperture requirements of some of the
largest missions, such as WALES and Aeolus. It has been shown that even for these
missions, it would be possible to reduce the laser beam energy as low as 10 to 15 mJ, thus

dramatically reducing the risk of contamination of the laser optics.

8.2 Key Thesis Contributions

The design of a lidar mission cannot be completed without a detailed assessment of its
optical performance, which is beyond the scope of the present work. However, a realistic
telescope sizing tool has been developed, enabling a more accurate assessment of the
physical dimensions of the satellite, and the corresponding aerodynamic characteristics.

This thesis has investigated many aspects of lidar missions flying at a low altitude, and can
serve as a starting point for future lidar studies. Based on a desired power-aperture product
for a new mission, possible options can be considered and investigated in further details.

Importantly, through a comparison of results obtained from the present model with results
from other similar studies, it has been possible to demonstrate that these studies may have

underestimated the requirements on the electric propulsion system.

8.3 Further Work

The present work aims to bring answers to the suitability of electric propulsion to enable low-
altitude Lidar missions. While practical considerations have been considered in the analysis,

some detailed-work could bring further valuable answers.

* The telescope design is based on a purely analytical method. This would need to be -
validated by an in-depth design including ray tracing. It should also assess the
possibility of introducing fibre optics path between the receiver telescope and the

detector stage so as to relax the stiffness requirements on the structure.
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e The trajectory model works with osculating (true of date) orbital elements. Instead, a
semi-analytical model would remove short-term variations, handling mean of date
elements. This would allow the simple implementation of a control law within the

model.

e The electric propulsion system has been considered independently from the AOCS.
In reality, there would be strong coupling between the two systems. The trajectory
simulation has only modelled the thrust vector on a point mass, the impact on the
AOCS of the torques resulting from the thrust vectoring is an area that needs

investigating.

o Further options can be investigated to maximise the size of the telescope within the
confined volume of the launcher fairing. While the ESA has investigated the option of
deployable telescopes [Mazzinghi et al, 2006], this is a complex issue as the mirror
segments must be precisely aligned after deployment. Instead, deploying the baffle
only is a less risky and critical option, and would enable the telescope to use the
maximum space available. This could be based »for instance on deployable

structures of space telescopes proposed by Slade & Brown [2011].
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Appendix A

Trajectory Model

A.1 Introduction

This appendix contains the MATLAB scripts of the trajectory model. The structure of this
appendix follows the structure of the Simulink model.

Each Matlab function is preceded by a small introduction of its role.

A.2 Initialisation

The altitude and spacecraft wet mass are set by the user. The altitude is used to compute
the initial semi-major axis and inclination. The “initial” function also sets the other classical
orbital elements. These are then converted to Equinoctial Orbital Elements by the “C2E”

function.

N: Lévéque : 252













































	592760_0002
	592760_0003
	592760_0004
	592760_0005
	592760_0006
	592760_0007
	592760_0008
	592760_0009
	592760_0010
	592760_0011
	592760_0012
	592760_0013
	592760_0014
	592760_0015
	592760_0016
	592760_0017
	592760_0018
	592760_0019
	592760_0020
	592760_0021
	592760_0022
	592760_0023
	592760_0024
	592760_0025
	592760_0026
	592760_0027
	592760_0028
	592760_0029
	592760_0030
	592760_0031
	592760_0032
	592760_0033
	592760_0034
	592760_0035
	592760_0036
	592760_0037
	592760_0038
	592760_0039
	592760_0040
	592760_0041
	592760_0042
	592760_0043
	592760_0044
	592760_0045
	592760_0046
	592760_0047
	592760_0048
	592760_0049
	592760_0050
	592760_0051
	592760_0052
	592760_0053
	592760_0054
	592760_0055
	592760_0056
	592760_0057
	592760_0058
	592760_0059
	592760_0060
	592760_0061
	592760_0062
	592760_0063
	592760_0064
	592760_0065
	592760_0066
	592760_0067
	592760_0068
	592760_0069
	592760_0070
	592760_0071
	592760_0072
	592760_0073
	592760_0074
	592760_0075
	592760_0076
	592760_0077
	592760_0078
	592760_0079
	592760_0080
	592760_0081
	592760_0082
	592760_0083
	592760_0084
	592760_0085
	592760_0086
	592760_0087
	592760_0088
	592760_0089
	592760_0090
	592760_0091
	592760_0092
	592760_0093
	592760_0094
	592760_0095
	592760_0096
	592760_0097
	592760_0098
	592760_0099
	592760_0100
	592760_0101
	592760_0102
	592760_0103
	592760_0104
	592760_0105
	592760_0106
	592760_0107
	592760_0108
	592760_0109
	592760_0110
	592760_0111
	592760_0112
	592760_0113
	592760_0114
	592760_0115
	592760_0116
	592760_0117
	592760_0118
	592760_0119
	592760_0120
	592760_0121
	592760_0122
	592760_0123
	592760_0124
	592760_0125
	592760_0126
	592760_0127
	592760_0128
	592760_0129
	592760_0130
	592760_0131
	592760_0132
	592760_0133
	592760_0134
	592760_0135
	592760_0136
	592760_0137
	592760_0138
	592760_0139
	592760_0140
	592760_0141
	592760_0142
	592760_0143
	592760_0144
	592760_0145
	592760_0146
	592760_0147
	592760_0148
	592760_0149
	592760_0150
	592760_0151
	592760_0152
	592760_0153
	592760_0154
	592760_0155
	592760_0156
	592760_0157
	592760_0158
	592760_0159
	592760_0160
	592760_0161
	592760_0162
	592760_0163
	592760_0164
	592760_0165
	592760_0166
	592760_0167
	592760_0168
	592760_0169
	592760_0170
	592760_0171
	592760_0172
	592760_0173
	592760_0174
	592760_0175
	592760_0176
	592760_0177
	592760_0178
	592760_0179
	592760_0180
	592760_0181
	592760_0182
	592760_0183
	592760_0184
	592760_0185
	592760_0186
	592760_0187
	592760_0188
	592760_0189
	592760_0190
	592760_0191
	592760_0192
	592760_0193
	592760_0194
	592760_0195
	592760_0196
	592760_0197
	592760_0198
	592760_0199
	592760_0200
	592760_0201
	592760_0202
	592760_0203
	592760_0204
	592760_0205
	592760_0206
	592760_0207
	592760_0208
	592760_0209
	592760_0210
	592760_0211
	592760_0212
	592760_0213
	592760_0214
	592760_0215
	592760_0216
	592760_0217
	592760_0218
	592760_0219
	592760_0220
	592760_0221
	592760_0222
	592760_0223
	592760_0224
	592760_0225
	592760_0226
	592760_0227
	592760_0228
	592760_0229
	592760_0230
	592760_0231
	592760_0232
	592760_0233
	592760_0234
	592760_0235
	592760_0236
	592760_0237
	592760_0238
	592760_0239
	592760_0240
	592760_0241
	592760_0242
	592760_0243
	592760_0244
	592760_0245
	592760_0246
	592760_0247
	592760_0248
	592760_0249
	592760_0250
	592760_0251
	592760_0252
	592760_0253
	592760_0254
	592760_0255
	592760_0256
	592760_0257
	592760_0258
	592760_0259
	592760_0260
	592760_0261
	592760_0262
	592760_0263
	592760_0264
	592760_0265
	592760_0266
	592760_0267
	592760_0268
	592760_0269
	592760_0270
	592760_0271
	592760_0272
	592760_0273
	592760_0274
	592760_0275
	592760_0276
	592760_0277
	592760_0278
	592760_0279
	592760_0280
	592760_0281
	592760_0282
	592760_0283
	592760_0284
	592760_0285
	592760_0286
	592760_0287
	592760_0288
	592760_0289
	592760_0290
	592760_0291
	592760_0292
	592760_0293
	592760_0294
	592760_0295
	592760_0296

