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ABSTRACT 

KANG, Yun, Ph.D, Kingston University April 2004 

Large Eddy Simulation of Turbulent Diffusion Flames and Pool Fires 

Director of Study: Professor Jennifer Wen, School of Engineering, Kingston University 

Second Supervisor: Dr. Sing Lo, School of Engineering, Kingston University 

In this dissertation a study of numerical simulations of turbulent diffusion flames and pool fires is 

presented. In order to account for the physical coupling of turbulent mixing and combustion. the 

large eddy simulation (LES) technique is used. The subgrid-scale (SGS) modelling for both 

turbulence and combustion are examined in details and a modified version of SGS combustion 

model has been proposed. For SGS turbulence modelling. the dynamic approach is used. This 

approach allows the model coefficient to be updated temporally and spatially and it can be used to 

account for the energy back-scattering. For SGS combustion modelling. a conserved scalar 

approach. namely the laminar flamelet model is used. Due to the tiny scale of combustion. it could 

be infeasible for modern computers to execute a direct calculation of an industrial combustion 

application. By treating the fire flame as an assembly of thin flames (jlamelets). the laminar 

flamelet model has managed to separate the chemical reaction from the turbulence mixing. The 

calculation of laminar flamelet approach is relatively independent of LES. The calculations of 

turbulence and combustion are interacted by a conserved scalar called mixture fraction. 

Contribution has been made by the candidate to the application and optimisations of the SGS 

models. Those optimisations are based on the applications to pool fires and bluff body flows. In 

SGS combustion modelling. the variance of mixture fraction and the scalar dissipation rate are 

modelled from the mixture fraction rather than solving the governing equations. This 

simplification has dramatically cut the computational expense and has virtually turned the 3-D 

look-up table to a J-D format. During the calculation of the heat release rate. the contribution of 

both reactants and products are considered. For pool fires. the constant thermodynamics pressure 

is used to effectively establish the relation between the temperature and density fields. 

Pool fires with different burner diameters and various types of fuels have been simulated using 

LES with the above SGS modelling. All cases are studied under 3-D mode. In addition to the 

analysis of the distribution of mean flow quantities (temperature. density. velocities. etc). 

considerable effort has been directed towards the study of the time development and the dynamic 

behaviours. Different characteristics have been identified for medium and small pool fires. The 

dynamic approach of SGS turbulence modelling has also been applied to the simulation of bluff 

body flows. 

The simulations were carried out using the LES package called Fire Dynamics Simulator (FDS). 

which is developed by the researchers in the National Institute of Standards and Technology 

(NIST). U.S.A. During the period of the Ph.D study. the FDS codes were updated several times by 

both the researchers in NJST and the candidate. The update covers the combustion modelling. 

radiation modelling. meshing and some other aspects. The simulations were carried out on a 

single processor Pentium IV PC with 2G-RAM. The number of cells in each simulation was 

vi 



generally between J and 2 million with the finest grid resolution being in the order oj millimetre. 

The predictions are compared with the experimental measurement and other established 

simulation data. The ability oj capturing the instantaneous flow movement and dealing with 

realistic geometries has made LES with appropriate SGS modelling an effective and promising 

toolJor the numerical study oJturbulence and combustion. The laminar flamelet approach oJSGS 

combustion modelling has established progressive relationship between the modelling oj 

turbulence and the modelling of combustion. 

As a recommendation. the extending use of the dynamic approach has been proposed. With more 

accurate determination of the model coefficient in SGS modelling. LES is expected to cope with 

even higher Reynolds number flows in more complicated geometries. 
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Chapter 1 Introduction to CFD & LES of Fires 

1.1 Computational Fluid Dynamics (CFD) 

For many years, fluid dynamic problems have been widely encountered in Illany 

engmeenng applications including hydraulics, aeronautics, automotive and 

combustion. In those applications, identification of flow variables is required and IS of 

major importance. A lot of experiments have been caITied out, from which many 

valuable data are obtained. Although the experimental detennination is appropriate 

and effective in some situations, it is difficult to rely on experimental measurement 

for all laboratory and industrial applications. In most of engineering applications, the 

major type of fluid motions is turbulent. The flow is regarded as being highly randol11, 

unsteady, diffusive, dissipative and three-dimensional Ill. With the limit of current 

electronic and thermal equipment, it could be unrealistic to get dircct mcasurcmcnt in 

some complicated or large-scale flows. Especially when chemical reaction is il1\'olved 

in the flow, the uncertainties and fast changes in small scales are beyond the range to 

be captured by the experiments. 

With the development of computer technology in the past decades, computatIonal 

fluid dynamics (CFD) is increasingly becoming a good alternative to obtain flow 

information and to analyse fluid problems and all the related turbulence aspects, The 

principle of CFD is based on a set of second-order partial differential equations which 

govern the flow dynamics. 

Conservation of Mass 



(1) 

Conservation of Momentum 

(2) 

Conservation of Energy 

a (.1_) a(phu) Dp ·m a (k aT) a ("h ( D) ay,) -prt+ --=q+- -+-~IP I 
at ax, Dt ax, ax, ax" ax, (3) 

Conservation of Species 

a Y) a(p~u) a ( D) 8}~ J . -(p I + = - p 1- + WI at Ox, ax, ax, 
(4) 

Equation of State 

pet) = pTRIy, / M, (5) 

The above equations are non-linear, and need various initial or boundary conditions 

for different applications to start calculation. Each of the above equations is 

numerically solved to obtain flow variables. However, they are related to each other 

so the numerical method generally consists of the Runge-Kutta method and 

evolutional integration. The details of solution procedure vary with different ('FD 

methods and will be discussed in the following text. 
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The directly numerical solutions to the above equations are theoretically accurate. The 

only discrepancy comes from the system error or the truncation error of the numcrical 

method. Once appropriate parameters and initial/boundary conditions are gi\'en ror a 

certain case, the CFD program starts to run until the solutions from each time step 

remain almost unchanged. This end is scientifically referred to as "converged". The 

simulation results are then analysed by comparing with experimental data or 

previously proved simulation results. If there is no available data to be compared with. 

the simulation results should be able to describe the flow physics properly. Once the 

simulation results are found reasonable and grid independent, the CFD program is 

validated and can be used to predict other scenarios in which cxperimental 

infonnation cannot be obtained directly. 

Due to the fact that governmg equations are solved numerically in CFD, the 

detennination of computational grid resolution places essential impact on the 

accuracy of predictions. Ideally the computational grid should be smaller than the 

smallest scale of turbulence motion so that the very details of flow dynamics can be 

accurately captured. This calculation, however, is not feasible for modern computers 

due to the large amount of computational expense in most of thc industrial 

applications. Compromising the computational efficiency and the accuracy, several 

distinct approaches of CFD have been proposed and developed by many researchers. 

Among them field modelling (traditional CFD), large eddy simulation (LES) and 

direct numerical simulation (DNS) are discussed in details in following sections. 

1.2 Fire Modelling 



The idea that the dynamics of a fire might be studied numerically dates back to the 

beginning of the computer age. Indeed, the fundamental conservation equations 

governing fluid dynamics heat transfer and combustion were fist written down over a 

century ago [21. Compared to the general fluid dynamics, fire scenarios contain more 

complexity about heat and mass transfer, chemical reaction and product generation. 

The types of combustion could be various, including pool fires, jet names, prc-mixcd 

and non pre-mixed combustion, etc. The types of fuel and oxidisers can change ill a 

wide range, giving different physical and chemical characters. The initial and 

boundary conditions also give determining impacts on the process, intensity and 

duration of the chemical reactions. Research is still underway to develop more 

advanced technique to capture the instantaneous information inside the tire flame and 

plume. However, the involvement of enomlOUS parameters and initial/boundary 

conditions makes it extremely difficult to find a universal and efficient solver far all 

fire scenarios. 

The general equations of fluid dynamics (equations (1 )-(5» describe a rich variety of 

physical processes, many of which have nothing to do with fires. In the interests of 

industrial applications, the equations governing the fluid dynamics in a fire scenario 

should be simplified to give an efficient calculation. Due to the existence of difficulty 

in the experimental study of large-scale combustion, computational simulation with 

numerical modelling is widely adopted as a dominant tool in the fire research. All the 

modelling methods in the computational simulation are based on the fluid governing 

equations, with different numerical procedures applied on it. The majority of various 

models can be summarised into four groups: zone modelling, field modelling, direct 

numerical simulation (DNS) and large eddy simulation (LES). 
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1.2.1 Zone Modelling 

This mature modelling method is principally used to describe compartment fires. With 

a relatively simple geometry, each compartment is vertically divided into two zones, 

each of which is spatially homogenous. The upper layer is referred to as "hot zone" 

and lower layer as "cool zone". Mass and energy balances are enforced for each layer, 

with additional models describing other physical processes appended as difTerential or 

algebraic equations as appropriate. An excellent description of the physical and 

mathematical assumptions behind the zone modelling concept is given by Quintiere 111. 

The physical and computational simplicity of the zone modelling has led to its 

widespread use in the analysis of fire scenarios. As long as no details of spatial 

distribution of physical properties are required, zone modelling reasonably 

approximates the reality and is acknowledged to be reliable [41. However, by their 

nature, zone models cannot capture the physical process associated with the chemical 

combustion. Rather than as a research tool, zone models have more or less evolved as 

an enhancing tool used by designers who cannot afford the CPU requirement of other 

CFD models. 

1.2.2 Field Modelling 

With the rapid improvement of modem computers and the development of computer 

fluid dynamics (CFD), field modelling is increasingly applied to fire simulations. 

Generally speaking, field modelling is based on the Reynolds averaging of fluid 

governing equations. All the flow variables are time-averaged within a given period, 

.5 



- r~( Q(t)dt 
Q = -"----­

M 
(6) 

For compressible flows, the density weighting applies (referred to as Favre-

Averaging), 

~ r~( p(t)Q(t)dt 

Q = fM p(t)dt 
(7) 

When applied to the governing equations, this averaging process generates significant 

simplicity in calculation, which makes field modelling suitable for simulations of 

more complicated geometries and various physical phenomena. The averaged 

equations are referred to as Reynolds Averaged Navier Stokes (RANS) (no density 

weighting) or Favre Averaged Navier Stokes (FANS) equations. The time-averaging 

process generates fluctuation items to close the equations. Those fluctuation items 

need to be modelled for the numerical solutions. 

Pioneered by Launder and Spalding [5] and further developed by Patankar I<>J, "k - E" 

model is one of the typical field models. The "k - E" model, along with other two-

equation models [7], give meaningful and practical simulation results in industrial 

applications. Those two-equation models are based on the assumption that the 

turbulent stresses are proportional to the mean velocity gradients (suggested by 

Boussinesq [8]). Detailed description of two equation models have been given by 

many researchers [9.10.11]. 
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However, the above two-equations models have been found under-predicting the 

spreading rate of vertical thermal plumes [12[ and over-predicting that for horizontally 

stratified flows [13J. The reason was that the buoyancy-generated turbulence was 

insufficiently accounted for in the Simple Gradient Diffusion (SGD) formula or eycn 

the Generalised Gradient Diffusion Hypothesis (GGDH) fonnula embedded in those 

models [71. Liu and Wen proposed a four-equation turbulence model that demonstrated 

the significant effects of turbulence modelling on the simulation of buoyant di tTusiun 

flames [71. This model has partly improved the anisotropy problem encountered by 

eddy viscosity methods and it has been proved successfully in simulating buoyancy 

driven cavity flows and buoyant fire plumes [14.15]. 

As large amount of momentum and kinetic energy is possessed in the large-scale 

motions, the time averaging of resolved quantities is proved to be accurate enough for 

many industrial applications. As the instantaneous fluctuation has already been 

filtered out through averaging, the simulation results from field modelling are 

generally appeared smoothly, even with the most highly resolved fire simulations. 

The smallest resolvable length scales are determined by the product of the local 

velocity and the averaging time, rather than the spatial resolution of the underlying 

computational grid [21. This makes it possible to use field models for some high 

Reynolds-number flows, which are found infeasible to direct numerical simulation. 

Unfortunately, the instantaneous changes and the evolution of flow variables are lost 

inevitably with the time averaging, as is the prediction of local transient phenomena. 

Some of those instantaneous changes are found of importance in many fires and 

combustion systems. It is argued that the smooth appearance of simulation results 

7 



from field modelling may have lost the fidelity to real scenarIOS, especially for 

chemical reactions. Another systematic disadvantage of field modelling is the 

involvement of many empirical models and constants. The values of those constants 

are obtained from the statistics of previous sets of experiments, or from the induction 

of other models. Due to the variety of chemical reactions in both space and time, the 

single-valued constants are found insufficient to describe various fire scenarios. 

1.2.3 Direct Numerical Simulation (DNS) 

Opposite to field modelling, direct numerical simulation aims at solving the original 

governing equations directly and thoroughly. The equations are solved numerically at 

all levels of scales. It is thought to be the ideal target of computational modelling. In 

fact, DNS has shown success in simulating some low Reynolds number flows r
l

(l.
17

1. 

Some advantages of DNS are highlighted here. Firstly, as the equations themselves 

are theoretically precise, the only error of DNS lies in the truncation error of the 

numerical method. Secondly, DNS has the mechanism to capture the instantaneoLls 

fluctuations of all the variables inside the flow field. Thirdly, during the simulation 

the parameters can be controlled and adjusted easily and precisely, which is vcry 

difficult in experiments. Finally, it can be used for some cases that could not be 

experimented in reality. 

However, the feasibility of DNS is always limited by the capacity of modern 

computers. There are enormous vortices at different sizes existing in the flow field. 

As stated before, motions at all length scales need to be solved numerically. The 

largest scale is normally comparable to the characteristic length L (usually the scale of 
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computational domain). And the smallest scale is defined as the Kolmogorov scale 

'7 = (v 3 
/ £ )1/4 [181. It has been proved in turbulence statistics that the total grid number 

is detennined by the turbulent Reynolds number, 

(8) 

The computational time required is proportional to ReL.l/4, leading to the total 

calculation expense proportional to ReL9/4 * Re[3/4 = ReI3
. Giving that the completion 

of a single-cell calculation along one dimension on a RL = 5* 1 05 case (which is 

typical for industrial combustion) needs 100 iterations, the computer has to carry out 

100 * (5 * 105 Y = 1.25 * 1019 calculations for a 3-D case. It takes about 4 weeks for a 

fastest computer (around 6* 1 012 calculations per second) to complete the above 

simulation. So it is practically expensive or even infeasible to carry out DNS for most 

of the industrial flows with high-Reynolds-number. The main purpose of applying 

DNS on some low Reynolds flows is to provide turbulence details for validating and 

improving other turbulence models. Detailed discussion on DNS can be found in 

several review articles by, e.g., Rogallo and Moin [[91, Reynolds 1201 and Schumann 1211. 

1.2.4 Large Eddy Simulation (LES) 

Large eddy simulation is a technique intennediate between DNS and RANS 

approaches. All the instantaneous quantities inside the flow are divided into two parts, 

the large-scale part that can be solved numerically and the sub-grid scale (SGS) pat1 

that needs to be modelled, 

Q=Q+Q' (9) 
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The resolved scale is generated by a filtering process, 

Q(x) = fQ(x')G(x,x')dx' 
o 

f p(x')Q(x')G(x, x')dx' 
(10) 

Q(x) = =0 ______ _ 

f p(x')G(x, x')dx' 
n 

where O(x,x') is the filtering function. Similarly to traditional CFO time averaging, a 

tilde is used to denote the density weighting. 

The accuracy of large eddy simulation relies on the amount of directly solvable scales 

and the appropriateness of SOS models. Theoretically speaking, the smaller scale it 

can solve directly, the better prediction is expected. On the other hand, however, the 

smaller scale it solves, the more computational expenses it requires. So the application 

of LES is the compromise of computational accuracy and efficiency. 

Comparing to DNS, the impressive advantage of LES is that it can be applied to high 

Reynolds number flows. With the SOS quantities filtered out, the computational 

expense is reduced to an acceptable level for present computers. It is well believed 

that turbulence flows are dominated by energy-bearing large eddies. The SOS scales 

are more homogeneous and more likely to be described by universal models. The 

accuracy of LES has been proved by many researchers at various appl ications [19,22-
241. 

Although filtering process is applied on both RANS approach and LES, there is a 

systematic difference that needs to be addressed. The filtering process in RANS 

approaches, generally regarded as time averaging, gives an average of a variable over 

10 



a certain period. All the instantaneous information is lost and the result of the tllteri ng 

does not represent the on-the-spot movement of the flow, which harms the accuracy 

of the simulation. In LES, an instantaneous fluid motion is regarded as a 

superimposed outcome of the large scales and the sub-grid scales, both of which 

represent the instantaneous motion. The flow variable is spatially averaged over the 

domain. 

1.3 Large Eddy Simulation 

As stated above, there are two main issues in LES: the filtering process and the SC;S 

modelling. 

1.3.1 Filtering Process 

The smallest resolvable scale is determined by the filter width L\. Scales smaller than 

the filter width are filtered out and need to be modelled. The filtering, indicated by eq. 

10, is formally and quite generally expressed by a convolutional integral. Di ffercnt 

filtering functions generate different levels of filtering, with different levels of 

computational complexity and accuracy. It has to be pointed out that although the 

filter width does not have to be in consistence with the computational cell size, 

practically the computational cell size should be no larger than the filter width. 

Detailed discussion of filtering process has been described by Shi 1251. 

Various filtering functions have been proposed during last 40 years. One of the most 

popularly used filters is the box filter. The large scale is generated by averaging the 

instantaneous value over a 3-D domain regulated by L\x I, ~X2 and ~Xl, 
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, Ix-x'i ~ I1x/2, i = 1,2,3 
~1~2~3 

G(X',X) = ( II ) 

0, Ix-x'i ~ I1x/2, i = 1,2,3 

Box filter is easy to be numerically coded. And it has been proved practically efficient. 

However, its Fourier transfer has negative values in some regions, which causes 

computational instability. And due to the inconsistency of filter function at different 

regions, it is difficult to carry out differentiation at the edge of the box unit. 

In the spectra, the box filter can be written as Fourier Truncation Filter by simply 

cutting off all the waves with an absolute value bigger than Ko. The description of 

other filtering functions can be referred to Shi [25]. 

1.3.2 SGS Modelling 

After the filtering process being applied to the flow governing equations, the 

simplified N-S equations are written as following: 

Conservation of Mass 

ap + apli =0 ( 12) 

at ax, 

Conservation of Momentum 

--+ +-= +---(1' (
apu a(puv») ap -r ar,1 
at ax, ax,' ax, 'I 

(13) 
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Conservation o[Energy 

a (-h-) a(phu) Dp _ ""m a (k aT) a (" h-(-D) ay;) . - p + ---q +- - +- L. P --/( at ax, Dt ax, ax, ax, I I I ax, 'j 
( 14) 

Conservation o[Species 

(15 ) 

Equation o[State 

( 16) 

The last items in eqs 13-15 represent the SGS contribution of momentum, energy and 

mass transfer, respectively. They are added into the equations to keep the system 

closed. 

With the increasing requirement of detailed information about fluid dynamics and 

structures, the influence of SGS quantities can no longer be neglected. All the SGS 

items need to be modelled using solved scales and/or some empirical constants, 

(17) 

There are several issues that make the refinement of SGS modelling necessary. Firstly, 

in the experimental works on some small fires some researchers found that the energy 
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backscattering from SGS quantities into the mam flow is responsible for the 

discrepancy between traditional simulation results and experimental measurements. 

Secondly, in 3-D studies, where eddies are affected interactively at a1l directions, the 

SGS contribution plays a critical role in balancing the whole system. Finally, when 

chemical reaction is involved in the flow, the scale of combustion is norma1ly much 

smaller than the size of a computational cell, which makes it a compulsory 

requirement to have an appropriate SGS combustion model to describe the reaction 

process properly. 

Since the first SGS turbulence model developed by Smagorinsky in 1963 12(ll, which 

was originally used for climate analysis, there have been hundreds of SGS models 

developed and applied to different applications. Initially started with SGS turbulence 

models, there is similarity between the construction of SGS turbulence models and 

other SGS models (energy and mass). In this chapter the varicties of SGS turbulence 

modelling and SGS combustion modelling are presented. 

1.3.2.1 SGS Turbulence Modelling 

There are several different types of SGS turbulence models in terms of construction 

principles. The methods of constructing a SGS model vary in a relatively wide range. 

In general there are three main streams: eddy viscosity models (EYM), Scale 

Similarity Models (SSM) and Dynamic Approach. 

Eddy Viscosity Models (EVM) are based on a local equilibrium mechanism that on 

spot inside the flow, there is a balance of molecular diffusion between the resolved 

scales and the SGS. 
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The sub-grid scale turbulence stress is given by, 

( - -J au ov 
(J" - -+­

IJ - Jil ax, ax, 
( 18) 

In eq. 18, the eddy viscosity flt has to be modelled. There are several ways of 

modelling the eddy viscosity, which will be described later. 

It is clearly seen from the mechanism that eddy viscosity models have good 

behaviours in fully developed turbulence, which has been proved by other researchers 

[27-
291. While in the laminar or transition regions, where the energy transport is mostly 

not in an equilibrium state, eddy viscosity models may be inadequate 1301. 

As most of them are easy to be implemented into numerical codes, eddy viscosity 

models have been widely used in turbulence analysis and other relative applications. 

Typical eddy viscosity models include Smagorinsky model 1261, Ferziger model Inl 

and the Gradient model [31,32]. From eg. 18, the difference between those SGS models 

exists in the modelling of sub-grid scale viscosity flt· In the Smagorinsky model, 

(19) 

where Cs is the Smagorinsky constant, jj. is the filter width and lSI is a measure of the 

local strain rate, 

(20) 
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Another filtering width (~= ~ ~2 + Lly2 + &2 ) was also tested for comparison 

but no significant difference had been found [30]. 

It was found that the Smagorinsky model exhibited better behaviours when the 

turbulence integration length is less than filter width ~. To meet the requirement of 

larger integration length, Ferziger [22] proposed the following modification: 

(22) 

where L = K3/2
E-

1 is the characteristic integral length 

K = O.5(U2+v2+~) is the kinetic energy 

C is a model constant. 

The Gradient model was first proposed by Clark et al. [31] and revised by Liu el at. [321: 

(23) 

It comes from the Taylor expansions of the similarity model (ai, = uv - uv), which 

is believed to be less dissipative than EVM. 
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(24 ) 

(25) 

(26 ) 

This model is chosen because of its higher efficiency In actual simulations when 

compared to the similarity model [271. 

Although they are popularly used in many industrial applications, eddy viscosity 

models do have some shortcomings. The first one is the dependence on empirical 

constants. For example, the Smagorinsky constant Cs has been suggested different 

values for different flows and boundary conditions [22.27.33,34]. Instead of assigning a 

constant, some dynamic approaches have been developed to determine the coefficient 

locally[27.35]. Details about dynamic approaches will be discussed later. 

Another disadvantage of eddy viscosity models is that they do not have the 

mechanism to represent the energy backscattering from SGS quantities to the main 

flow. The eddy viscosity remains positive during the simulation. As a result of that, 

the simulation predictions with eddy viscosity models usually look too dissipative to 

the experimental measurement [27.30]. 

As a proposed solution to the over-dissipation, another mechanism of constructing 

SGS models called Scale Similarity Models (SSM) is introduced to represent the 

effect of energy backscattering. Scale similarity models are based on the assumption 
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that the velocities at different levels of scales gIve rise to turbulent stresses with 

similar structure [27]. So one can use the smallest resolved scale to simulate the SGS 

quantities, 

(J" = uv - UV 
'I (27) 

The SGS stress in the above equation can be either positive or negative. \\hich 

represent energy entering or coming out from the SOS quantities, rcspectivdy. 

Because the double filtering is significantly more computationally expensive in some 

cases, it is difficult to apply pure SSM to simulations. Some improvement has heen 

done by other researchers [31,32] and more work is on the way. Another disadvantage 

of SSM is the computation instability observed (Vreman el 0/ 13(1 ). 

Some more advanced ways are required for SGS modelling to combine the 

advantages of EVM and to rectify their shortcomings. The dynamical approach 

proposed by Germano [37] is believed to be one of them. Prior to the dynamic 

approach, some researchers suggested a mixed model, simply combining an EVM 

with a SSM, 

( - -) au ov == == 
ail = J.l1 - + - + a(~v - uv) 

oX
I 

AX, 
(28) 

In eq. 28 a is a coefficient balancing the participation of EVM and SSM in the mixed 

model. The value of a needs adjustment with different applications. And this model 

has difficulty in numerical coding. 
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Finalising the above discussion, an appropriate SGS turbulence model should possess 

the following characteristics: 

1) Universal for different applications (Spatially universal) 

2) Suitable for different stages within a reaction (Temporally universal) 

3) Able to represent the energy backscattering 

4) Numerically stable and minimal systematic error 

5) Computationally effective and efficient 

Based on Smagorinsky expression, a dynamic approach aiming at solving the above 

problems was proposed by Germano et al [371. Similar dynamic approaches have been 

developed and implemented by many researchers as a solution to the deficiency 

caused by EVM and SSM [21-
241. In the current Ph.D research, a dynamic approach 

based on Germano's proposal has been modified and numerically constructed by the 

author. The details of the numerical procedure are described in Chapter 2, while the 

application of this dynamic approach is illustrated by a bluff body burner case 111 

Chapter 5. 

1.3.2.2 SGS Combustion Modelling 

Apart from LES on buoyancy-driven flows, the prediction on fire scenarios is another 

big issue in the current research. The involvement of chemical reactions increases the 

complexity and uncertainty inside the flow. Accounting for chemical reactions in LES 

requires knowledge of the distribution of reactants within each LES grid cell. Inside 

the reaction zone, the flow characters are dominated by the reaction rate rather than 

the turbulence mixing. There are many parameters that could affect the reaction rate: 

physical properties of reactants, concentration of reactants, boundary conditions, 
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initial conditions, radiation, etc. For example, Sinai PXJ has reported the instabilities of 

pool fires with and without cross-wind. Briefly, there are some distinctive characters 

of reacting flows that differ them from the non-reacting flows: 

1. In the reaction zone, the flow properties are dominated by the chemical reaction 

rather than by buoyancy. In the fully developed turbulence area, however, the 

flow is driven by density stratification. 

2. There are much more uncertainties lying in the reaction zone. 

3. The combustion scale (O.1mm ~ Imm) is generally much smaller than the 

computational grid scale (Imm -- lOmm) currently acceptable by most computers. 

So it is impossible to solve the combustion scales directly. The combustion has to 

be modelled. 

4. Due to the variety of chemical reactions, mathematical models of the fire process 

require a wide database for verification and guidance. 

Several approaches have been proposed to describe the combustion 1
2

.3')-,\-11. The key 

issue in combustion modelling is the proper description of the combustion process. As 

stated above, the combustion scale is one order in magnitude smaller than the 

computational grid. The direct calculation of combustion is computationally 

impractical and the chemical reaction needs modelling. Briefly, the following 

approaches were used for applications in industry and laboratory studies. 
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Thermal particles 

In the early stage of fire simulation, the pool fire was described as an assembly of 

thermal particles ejecting out of the burner. They were carrying an initial velocity. 

determined by the heat input rate and the fuel properties. The burn-out time \vas set 

for those particles and they vanished after the reaction. At the same time step. the 

species concentration was then adjusted by the heat release rate 1
2

1, 

r: = r: + I1t * slac * Q / p (29) 

where ~t is the time step, sfac is a transfer coefficient and Q is the heat release rate 

assigned by the user. 

The big advantage of this approach is the simplicity in the calculation. It was found to 

be an effective tool to simulate the large-scale fire when the overall distributions of 

mean quantities (temperature, velocity, etc) are of the main interest of research. 

However, describing fires as thermal particles inevitably prevents this approach from 

being used for more detailed research. The reaction rate term in eq. 15 was omitted 

when solving that equation. The burn-out time sets the life duration of each particles, 

making it impossible to represent the re-iginition. The ejecting particles arc less 

sensitive to the entrained air, causing the huge discrepancy to the experimental 

measurement [301. 

Arrhenius Law Based On Filtered Quantities 

Low Reynolds number, non-premixed combustion IS one of the typical types of 

combustion phenomena. A lot of attention has been paid on the tiltered reaction 
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rate W . The simplest approach is called "Arrhenius law based on filtered quantities" 

[45], which neglects sub-grid scale contributions. 

-.- -2---b E 
W =Ap YY T exp(----=) 

I 0 RT (30) 

where A is the pre-exponential constant, E the activation energy and R the perfect gas 

constant. This assumption is generally used in the cases where chemical time scale is 

longer than turbulent time scale [45] (Da<l). 

Extension of Favre Average Models 

Another simple approach for the reaction rate in non-premixed combustion is the 

extension of the Magnussen model [45], 

-. I. Yo Yp 
W =ap-mm(Yf ,-,/3-) 

tSGS r 1 + r (31 ) 

where r is the stoichiometric air-fuel ratio. It has to point out that equation 31 is based 

on the assumption of one-step, irreversible combustion. 

Although it looks attractive, such a simple expression may have some deficiencies 

because of the neglect of so many parameters (type of fuel, boundary conditions, etc.). 

In practice, eqs. 30 and 31 have not been extensively tested yet. 

Linear Eddy Model 

A popularly used combustion model in LES is Linear Eddy Model (LEM) 145 1, which 

has some characteristics different from other field models: 
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• The key principle of LEM is to retain the distinction between molecular diffusion 

and turbulence stirring. The advantages of LEM appear when one wants to get a 

more efficient study of Schmidt number. 

• Molecular diffusion is implemented by the numerical solution of the diffusion 

equation over the linear domain for each species 1461, using Fick's Law: 

ar: = pD a2 r: 
at ax, (32) 

when used for combustion, a reaction rate should be involved: 

or, D 02r, .", 
-=p --+w 
at ax,' (33) 

• Turbulent stirring is represented by the spatial rearrangement of the species field 

within a specified segment. It is characterised by the spatial position xo, length of 

segment I, PDF of length distribution f(l) and rate parameter A. Values of f(l) and 

A for high Reynolds number flows were given by 1471: 

8 

5 I J 

1(1)=3 _~ _~ 
17'-L' 

(34 ) 

(35 ) 

• The linear eddy model aims at resolving all relevant scales 1431. When applied in 

LES, only sub-grid scales are involved. Other processes called splicing events are 

incorporated to represent the convective transport across each grid cell. 
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• In LES, the domain for LEM is usually chosen as the smallest resolved scale (e.g. 

a single grid cell). The smallest unresolved length scale is decided by 

Kolmogorov scale. Thus, the scalar information of LEM can be described with a 

one-dimensional array oflength N [461, 

(36) 

• LEM is generally carried on in one dimension because it is really a time-

consuming process. DNS is required within each computational cell. 

• As described before, chemical time scale in non-premixed combustion is generally 

shorter than turbulent mixing time scale, which leads to a much higher frequency 

of LEM spatial re-arrangement and Fickian diffusion process than the large scales. 

So it is expected that a number of LEM processes are performed between each 

time step in LES [471. 

Probability Density Function 

Another simulation approach for non-premixed combustion is probability density 

function (PDF), which is under the assumption that the species mass fraction YI and 

the temperature T are functions of passive scalar Z, 

A. ~: - ~) + 1 
'P 0 0 

Z =~. ~) (38) 

¢ + 1 

where <l> is the chemical equivalence ratio, 
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o 

¢ = r~~ 
-0) 

(39) 

When incorporated with Dirac D-function, the species mass fraction can be expressed 

as (48) , 

I 1 +00 

~. (x,t) = f~: (1//)- Jp(If/)b'(Z(x',t) -W)G(x - x')dx' dIll 
o P-oo 

I 

= f~: (If/)P(If/,x,t)dl// 
(39) 

o 

The probability density function P(\jI,x,t) may be either determined by assumption 1~41 

or derived from a transport equation [49]. Little work has been done so far to test the 

PDF. 

Laminar Flamelet Model (LFM) 

The principle of LFM is to use a conserved scalar S, called mixture fraction. its 

variance, ;2 , and scalar dissipation rate X to simulate filtered species concentration 

~ and reaction rate W . There is some transport equation for filtered species 

concentration ~ (such as the filtered version of eq. 33). To solve such an equation, 

the filtered reaction rate W needs to be modelled. 

The mixture fraction S and scalar dissipation rate X are defined as following [50], 

y _ ~) + 1';)2 
I r; = r r 

y 
y+--'.'l 

t I 
r 

(40) 
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(41 ) 

where subscripts f, 0 and p represent fuel, oxidizer and product, respectively. Yn is 

the species concentration of fuel in the fuel stream and Yo2 is the specics 

concentration of oxidizer in the oxidant stream. Pc is the dimensionless Peclet number 

representing the relative strengths of convection and diffusion. It has to point out that 

eqs. 40 and 41 are based on two-feed non-premixed combustion with single fuel. 

Assuming the flame is locally steady, and that ~ is a monotonic function of the local 

coordinate normal to the flame, the species concentration of the fuel YI can be 

expressed in terms of~. Eqs. 33,40 and 41 combine to give [SOl, 

(42) 

Several items in eq. 42 have been neglected when Da» I 150]. From its definition. it 

is easy to get the following boundary conditions [501, 

(43) 

(44) 

The species concentration of oxidizer and product then can be obtained by 1511, 

(45) 

(46) 
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Then the filtered quantity is given by [501, 

(47) 

where P(~) is called probability density function (PDF). Calculation of XO (the 

filtered value of the local peak of x within the layer x 0) is described later in Chapter 

2. A similar way is applied to obtain 11; . 

In LFM, both I: and 11; are modelled by ~, ~2 and X. On the other side, LES is 

running to get ~, ~2 and X. To get the right relations between ~, ~2 , X and r: ' 

tV ,a look-up table has to be constructed before running LES calculation. Details of 

the construction of a look-up table are presented in Chapter 2. 

Mixture fraction model in FDS (Fire Dynamics Simulator) 

The mixture fraction combustion model was devised and implemented by the FDS 

developer McGrattan and his colleagues [2] and thus already embedded in FDS. It is 

based on the same concept of mixture fraction as defined in eq. 40 and assumes that 

the chemical reaction is controlled by the mixing process of reactants. However, the 

governing equation for mixture fraction is written in a more simplified form, 

-
P D~ = \1 . pD\l ~ 

Dt 
(48) 

Similar to the laminar flamelet approach mentioned earlier, combustion can only take 

place at the stoichiometric surface. As the model was originally designed for 

simulating large fires, some simplifications have been applied. Firstly, the combustion 
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is assumed to be infinitely fast, which means the fuel and oxidiser do not co-exist on 

the stoichiometric surface. This leads to the "state relation" between the oxygen mass 

concentration and the mixture fraction [21, 

~ < ~ 51 (49) 

~ > ~ 51 

Once the mixture fraction is calculated, the oxygen mass concentration can be 

determined by eq. 49. Then the mass concentration of fuel and products are obtained 

accordingly. 

Secondly, the SOS term in the governing equation of mixture fraction is omitted. This 

is believed to be suitable if only the large-scale effect of the combustion is of interest 

[21. Finally, the heat release rate is calculated from the oxygen consumption rate 

following Huggett [521. 

(-D) I I~-CI 
P I+-.I.k £... 

2· UL. (50) 

1.3.2.3 Summary ofSGS modelling 

In the large eddy simulation of fire scenarios, the computational etIectiveness and 

efficiency of both SOS turbulence modelling and SOS combustion modelling play 

determining roles on the quality of simulation results. When the simulation scale of 

interest becomes smaller and smaller, the importance of SOS modelling has gone far 

beyond just keeping the governing equations closed. The including of SGS 

contribution can remedy to some extend the shortcomings brought by the coarse mesh. 
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As the current capacity of modem computers is hard to cope with the full DNS 

calculation for high Reynolds number flows, the precision of large eddy simulation 

relies very much on an appropriate representation of SGS motions. Especially when 

chemical reaction is involved, the minor scale of combustion makes the modelling a 

compulsory requirement for the current simulations. 

Various approaches of SGS turbulence modelling have been listed in this Chapter. 

Most of them are using the resolved scale to obtain the SGS quantities. Choosing an 

adequate SGS model has to consider various parameters such as numerical feasibility, 

prediction accuracy and computational efficiency. In terms of SGS turbulence 

modelling, the EVM are good in numerical coding while the SSM possess bcttcr 

mechanism of representing energy backscattering. In the current Ph.D research, the 

formulation of Smagorinsky model is used due to its numerical efficiency. Effort has 

been paid for a dynamic approach based on an EVM fom1Ulation. The dynamic 

approach has included some double filtering process that is usually employed in SSM 

to determine the model coefficient dynamically. Comparing to the EYM, the dynamic 

approach increases the computational expense but is expected to generate a better 

model coefficient. The details of constructing the dynamic approach are explained in 

following chapters. 

The SGS combustion modelling adopts a similar formulation as the SGS turbulence 

modelling. Comparing to the turbulence movement, the tiny scale of combustion 

brings more difficulties to the modelling. The detailed numerical description of 

combustion process is not possible due to the number of uncertainties and the high 

frequency of changes. Furthermore, the interaction between combustion and 

29 



turbulence covers different magnitudes of scales, which is extremely difficult for 

numerical calculation. Some SGS combustion models listed in this Chapter 

deliberately separate the turbulence and combustion to simplify the calculation. 

Among them, the laminar flamelet model has been found successful in pool fire 

simulations. 

1.4 Objectives and Structure 

Based on the overall understanding of CFD and LES, the main objectives of this 

dissertation stay in the development and application of SGS modelling in the large 

eddy simulation on turbulent diffusion flames and pool fires. In nowadays the 

applications of fire and plumes have been extended to various branches of industry. 

The numerical simulations on fire and plumes have turned to a compulsory 

requirement in modem research. Traditional CFD approaches have been gradually 

proved to lose the advantages with the increasing demand on studying the dynamic 

behaviours inside the fires. As an enterprising numerical tool, LES has been 

increasingly acknowledged in the simulations involving combustion. It keeps the 

numerical calculation while taking into account the SGS contributions. Given a proper 

mesh resolution, LES could produce reasonably good predictions for some high­

Reynolds flows. As the SGS contribution in LES is of critical importance to the 

accuracy of predictions, the appropriate use and refinement of SGS models could 

significantly improve the profile of turbulence/combustion model I ing. 

The mam branches of contribution within the current Ph.D research can be 

summarised as following, 
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1. Both SGS combustion modelling and SGS turbulence modelling have been 

systematically studied. Based on the laminar flamelet model 1441 some 

modifications have been applied to make the new combustion model more 

efficient to simulate pool fires and bluff body jets. The modifications exist in the 

filtering out of acoustic effects, formation of look-up table and the interaction 

between turbulence and combustion. 

2. The dynamic approach of SGS turbulence modelling has been numerically 

constructed and applied to the simulation of bluff body fires. The involvement of 

double-filtering and the third-dimensional average process have improved the 

prediction accuracy systematically. However, they have also brought difficulties 

in numerical coding and computational efficiency. 

3. The dynamic behaviour together with the statistic characteristics of pool fires 

have been analysed in details using large eddy simulation. In this dissertation the 

simulation of pool fires is validated by the experimental data and other 

established numerical works. During the validation, the advantages of LES over 

traditional CFD have been highlighted. 

4. The application and optimisation of FDS codes have been done in terms of 

simulating pool fires and bluff body flames. Various types of combustion models, 

radiation equations and meshing tools have been experienced. The current 

research has composed a rich bunch of simulation works (which may not be listed 

in the dissertation in total). The comparison drawn from those simulations has 

fulfilled the optimisation of a fire-simulating LES package. 
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Chapter 2 Numerical Modelling 

Based on the overview of CFD and LES, the present research focuses on the SGS 

modelling in LES. The SGS modelling includes the test and validation of existing 

models, physical analysis of each model, construction and coding of new models and 

incorporation of new models into existing LES software package. The new models are 

generally tested and validated by other available simulation results and experimental 

measurements. 

The LES software package used for the simulation was developed by McGrattan and 

his colleagues at National Institute of Standards and Technology (NIST), U.S.A. The 

package is called 'Fire Dynamics Simulator' (FDS). It is being tested and validated by 

users all over the world. It aims to simulate the industrial fire applications at relatively 

large scales. The governing equations in FDS are based on filtered N-S equations (eqs. 

12-15), with some necessary simplifications. The pressure is practically replaced by 

the background pressure to filter out the acoustic effects and the flow is treated 

incompressible. The simplified equations, developed by Rehm and Baum [531, have 

been widely adopted by the larger combustion research community. They are referred 

to as the "low Mach number" combustion equations. 

In FDS, the simplified version of filtered N-S equations (eqs. 12-16) is numerically 

solved. However, the conservation equation of energy (eq. 14) is not solved directly. 

Instead, an equation of divergence constraint is calculated, 
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The airflow described by those equations is moving at a speed lower than the sound 

speed. The acoustic effect in the original N-S equations has been filtered out. In FDS. 

Damkohler number [45] is introduced to identify different types of combustion. 

(52) 

Where tl is the turbulence time scale and tc is the combustion time scale. The 

Damkohler number compares the different time scales of turbulent mixing and 

chemical reaction in combustion. In most non-premixed combustion cases, reactions 

typically take place within thin diffusion zones at a fast rate. The chemical time is 

much shorter than turbulent time, which leads to Da» 1. 

As the diffusion zones where the majority of reaction takes place are usually too thin 

to be resolved by a LES mesh, combustion needs to be modelled to take into account 

the distributions of each reactant. Complexity and uncertainty of combustion 

phenomena make it difficult to construct a proper model for the general use of all 

types of combustion. However, much work has been done by other researchers for 

equilibrium chemistry [35.44,54-55] and non-equilibrium chemistry \56-59J. The present 

study will start with the one-step, irreversible combustion, 

F + rO ~ (1 + r)P (53) 

with F, 0 and P representing fuel, oxidiser and product, respectively. 
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The numerical program is coded by the author using FORTRAN 90. There are two 

branches of SGS modelling involved in the present research: SGS turbulence 

modelling and SGS combustion modelling. 

2.1 Dynamic Approach in SGS Turbulence Modelling 

The details of various SGS turbulence modelling have been described in Chapter 1. 

The SGS turbulence model adopted in FDS is the Smagorinsky model [26[ due to its 

relatively simple application into real simulations. The model constant C is set to 

0.17, which is believed to be reasonably good for most of the large fire applications [21. 

Some comparative tests have been carried out by the author on buoyancy driven flows 

with different values of Cs, ranging from 0.1 to 0.2. No signi ficant di fference has been 

found in terms of the predictions on main flow characters (temperature, velocity, etc.). 

Following this, the constant for the Smagorinsky model is set to 0.17 for all cases in 

the dissertation where the model is used. 

As stated in Chapter 1, however, the systematic shortcomings of Smagorinsky model 

bring out the necessity of improvement on SGS turbulence modelling. The 

insufficiency of representing energy backscattering makes the Smagorinsky model 

(and other EVM) too dissipative for the prediction on laminar/transition flows. And 

the constant coefficient is found inadequate for various flows or even for the same 

flow with time-changing conditions. Based on the formation of Smagorinsky model, 

Germano et al proposed a dynamic approach for the detennination of model 

coefficient (named "G4 closure" in his paper [37]). This dynamical approach is based 

on the combination of SSM and EYM. However, it is not as simple as a pure "add-
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together". The format of the dynamical approach comes from the EYM, with a double 

filtering process applied, which is similar to that in the SSM. 

The dynamical approach alms to determine the value of model coefficient 

instantaneously using the smallest resolved quantities. As stated in Chapter I, a 

double-filtering process is applied in the dynamical approach. In LES, the large-scale 

(numerically resolved) quantities are obtained by the convolution of the velocity and 

pressure fields with a filter function. In the dynamical approach, two different filtering 

operators are defined: one is the grid filter G , denoted by an overbar. The integral is 

carried out over the entire computational domain. The other is usually called the test 

filter G , denoted by a tilde, 

Q(x) = fQ(x')G(x,x')dx' (54) 

The test filter width is usually larger than that of the grid filter. Different ratios or the 

two filter widths (a = ~ ) were examined and simulation results at a = 2 were found 
~ 

in best agreement with the experimental measurements [371. 

Practically, the double filtering process can be implemented by G = GG \371. 

Similar to the SGS stress term in LES (T
" 

= u,u, - U, u, ), the SGS stress term after 

applying the double filtering process G to the original Navier - Stokes equations is 

written as, 
A.."t __ 

T - --I, - U,U, -u,u, (55) 
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The resolved turbulent stress is defined as, 

(56) 

Combining eqs 55 and 56 results in following algebraic relation 160
1, 

(57) 

According to its definition, the resolved turbulence stress Lij represents the 

contribution to the Reynolds stress by the scales whose length is intermediate between 

the grid filter width and the test filter width. The advantage of introducing Lij is that it 

can be calculated directly. 

As already used in LES, the Smagorinsky model for the grid-filtering SGS stress is 

written as, 

(58) 

Similar to it, the test-filtering SGS stress is modelled as, 

(59) 

Combining eqs. 58 & 59 and contracting S" on both sides, eq. 57 is re-written as, 

(60) 
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In eq. 60 C is a function of location (x,y,z) and time t. S ii is introduced to ensure the 

calculation stability. 

However, it has been found in calculation that the quantities inside the parentheses in 

eq. 60 could become zero, which makes the coefficient C indeterminate or ill-

conditioned. Therefore, C is determined by carrying out a Eulerian average process 

for eq. 60 along the third direction, in which all the variables are assumed to be 

homogeneous, 

The above dynamic approach (known as "G4 closure" in the LES society) is based on 

the Smagorinsky formulation, but allows for temporal and spatial variability of the 

coefficient. It has been used to compute high Reynolds number channel flows 1(11 I, 

buoyancy-driven flows [62-641, turbulent recirculating flows W'I and stratified Ekman 

layer flows [661. Moin et al. [67] have also extended it to compressible flows. 

Initially the application of G4 approach was obstructed by its complexity of 

computation. It needs double-filtering within each time step and the coupling iteration 

between governing equations. Some simplified models have been proposed for 

particular applications [48.68]. The difference on the computational efficiency is 

obvious. The usage of dynamic approach should be the compromise of accuracy 

requirement and computational efficiency. On the view of future development, 

however, dynamic approach is believed to be the ultimate solution for SGS turbulence 
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stress in LES. In the present research, the applications of the dynamic approach are 

described in following Chapters. 

2.2 SGS Combustion Modelling 

2.2.1 Laminar Flamelet Model 

In the laminar flamelet model, the calculation of SGS combustion (referred to as 

"LFM calculation") is relatively independent from the LES calculation. A look-up 

table that relates the species concentrations to the mixture fraction is constructed in 

the LFM calculation. Once the instantaneous mixture fraction and other parameters 

are determined in the LES calculation, the corresponding species concentrations could 

be obtained from the look-up table. The detailed numerical procedure of constructing 

a look-up table is described below. 

1. Choose values of ; , ;2 , X as inputs. 

II. Calculate F(S) and P(S) using the following equations, 

F(c;) = exp f-2[erj' (~-l)r} 

P(~) 

a 
b==-a, 

; 

.; <I-I (1-'; )h-I 

B (a ,b) 

III. The local peak ofX can be expressed as 151 1, 

(62) 

(63) 
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(64) 

The filtered value of the local peak of X within the layer XO 

( < < ). b· d b [~Ol 
XO min - Xo - XOmax IS 0 tame y - , 

(65) 

IV. Replace X by XoF(~) in eq. 42 and use the boundary conditions in cqs. 43 

and 44 to get Yt{~, Xo ). Please note that reaction rate in eq 42 is based on 

Arrhenius expression in eq 30. 

V. Use eq. 47 to get filtered value Y/ (~,~2 ,X). 

VI. Construct the look-up table by repeat steps I-V for the full range of ~ , ~ 2 , X 

as expected by LES. 

In compressible flows, one has to take into account the variance of density and 

temperature. For most of combustion, the Mach number is low, yet the density may 

vary due to heat release other than flow velocity. In low Mach flows, the state 

equation for ideal gas can be simplified as [51], 

p(O) = pT 

(66) 
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The first-order of thermodynamic pressure p(O) is expected to remain constant in space 

and time if the combustion takes place in an open domain [51.691. In such a regime. a 

relation can be established between T, p and Yr,~. Full description can he found in 1511. 

Instead of solving eg. (14) directly, the temperature is linked to VI' and S by. 

T = [T. - T + (r - 1) h ].;: + T _ (r - 1) h . Y 
I 2 f '=' 2 f f r r 

(67) 

The methodology for compressible flows is listed blow [50J, 

I-V. The same as steps I-V for incompressible flows 

VI. Insert LFM solution Y
f 
(;,;2 ,X) into eg. 67 to get the temperature. 

VII. Use eg. 66 to get density. 

VIII. With P and P(~) known, a Favre-filtered process is applied to re-calculate 

- lP'~' P(;)d; ; = -"'------
lP'P(;)d; 

-2 !p.;2 'P(;)d; 
; =-----

!P' P(;)d; 

(68) 

(69) 
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IX. Repeat steps I-V using ~,~2 to get the tabulated valuc y/ (:[,:[" ,X) 

X. Repeat steps I-IX for a full range of ~, ~2 , X as expected by LES. 

V · d'fi' fLFMh b d' 1(,17()71I' I d' anous mo 1 IcatlOns 0 ave een propose In recent years ' , Il1C U Il1g 

the modifications on the definition of mixture fraction 1
70

1, the calculation of scalar 

dissipation rate [61J and the conditional source term in the goveming equation of 

mixture fraction [72J. However, these modifications would inevitably increase thc 

computational expense. As the boundary conditions of the pool fires and the bluff-

body flames in current research are well defined and the flow structure is usually 

stable, the original form of LFM is believed to produce sufficient accuracy. 

2.2.2 Modified Laminar Flamelet Model 

The SGS combustion model employed in the present research is called "modified 

laminar flamelet model (MLFM)". It is based on the theory of laminar flamclet 

model. When put into numerical programming, the LFM has been modi fied to make 

the SGS combustion model more efficient for the pool fire simulations. The major 

modifications can be briefed as following: 

1) As the laminar flamelet approach is interacting with the SGS turbulence 

calculation in LES, some simplifications made in FDS codes are accepted in 

the LFM calculation as well. For example, the acoustic effect has been 

filtered out. 
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2) The combustion dealt with in FDS is assumed infinitely fast, which causes it 

impossible for the fuel and oxidant to co-exist on the spot of combustion 1
2

1, 

Although the laminar flamelet model has been extended to cope with 

. d d 'I'b . b' ['iO 'i\ h'>]' I I . I premlxe an eqUi 1 num com ustIOn . ,., ,111 t le current researc 1 It las 

been modified to solve the non-premixed, "fast", ilTeversible reactions as they 

are typical in pool fires, 

3) In the current research, energy is calculated according to eq. 66. To take into 

account the effect of the radiant heat loss, eq. 66 is modified as, 

(70) 

Where /I" Trad represents temperature change due to radiative heat loss and its 

calculation will be described later in the paper. When using eq. 70 to 

calculate the flow temperature, the computational time is reduced without 

impacting the simulation quality. 

4) Some simplifications are introduced to the governing equation of the mixture 

fraction to further increase computational efficiency. As stated in LFM 

calculation, ~, ;2 , X are chosen as inputs. As stated in Chapter I, ~ , s ~ , 
X are obtained from LES calculation. ; is obtained through its transport 

equation, 

-- --- (-] ap; a(p~u) 1 a a~ 
--+ = - j.1- +~, 

at ax; Re Sc ax; ax; , 
(71 ) 

42 



In eq. 71 S~ represents the sub-grid scale quantities, 

(72) 

In analogue to SGS turbulence modelling, the transport equation of mixture 

fraction is re-written as follows. Here the modelled turbulent viscosity ~ll is 

used to replace ~ and therefore includes the contribution from SGS term s;. 

(73 ) 

~2 can be obtained either by solving a transport equation [SII or by modelling 

(73). In the present study, the following model is used to get ~2 • 

(74) 

where C~ is a model constant and /1 is the filtered length in LES. 

Generally, X is obtained by modelling [50,51,73). The present investigation uses 

the following model (73), 

(75) 

As both ~2 and X can be obtained from the derivative of ¢ , the originally 3-

o look-up table in LFM calculation could be mapped to a 1-1) look-up table. 
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The species concentration can be located by the mixture fraction only. This 

simplification brings significant advantages in computational efficiency. 

2.3 Radiation 

Another important issue in SGS modelling is the proper description of radiative heat 

loss. In fire applications, part of the heat generated by the chemical process is lost by 

radiation. The determination of the amount of radiation loss plays a critical role in the 

prediction on heat and energy transfer of a fire scenario. The radiation calculation in 

FDS has experienced a series of improvement. In the earlier version of FDS, a 

constant fraction of 35% was simply used to account for the radiation loss. This 

approximation did make contribution to the simplification of the whole calculation. 

However, it had been found inappropriate for an advanced simulation. The radiation 

percentage is a function of fuel properties, boundary conditions, combustion process 

and the reaction time. The heat may be absorbed by the soot and/or the surrounding 

walls. Depending on the reference temperature, the absorption rate to the wall varies. 

In certain cases the heat is released back to the flow ti'om the wall if the main flow 

experiences a quick temperature drop (for example, fire extinguishment). 

The constant ratio of radiative heat loss was later replaced by a simple radiation 

transport algorithm that uses randomly chosen rays between radiation sources and 

targets, a method commonly known as "ray tracing". This method has two major 

problems. This first is that in this method only the fire itself radiates. There is no wall­

to-wall or wall-to-gas radiative heat transfer. Secondly, the method becomes 

computationally expensive when the fire begins to occupy a large fraction of the 

space. 
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In the latest version of FDS, a set of Radiation Transport Equations (RTE) are 

employed to represent the radiation part. The radiation transport equation (RTE) for a 

non-scattering gas is, 

s· V'I A (x,s) = k(x, AXIl! (x)- I(x,s)] (76) 

where hex,s) is the radiation intensity at wavelength A. Ib(X) is the source term given 

by the Planck Function, s is the unit nonnal direction vector and k(x) is the absorption 

coefficient. The above spectral dependence is difficult to be solved accurately in 

practical simulations since the number of wavelengths could not go infinitely. Instead, 

the radiation spectrum is divided into a relatively small number of bands, in which the 

most important bands of CO2 and H20 are supposed to be accurately represented. The 

band specific RTE's are now, 

(77) 

where n represents the integration over band n. The total intensity is calculated by 

summing over all the bands, 

IV 

I(x,s)= 'LIn (x,s) (78) 
n;\ 

It was found from a series of experiments that six bands (N=6) are usually sufficient 

for numerical solution. The increase of band number (N) will significantly increase 

the computational expense. In fact, even with a reasonably small number of bands, the 

solution ofN RTEs is very time-consuming. 
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For the cases in which soot is the most important factor controlling the thermal 

radiation from the fire and hot smoke, it is possible to assume that the gas behaves as 

a grey medium. As the radiation spectrum of soot is continuous, the spel:tral 

dependence is lumped into one absorption coefficient (N=l) and the sourl:e term IS 

given by the blackbody radiation intensity, 

(79) 

The band-mean absorption coefficient, Kn, is calculated in FDS by a narrow-band 

model RADCAL. The boundary condition for the radiation intensity laving a grey 

diffuse wall is given as, 

(80) 

where IwCs) is the intensity at the wall, E is the emissivity, and l[n\' is the black body 

intensity at the wall. 

The one-band radiation transport equation is solved using a technique called Finite 

Volume Method CFVM). SO the radiate loss term in the energy equation is, 

U(x) = t I{x,s}dn 

I1T = -q,.(x) 
md 

C p 

(81 ) 

The assumption of "grey medium" in the above solution is believed to cover most of 

the fuels in large and medium scale combustion. In optically thin flames, however, 

where the amount of soot is small compared to the amount of CO2 and water, it may 

46 



produce significant over-prediction of the emitted radiation. The total heat source is 

then revised by deducting the radiation loss. 

Although the pool fires and bluff body flame in current research could be regarded as 

medium/small fires, the chosen fuels are thought to be sooty. So the RTEs arc used 

for all the simulations stated in the following chapters. It has been found that the 

RTEs are suitable for the applications considered here hence no modification has 

made to them. 

2.4 Summary of Modelling 

The numerical procedure of constructing SGS models has been introduced above. 

Based on the combination of EVM and SSM, a dynamic approach of SGS turbulence 

modelling was coded. The involvement of double filtering enables instantaneous 

update of the SGS turbulence model coefficient. The increase of computational 

expense could be compensated by the improvement of prediction accuracy. To 

perform a large eddy simulation of combustion, the SGS combustion model needs to 

be implemented into the existing codes. Arrhenius expression in eq. 30 and the 

extension of the Magnussen model in eg. 31 are easy to be programmed although their 

accuracy may not be good enough. LEM with the aid of PDF is quite a good way but 

computationally expensive. With a look-up table prepared, LFM is expected to 

produce a higher efficiency than LEM. The full operation of LFM, of course, needs 

the combination of Arrhenius expression and PDF. 
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Chapter 3 Medium Pool Fires 

3.1 Introduction 

Dynamic behaviours of buoyant jets/plumes and diffusion flames are of importance in 

many engineering applications such as combustors, cooling systems of energy 

conversion devices and the exhaust of aeroplanes, and in natural phenomena such as 

accidental fires and release of buoyant gases in industry from exhaust stacks. It is well 

known that such flow systems exhibit a periodic oscillatory behaviour close to their 

origin, often referred to in the literature as "puffing" 174
-
77

1. These periodic oscillations 

result in the formation and shedding of large-scale (of the order of the plume/burner 

diameter) vertical structures at a short distance from the burner surface. It is believed 

that these structures have significant influence on the air entrainment, turbulence 

mixing, combustion efficiency, flame height and extemal radiation field and as a 

result they modify the downstream flame behaviour 1
3X

,74,7KI, 

Most early works (prior to 1960) on buoyant plumes were conducted in the fully 

179 1 turbulent far field. From 1960s to the 1980s, Gebhart and co-workers have 

pioneered the study of buoyant plume/jet instabilities and flow transitions in wall-

bounded and unbounded buoyant flows. More recently, these phenomena have been 

experimentally investigated by Cetegen and co-workers for buoyant plumes In l, and 

by Weckman and Sobiesiak [76), Cegen and Ahmed [74 1, Malalasekera et al l77l , Hamins 

et a1. [75] and Mandin and Most [801 for buoyant diffusion flames and pool fires. 

Reviews on pool fire pulsation, flame and plume structures can be found in Pagni IXI I 

and loulain [821. These earlier investigations have led to the development of 
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correlations that relates oscillation frequency to the convection ti me scale ror the 

flame. Utilising the experimental data of Hamins et al. 1
7

:;1, Delichatsios IX.ll has given 

an explanation of the different frequency scaling for non-reacting plumes and pool 

fires based purely on dimensional analysis. But the mechanism involving this 

instability does not seem to be completely understood I~UJ This is partly because 

experimental measurements are difficult for tracing time histories of all the 110w 

variables and the coupling between buoyancy and the fully 3-D vortex dynamics. 

Theoretical analysis of the instability of plumes and flames in the literature is scarce 

[77]. Buckmaster and Peters [84] predicted buoyancy-driven instability of an idealised 

planar flame sheet and obtained oscillation frequencies of comparable magnitude to 

the experiment. Davis et al. [85] conducted direct numerical simulation (DNS) of an 

axis-symmetric, low-speed propane-air jet diffusion flame and showed that both flame 

flicker and double-peaked temperature profiles were closely associated with 

buoyancy-induced vortices outside the flame surface. Their model, however, 

predicted a faster development of the inner and outer vortex structures than 

experimental observation. Blunsdon et al. [86] used the RANS based CFD approach to 

simulate the transient behaviour of buoyant turbulent diffusion flames. They 

considered a flame above a honeycomb mesh, and assigned 'inlet' values (to those 

quantities) that were thought to be rather high [38J and the results did not capture the 

large, toroidal vortices that were closely related to puffing. The recent CFD 

simulation of Sinai [38] did not assume any extraneous supply of turbulence energy at 

the pool and captured the torodial vortices at a frequency that agreed to experiments 

but the predicted temperature was found to decay too slowly with height. Ghoniem et 

ai. [87] conducted vortex-based simulation of an axis-symmetric tire plume and their 
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analysis suggested that puffing results from an intrinsic flow instability which was a 

Kelvin-Helmholtz type mechanism is associated with the f0J111ation of an axis­

symmetric vortex sheet along the boundary between the inner hot mixture and the 

outer colder gases. Mell et a1. 188] and Jiang and Luo IX')I carried out DNS on axis­

symmetric and planar plumes. But similar to the vortex-based study of Ghoniem ct al. 

[87], the applications of the simulations were limited by the 2-D characteristics of the 

calculations. More recently, Jiang and Luo have successfully applied DNS to 3-lJ 

calculations with encouraging results 190]. As experimentally observed, fire plumes are 

not truly axially symmetric [91]. Furthermore, DNS is still limited to small Reynolds 

numbers and the RANS or FANS based approaches are unable to simulate the 

interaction between the many length and time scales which exist in turbulent reacting 

flows (1)2]. Large eddy simulation (LES) is a promising altemative, which is 

computationally less expensive than DNS, but still capable of tackling the scale­

dependent dynamic behaviour. Baum et a1. [93] conducted LES of fire plumes with the 

fire itself prescribed as an ensemble of thermal elements ejecting from the burning 

surface at an initial velocity and radiation prescribed as a fixed percentage heat loss. 

In a later publication 1
94

], a grey-gas PI approximation for the radiation transport 

equation (RTE) has been implemented. Zhou et al. [95] also performed LES of reacting 

jet plumes. Although the exploratory studies 187.89,95] have captured some important 

dynamics of reacting plumes, further studies including quantitative comparison with 

experimental data is desirable to enhance our confidence of the numerical models. 

In this chapter the research aims at usmg LES to gam insight of the underlying 

physical and chemical processes associated with the periodic instability of small to 

medium-scale pool fires and their structures. The LES based Fire Dynamics Simulator 
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(FDS) is used while a modified laminar flamelet model (MLFM) is adopted to model 

the combustion. As the main interest is to obtain the inside profile of medium pool 

fire flow field and to test and validate the SGS combustion model. a constant-

coefficient (Cs=O.17) Smagorinsky model is chosen as the SGS turbulcnce model. 

Simulations have been conducted for several laboratory-tested pool fires. 

Comparisons with published data as well as some established correlations arc 

presented. 

3.2 Numerical Modelling 

3.2.1 Governing Equations 
The fluid flow is controlled by the Navier-Stokes equations governmg the 

conservation of continuity, mass, momentum and energy transfer. The governing 

equations used in LES are the filtered and simplified expression of those equations 

(eqs. 12-16). The scales smaller than the filter width have been "filtered out" resulting 

in that only large scales remain to be solved numericall y. Some sub-grid scale (SGS) 

models representing the contribution of small scales are required to close the filtered 

equations. 

Eqs. 12-16 are simplified from the general N-S equations with all acoustic etTects 

being filtered out. The reason for the simplification is that the general N-S equations 

describe a rich variety of physical process, many of which have nothing to do with 

fires. Involving of those process will inevitably increase the computational expense 

without giving reasonable benefit to the predictions. The equations are set to deal with 

low Mach number combustion, where the low speed motion of a gas is driven by 

chemical heat release and buoyancy forces. 
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3.2.2 Filtering process 

As described in eq. 11, the box filter developed by Deardorff I()~I was applied in the 

filtering process. The filter width is connected to the grid resolution and the research 

requirement. Within each cell the flow characteristics (velocity, temperature, etc.) are 

assumed to be spatially uniform, changing with time only. Comparing to other filter 

functions 1251, the box filter is easier to be embedded into the numerical solutions. 

With the support from a fairly good grid resolution, the box filter is regarded as a 

satisfactory filtering tool for the LES of pool fires. 

3.2.3 SGS Turbulence Modelling 

Various SGS models for momentum, speCIes and energy have been tested and 

adopted by many researchers. The SGS stress models which represent thc momentum 

contribution from the small scales are of special interests to pool fire simulations. In 

this simulation, Smagorinsky model [26] as described in eq. 19 is used for SGS 

turbulence modelling. Previous work has proved the Smagorinsky model a suitable 

tool for LES in turbulence. As recommended by FDS, the model coefficient Cs=O.17 

is fairly good for the majority of fire applications. Furthermore, The established 

Smagorinky model in FDS codes could bring much computational convenience to the 

test and validation of the SGS combustion model. The reduction on computational 

expense could also make it feasible for high-resolution calculations. 

3.2.4 SGS Combustion Modelling 

Two combustion models were implemented 111 the current simulation. One was 

developed in the National Institute of Standards and Technology (NIST) USA for the 

FDS codes [2,97] (referred to as "mixture fraction model") and the other was modi fied 
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by the author based on Cook and Riley's laminar flamelet theory 1
51

1 (hereby referred 

to as "modified laminar flamelet model (MLFM)"). 

In both models mixture fraction was used to describe the reaction process. Chemical 

reaction was assumed to take place only at the stoichiometric surt~lce where the 

mixture fraction reached the stoichiometric value, 

(81 ) 

where Yn and Yo2 are the ambient speCIes concentration of fuel and oxidant, 

respectively. r is the stoichiometric coefficient. The laminar flames located at the 

stoichiometric surface were treated as one-dimensional. Thc whole flame was treated 

as an assembly of those thin flames (literately referred to as "flamclet"). The 

evolution of mixture fraction is controlled by the govel11ing equation generated jJ·OIll 

the combination of its definition and the govel11ing equation of species concentration. 

The numerical details of MLFM and the mixture fraction model could be referred to 

Chapter 2 and FDS User's Guide [2], respectively. The differences between the two 

SGS combustion models could be summarised as following: 

The governing equation of mixture fraction 

In the mixture fraction model, mixture fraction that represents the chemical reaction is 

solved by the simplified govel11ing equation (eq. 48). In that equation the SGS 

contribution was filtered out. This is fairly reasonable for large-size fires as most of 

the energy stays in the large eddies. And the ignorance of SGS quantities could also 

brings advantage to computational efficiency. For smaller size fires, however, the 
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importance of SGS contribution increases and the neglect of it could damage the 

accuracy of prediction. Therefore in MLFM the calculation of mixture fraction IS 

governed by eqs. 70 and 71, which take full consideration of the SGS quantities. 

The calculation of heat release rate 

In the mixture fraction model, the assumption of "infinitely fast reaction" implies that 

the oxygen and fuel cannot co-exist at any local point. This leads to the "state 

relation" between the oxygen mass fraction Yo and the mixture fraction (eg. 49). 

Following this, the heat release rate was calculated from the mass consumption rate 

and the heat of combustion of the oxygen 12J (eq. 50). While in MLFM, the calculation 

of heat release rate is based on both the reactants and the products, 

(82) 

where n = f, a and p, respectively. 

3.3 Experiments Considered 

A methanol pool fire of Weckman and Strong [98] and a set of propane gas fires of 

Cetegen and Ahmed [74] are simulated. The propane pool fire set of Cetcgen and 

Ahmed [74] had variable diameters from 10 to 60 cm. The flow rate of fuel was 

controlled to give different input heat ranging from 20 to 120 KW. The methanol pool 

fire of Weckman and Strong [98] was set on a circular burner with a diameter of 30.5 

cm. Methanol was fed at a constant rate to give a total heat release rate of 24.6 KW. 

Both the propane and the methanol fires were set in open air at the room temperature. 
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3.4 Computational Domain and Grid Sensitivity Study 

In the current simulation, the fire is basically modelled as the ejection of pyrolyzed 

fuel from a sold surface or vent that bums when mixed with oxygen. Depending on 

the physical phase of the fuel, either a heat release rate per unit area or a heat of 

vaporization at the fuel surface is specified. The stoichiometry of the reaction is sct to 

identify the fuel type. All species associated with the combustion process are 

accounted for by way of the mixture fraction variable. The heat release rate per unit 

area is used to control the burning rate and initial velocity of the fuel in the case of a 

prescribed fire using a gas burner (propane fires). While for a methanol fire, the heat 

of vaporization is used in the case that the burning rate of the fuel is dependent on the 

heat feedback from the fire. 

For the methanol fire, a rectangular computational domain was set with dimensions of 

1.6mCW) X 1.6mCD) X 3.2mCH) in a Cartesian co-ordinates. Except the ground, all 

other boundaries are set open. The atmosphere air is still at the beginning of the 

simulation. The dimensions of propane fires were adjusted proportionally according 

to the burner size. 

The determination of such a computational domain came from a series of sensitivity 

studies. It has been found that narrow width/depth (less than 4 times of burner 

diameter) limited the development of eddies and gave incomplete description of air 

entrainment. The large domain (more than 8 times of burner diameter in width/depth), 

however, reduced the mesh resolution due to the computational affordability of 

computers. During the analysis of the results from the current simulation, no visible 
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eddies were found at the edge of the computational domain, which demonstrated that 

the domain was big enough for the turbulent mixing. Around two million cells (128 X 

128 X 144) were employed in the simulation giving an average mesh resolution of 1.3 

cm. Cells within the centre of fire were further stretched to obtain finer resolution of I 

cm. 

The comparison of simulation results of mean temperature at different heights from 

different grid resolutions was shown in Fig. 3.1 (methanol pool fire). The medium 

grid resolution (referred to as "Kang and Wen [30],,), which contained 64 X 64 X tJ6 

cells, was found to generated relatively poor agreement with the experimental data. 

The resolution of 128 X 128 X 144, as employed in the present study, was found to 

give better prediction. To validate the grid independence, another grid resolution of 

108 X 108 X 128 was tested for the same case and the results were plotted on the 

same graph. No significant difference was found in comparison with the results 11'0111 

the resolution of 128 X 128 X 144. Hence the grid resolution of 128 X 128 X 144 is 

used for the validation and comparison of combustion models. 

Considering the pulsation periods for such medium-scale pool fires are generally less 

than 1 second, the computational time was set to 20 seconds to give enough time for 

the fire to reach the fully developed stage. During the simulation, the time step was 

dynamically adjusted by the instantaneous velocities (DT < mine L\.\ , ~y , ~.:: )). The 
II \' \ \' 

instantaneous results were monitored regularly and fire was assumed to have reached 

quasi steady state when the instantaneous values appeared periodically. 
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3.5 Results and Discussion 

In this section, firstly, the MLFM will be presented by the mean quantities of the pool 

fires. The predicted temperature, velocity, density and heat release rate wi II be 

analysed in comparison with experimental measurement and simulation results from 

mixture fraction model. These will be followed by the dynamic behaviour study nn 

puffing frequency, the variation of Strouhal number versus Froude number and the 

predictions of air entrainment. The grid resolution used in mixture fraction model 

simulation was the same as that used in the simulation with MLFM. Due to the 

availability of experimental data, the majority of simulation was carried out for the 

methanol pool fire. By default, the following analyses are for methanol firc unless 

specifically indicated for propane fires. 

Calculated from the burner diameter, the pulsation period of the current methanol 

pool fire is about 0.32 seconds. The simulation time was set to 20 seconds to give the 

system enough time to reach a stable status. The cyclic behaviour of axial velocity at a 

certain point within the fire was shown in Fig. 3.2a. The instantaneous valucs formed 

regular cycles, indicating that the simulation has reached the convergence. The data 

were recorded after 10 seconds of simulation (the starting point of 0 at the time axis 

represents the 10th second of simulation). All the time-averaging processes are carried 

out over five converged pulsation periods. Comparison has been made between the 

average values from different numbers of puffing cycles and no significant difference 

was observed. Calculated from Fig. 3.2a, the puffing frequency was 2.68 Hz, which 

agreed well with Malalasekera's correlation 1771. 

In additional to fig. 3.2a, the spectra of temperature fluctuations and the frequency of 

crossing a range of reference temperatures were shown in figs. 3.2b and 3.2c, 
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respectively. In fig. 3.2b, a clear dominant frequency of nearly 3 Hz is evident at 

almost all the heights, which agreed well with the frequency of 2.68 Hz obtained ('rom 

fig. 3.2a. This distribution is similar to the experimental measurement done by Cox 

and Chitty [143 1, in which it was claimed that the frequency was determined by the 

flammable volume controlled by the fire size. In fig. 3.2c, the peak frequency of 

crossing 1000C occurs at Z'=0.06, where is believed to be the reaction zone. The peak 

frequency of crossing 500 and 750 C occurs within the intermittent regime (0.08 < Z' 

< 0.2) while the peak frequency for 250C at the fully developed plume area (2' > 0.2). 

These computational results illustrate that the majority of combustion takes place in 

the reaction zone. While in the intermittent zone the fire is extinguishing and the heat 

transfer there is dominated by the turbulence mixing. In the plume zone almost no 

combustion exists and temperature drops quickly towards the ambient value. 

Experimental measurement of Cox and Chitty 1143] are also listed in fig. 3.2c and they 

are in good accordance with the current simulation results at all temperature levels. 

3.5.1 Mean Quantities 

3.5.1.1 Temperature 

In Fig. 3.3 the mean temperature at different heights (6,12, 20 and 30 em) were 

presented. The simulation results from the two SGS combustion models were 

compared with the experimental measurements. Both simulation results exhibited 

good agreement with the experimental data. The peak temperature was located in the 

centre of the fire, and the peak values decreased with the height. This was in 

accordance with the fire physics that the reaction takes place in the centre of the fire 

and the reaction rate is reduced along the height as fuel is consumed. At the same 

S8 



height, the temperature decreased along the radius because more cold ~m was 

entrained from the outside region and the reaction rate decreased. 

The change of centreline temperature was shown in Fig. 3.4. The highest temperature 

occurred at 6-8 cm above the burner and then decreased with the height. The gradient 

of the decreasing was going down, showing that the temperature was reaching the 

ambient value very far downstream. There was no significant difference betwecn 

predictions from the two combustion models. However, the simulation result from thc 

MLFM was showing a better agreement with the experimental data [lJXI. 

3.5.1.2 Velocities 

Similar to Fig. 3.3, the distribution of axial velocities was presented in Fig. 3.5. The 

magnitude of axial velocity was determined by vortex movement and density 

stratification. At the lower heights the flow was dominated by the chemical reaction. 

Eddies were generated at the burner rim then entrained towards the fire centre. Driven 

by the combining effect of molecular mixing and density stratification, the vortices 

were moving upwards while evolving, which resulted in a relatively high axial 

velocity in the centre. The axial velocity decreased along the radius as the buoyancy 

becomes weaker at larger radius. In the region above the reaction zone, where the 

majority of the flow was in the fully developed turbulence regime, the intensity of 

turbulence mixing and the buoyancy effect caused a rapid increasing of the axial 

velocity. At the lower heights, where the flow was believed to be in the transitional 

region, the mixture fraction model seemed to under-predict the axial velocity while in 

the reaction zone and fully developed turbulence region, the mixture fraction model 

over-predicted the velocity in the centre of the fire and underestimated at the outside 
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region. For all the heights listed in Fig. 3.5, the MLFM gave a better prediction. 

Mean radial velocities at different heights were shown in Fig. 3.6. At the lower region. 

air was entrained into the centre and mixed with the fuel. With the height increasing. 

the intensity of fuel-air mixing increases, making the stoichiometric surface of the 

mixture fraction drifting outwards. As a result, more combustion took place in the 

outer region, causing the fire "expanding". Accordingly, the peak value of radial 

velocity was moving outwards with the height. At the lower height (Clcm). the peak 

values of radial velocity predicted by both models were similar. In the predictions 

from the mixture fraction model, the peak value occurred closer to the fire centre (r = 

3cm). At the radius of 5 em, the radial velocity reduced close to 0, showing the 

tendency of fire to "expand" outwards. In the predictions from the MLFM, thc pcak 

value of radial velocity occurred at r = Scm. And the majority of the absolute values 

of the radial velocities at all the shown radial locations were over 0.4 mis, indicating a 

main stream of air entrainment. At the reaction zone (height = 20cm), the radial 

velocity estimated by the MLFM became close to 0 at the centre of the fire. 

demonstrating the existence of vortices generated by the combustion. While in the 

outer region, the radial velocities were still negative, indicating that more air was 

entrained into the system as required by the combustion. In tel111S of the prediction of 

radial velocities, the mixture fraction model generated good agreement with the 

MLFM at the outer region but in the centre it over-predicted the magnitude of radial 

velocity. When it reached the height of 30cm, both models gave similar prediction on 

radial velocity at all radial locations. The magnitude of radial velocity in the centre 

was still high. This was due to the remains of incomplete combustion. At the outcr 

region the radial velocities were becoming more homogeneous. 
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As shown in Fig. 3.7 (measurements taken at r = 15cm), the magnitude of radial 

velocity at the lower heights was much bigger than that in the higher region, showing 

a considerable amount of fresh air being entrained into the fire centre due to the 

combustion. The main flow below and within the reaction zone was dominated by 

rapidly rising and expanding eddies from chemical reactions. While in the upper area, 

where the main flow field was characterised by the turbulent mixing, the intensity of 

air induction decreased. In Fig. 3.7, both SGS combustion models exhibited similar 

distribution of air entrainment velocities. However, the mixture fraction model over­

predicted the air entrainment velocity near the burner base and under-predicted it 

within and above the reaction zone. 

The radial velocity contours were listed in Fig. 3.8. The distribution of radial velocity 

from both simulation predictions were similar with that observed in the experiment. 

The highest radial velocity occurred near the burner rim at a radial position of l2cm, 

where the air entrainment rate was expected to reach the maximum. The radial 

velocities in the centre of the fire were also high due to the chemical reaction. The 

magnitude of radial velocity decreased with the height and the peak value moved 

towards the centre at the same time. This was thought to be the result of the 

completion of combustion and the development of vortices. Comparing to those from 

the mixture fraction modelling, the simulation results from the MLFM were found 

closer to the experimental measurement. However, the magnitudes of radial velocities 

from both simulations were larger than the experimental data. The exact cause is not 

clear. It may be linked to some simplifications in the momentum equation where the 

hydrostatic pressure gradient was subtracted and the neglect of the baroclinic torque 
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due to the non-alignment of density and pressure gradients. Those simpli fications 

were believed to have more impact on the predictions of radial velocities than the 

axial velocities. However, the relatively large discrepancy may also come from the 

uncertainties in the experimental measurements. As can be seen from the following 

paragraph, the predicted air entrainment rate calculated from the radial velocity 

agreed well with the established correlation. 

3.5.1.3 Air Entrainment 

In Fig. 3.9, the predicted mean air entrainment rates were compared with the 

correlation of Delichatsios [IDOl, the data fit of Delichatsios & Orlofrs 1')')1 and the 

experimental data of Beyler [102]. The related radial velocity was taken at a radial 

position of 15cm. According to Delichatsios [1001, air entrainment in pool fires can be 

divided into three different regions. The parameters that could affect the aIr 

entrainment behave differently in each region. Delichatsios suggested that the 

dimensionless air entrainment rate men! (normalized by the fuel supply rate mf) up to a 

vertical distance Z above the fuel source was determined by the Stoichiometric 

number S, the Froude number Frf and the normalized height Z/D. He proposed that 

m"lIf Fr _ Z Since the air entrainment rate was propOitional to p '" A U ('1/1 ' 

(s + 1)m! J D 

Delichatsios [100] further argued that the correlation between air entrainment rate and 

the height varied at different regions. Near the burner base, where A-02, the air 

entrainment rate was proportional to (Z/D)I/2. At the "neck-in" area, where most 

reaction took place, the air entrainment rate was proportional to (Z/D)J/2 since the 

entrainment area "A" there was proportional to "ZD". In this region, air entrainment 

rate relied heavily on height. The air entrainment rate increased quickly with the 

height and most of fuel was burned here, resulting in the so-called "neck-in" area. 
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And at the upper part of the fire, where the air entrainment was dominated by the 

turbulent mixing and had little to do with burner diameter, the air entrainment rate 

was proportional to (Z/D)5/2. In this region, less fuel was left and height-related 

buoyancy became the dominant factor for air entrainment. The simulation results from 

both SGS combustion models were listed. Both predictions behaved similarly while in 

lower region the present study gave more reasonable description of air entrainment 

velocity. The results from current simulation agreed weJl with Delichatsios's analysis 

in all three regions, suggesting that the MLFM generated fairly accurate prediction for 

the air entrainment rates and the combustion processes in pool fires. 

3.5.1.4 Density 

In an open fire, as suggested by Cook and Riley l51 1, the product of temperature and 

density (literately called thermodynamic pressure) was spatiaJly and temporaJly 

constant. This theory was strongly supported by the stratification of mean density in 

Fig. 3.10. The lowest value of density occurred in the fire centre near the burner base, 

where most of the reaction took place and the temperature reached the peak value. 

The density increased along the height and the radial direction, which agreed well 

with the temperature distribution. The coloured contours of density were shown in Fig. 

3.11. It was clearly indicated by the colour that the vertical gradient of dcnsity at 

lower heights was much steeper than that at higher places. This was due to the 

chemical reaction that generates lots of heat and made the temperature increase 

rapidly in the reaction zone. In the upper turbulence area, 1110st of the combustion 

ceased and no more heat was expected to generate. The isothenns of density 

"expanded" horizontally due to the turbulence mixing, causing a relatively 

homogeneous distribution in the radial direction. Simulation results from both models 
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exhibited similar characters. Compared with the mixturc f)'action modelling, the 

MLFM did manage to give more detailed illustration of mean dcnsity. 

3.5.1.5 Heat Release Rate Per Unit Volume (HRRPUV) 

The comparison of predicted HRRPUV from two combustion models are listcd in 

fig.3.l2. In fig. 3.12 (a), the highest heat release rate per unit volume was found in the 

outer region of the flame near the pool base, where the mixture contained abundant 

fuel gas/vaporised fuel. As revealed in the current prediction as well as that of Zhou ct 

al. [95], the oxygen concentration was also high there because of the strong inflow of 

air towards the centre near the base induced by the sharp pressure gradient betwecn 

the flame and the surroundings. Near the base, the heat release rates in the centrc 

were relatively low due to lack of oxygen. Further up, with more frcsh air bcing 

entrained by the rising flame and brought into the centre by the evolving vorticcs, thc 

heat release rate reached the highest in the fire centre. In consistent with previous 

findings, the combustion intensities were strongest in the "neck-in" region about a 

half diameter height above the pool surface. Following that, combustion continued but 

the high heat release regions were becoming gradually smaller before the combustion 

processes almost fully completed at a height of approximately 1.8 m, i.e. 

approximately 6 diameters above the pool surface. Along the radial direction apart 

from immediately above the pool, the intensity of combustion decreased gradually 

from centre outwards, leading to the reduction of volumetric heat release rates, as well 

as mean temperature and axial velocity (Figs. 3.3 and 3.5). The mixture fraction 

modelling also gave the similar distribution. However, it under-predicted the 

HRRPUV and provided less details due to the difference of mechanism in calculating 

HRRPUV. 
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3.5.2 Dynamic Behaviours 

Four consecutive plots of instantaneous temperature contours and vclocity vectors 

were listed in Figs 3.13 and 3.14 to demonstrate the dynamic behaviours of the fire 

after it reached the stable status. The time interval between two adjacent plots is 0.08 

seconds, which was determined by the puffing frequency. As calculated from Fig. 3.2, 

the puffing frequency of the current methanol fire was 2.56 Hz, leading to a puffing 

period of 0.32 seconds. To give four continuous contours of velocity vectors within 

one pulsation period, 0.08 seconds were chosen as an interval. 

In the temperature contours (Fig. 3.13), hot eddies were formed at the edge near the 

base of the burner. Small eddies were then rolling into the centre of the fire with the 

air entrainment and rising upwards. During their movement, the eddies continue to 

evolve. At the height of approximately one pool diameter, the eddies stm1ed to 

separate from the plume and gradually vanished in the turbulent fire plume. The wcll­

known phenomena of pool fire "neck-in", where the air entrainment velocities 

reached peak values and visible flame there shrank as a neck, was identifiable from 

the instantaneous velocity fields. The fluctuation of the "neck-in" height from about 

half to one pool diameter above the base can also be seen. Most of the burning 

completed before the separation point at a height between one to two pool diameters 

and just after the fire had "necked-in" (Fig. 3.13). Some isolated pockets of hot eddies 

can still be seen above that. This was believed to be linked to the existence of fuel­

rich pockets. In the mean time, new eddies started to fOl1n near the base. The 

periodical motion of hot eddy generation and shedding was thought to be the 

dominant cause of the fire pulsation. The above findings were consistent with 
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previously reported experimental results [74.1031 and numerical simulation of Ghoniclll 

et al. [87] using a vorticity-based approach. 

The predicted instantaneous fields of velocity vectors at fOllr successive times wcre 

shown in Fig. 3.14. The results have confinned previous experimental observations 

that such pool fires were not axially symmetric but instead they were fully 3-D 1')1 I. 

Air was entrained from the outside region into the fire at all heights. Intem1ittent 

shedding of small vortices is seen around the perimeter of the source and the 

circulation in these vortices was from the outer flame edge towards the centre. This 

was in the opposite direction to the circulation of the large flame puffs downstream. 

Also in consistent with the experimental observation, the predicted scale of these 

vortices was small compared with those of flame puffs. As the vortices rolled upwards 

from the instability region near the base, the rate of reaction increased with more 

entrained air and higher degree of turbulence mixing. To give a better demonstration 

of the "neck-in" area, four line plots of instantaneous air entrainment velocities 

against the height were presented in Fig.3.IS, representing four instantaneous 

moments within a pulsation period. The velocities were taken at the edge of fire 

(radial position = 15 cm). The negative values of velocity represented the air heing 

entrained into the fire centre. The maximum air entrainment velocity occurred ncar 

the base of the burner, with the second peak value puffing between the heights of a 

half and one diameter. Even at a certain point, the air entrainment velocity was 

changing periodically, showing the pulsation caused by the generation and 

development of vortices. The results also suggested that the "neck-in" were linked 

with the large flame puffs as well as the shedding of small vortices ncar the pool 
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surface. Previous studies suggested that most combustion reaction took place ncar and 

within the "neck-in" area [100,104]. 

3.5.3 Puffing Phenomena 

As suggested by Cetegen [78], the burner diameter played a dominating role in 

affecting the puffing frequency. In Fig. 3.16, the variation of puffing frequency with 

the pool diameter was plotted along with the experimental data of Cetegcn and 

Ahmed [74] and the recommended correlation of f=I.68*D-o". It should be pointed out 

that when this correlation was first derived by Cetegen and Ahmed 1
7

-1
1
, the 

recommended coefficient was 1.5. Later analysis of Malalasekera et al. 1
77

1, which 

included a wider range of pool fire experimental data, suggested a bettcr fit with the 

coefficient set to 1.68 and this modified coefficient was hence used here. Some of the 

experimental points in Fig. 3.16 were obtained from pool fires with fuel other than 

methanol. This was made feasible since the type of fuel has less influence on the 

puffing frequency. 

The variation of Strouhal number St with the inverse of the Froude number I/Fr was 

also plotted on the same graph which compared the present predictions with the well 

known correlation of St=O.52*(l/Frfso6 
[771, and the Strouhal numbers derived from 

the experimental data of Weckman and Strong ['lX] for methanol pool fires. Generally 

good agreement was seen between predictions from the M LFM and the correlation 

and the experimental data. 

Although the puffing frequency was influenced by several parameters including 

burner diameter, fuel properties and inflow velocity, etc., previous research has 
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suggested that the burner diameter plays a dominant role [74,75,771. The influences of 

fuel properties and flow rates were considered as marginal and they could thus be 

neglected for a simplified industrial application. As shown in Fig. 3.17, where the 

puffing frequency versus different fuel flow rate was plotted for three different burner 

diameters, the prediction from the MLFM was in line with this belief. 

3.6 Concluding Remarks 

Detailed numerical studies have been conducted for medium sIze methanol and 

propane pool fires. Two SGS combustion models were employed and compared in the 

current simulation. Both models used mixture fraction to describe the combustion 

process. The combustion was computationally separated from the turbulence, which 

made the calculation of high-Reynolds flows feasible. Based on the improvement on 

the SGS contribution of mixture fraction and the methodology of calculating mass 

fraction, the MLFM has showed its advantage in capturing both the dynamic 

behaviour and the distribution of mean flow variables. Generally compared with the 

mixture fraction model, the MLFM showed its improvement on predictions primarily 

in the reaction and turbulence zone, while in the laminar/transitional zone the 

discrepancies between predictions from two models seemed to get smaller. 

Quantitatively judged by the experimental measurement, the MLFM has improved the 

prediction on mean temperature and axial velocities by up to 20% and the radial 

velocities by up to 30% over the mixture fraction model. 

LES with the MLFM has captured the toroidal vortices closely related to the large 

scale puffing as well as the accompanying smaller vortices. The generation and 

development of energy-containing eddies were clearly shown in the instantaneolls 
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snapshots of temperature and velocity vectors within onc pulsation pcriod. The 

predicted puffing frequency and the variation of Strouhal numbcr versus the inverse 

of Froude number were in good agreement with experimental data and cOITclatiol1. 

The pulsating nature of air entrainment was demonstrated by the air entrainment 

velocity fluctuations and the instantaneous velocity vectors. The predicted variations 

of air entrainment at different heights agreed well with some published data 011 

propane and methanol pool fires and the correlation of Dclichatsios 11011 The 

predictions also confirmed previous experimental observation that such pool fires 

were not fully axially symmetric. 

The turbulence model used in the simulation was Smagorinsky model with a constant 

coefficient 0.17. Although argued to be too dissipative and to have no mechanism to 

represent the energy backscattering, this model was believed to give a fairly 

reasonable description on the turbulence development in the current case. The work of 

developing and applying a dynamic approach of SGS turbulence model is illustrated 

in the following Chatpers. 
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Chapter 4 Small Pool Fire 

4.1 Introduction 

The mechanism of air entrainment in pool fires has attracted considerable attention 

because of its relevance to flame extinguishments and instability ncar the pool 

surface. For small pool fires with bumer diameter generally less than 30 em, the 

characteristics of the flow field have been found to show considerable difference from 

medium or large fires. Additional difficulty arises for the accurate measurement. For 

example, the technique used should not quench the chemical reactions and the fuel 

should not be too sooty in order to avoid strong soot emissions. Numerical simulation 

of small pool fires will inevitably require higher grid resolution and this could 

increase the risk of computational instability. 

Zhou and Gore [104] performed a senes of laser-doppler-velocimetry (LDY) and 

particle-image-velocimetry (PlY) measurements and obtained a velocity map around 

a liquid pool fire of 7.1 cm diameter. Cetegen [10
71 developed a unique optical 

measurement system and obtained a series of velocity fields for pulsating buoyant 

plumes of helium-air mixtures over a 10-cm-diameter nozzle. In his study Cetcgen 

found that the flow structure of buoyancy-controlled pool fires could be simulated by 

flow moving upwardly against a quiescent air environment. Those measurements 

gave insight to the air-entrainment and flame anchoring of small pool fires. Bouhalid 

et at. [108] suggested that air entrainment near the base leads to fuel-air mixing by 

convection, giving the flame a premixed character and causing small pool fires to be 

anchored. However, the reliability of their experiments was partly impaired by the 

quenching area caused by the temperature probes. By using a particle-track laser-sheet 
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technique (PTLS) with a high-speed video camera (500 frames/s and 25 U view angle), 

Venkatesh et af. [10
9
1 carried out a series of experiments of small pool fires with 

diameters ranging from 1.5cm to 20cm. They managed to visualise the flow field Iwar 

the pool base and suggested that it is the premixing of fuel and air ncar the base that is 

responsible for the anchoring and stabilisation. They observed double flame and 

suggested different mechanisms of air entrainment at different heights. 

The majority of previously reported simulations of small pool fires were considered 

within the traditional computational fluid dynamics (CFD) or large eddy simulation 

(LES) domains. Rehm and Forney 11101 applied a zone fire model on a small pool fire 

and gained a fairly reasonable profile of temperature distribution. To calculate the 

heat release rate and the position of the flame, Hu and Fukuchi 11111 developed a 

combustion model based on the calculation of gaseous fuel and air mixing. This 

model has been implemented into an existing CFD code with LES option on a 25-cm 

pool with diesel oil. Three major zones of pool fires have been identified. However, 

the detailed features inside the flame were not captured. Kang et {II IlJlJ] carried out 

detailed LES simulations of the medium-scale methanol pool fire experimentally 

investigated by Weckman et al. [98] and achieved reasonably good agreement with the 

experimental data on the mean and fluctuating axial velocities and temperature 

distributions. However, relatively large discrepancies were found in the predictions of 

the radial velocities. The present simulation is partially inspired by the experimental 

work of Venkatesh et al. ]109]. It aims to shed further light on the characteristics of 

such small pool fires and to demonstrate the capability of the current LES model for 

their predictions. Based on the previous simulations of medium-scale pool fires l<)l)l, a 
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modified version of Cook and Riley's laminar flamelet model 1511 is used as the SGS 

combustion model and the Smagorinsky model is used for the SGS turbulence closure. 

4.2 Flame Location and Structure 

McCaffrey 11121 and Cox and Chitty [113] proposed the three-zone structures for pool 

fires (see Fig. 4.1): a continuous flame zone, an intemlittent flame zonc and a plullle 

zone. For small pool fires, Venkatesh et a1. [10'!] further divided the continuous flame 

zone into three sub-zones: the quenching zone, the primary anchoring zone (PAZ) 

and the post PAZ. The quenching zone is just above the burner rim with a sub­

millimetre size. In the quenching zone, the fuel and air are premixed by molecular 

diffusion. Above that, the cross-sectional area of PAZ is about I cm height by I Clll 

wide in radial direction, consisting of a millimetre-size visible leading flame edge and 

an extended flame zone which is believed to be diffusion controlled. Due to the 

premixing in the quenching zone, the visible flame was not seen attachcd directly to 

the burner rim in the experimental investigations. The anchoring of flame at PAZ is 

believed to be the unique characteristic that distinguishes small pool fires from 

mediUm/large-scale fires. Apart from the anchored flame, small pool fires are also 

demonstrating characteristics such as double flames and axial symmetry which are 

also rarely seen from medium pool fires 1991. 

4.3 Numerical Modelling 

The LES approach applied here is based on a set of spatially filtered, time-dependent 

conservation equations (eqs. 12-16). The Smagorinsky's eddy viscosity model 12(>1 is 

used as the SOS turbulence model with a coefficient (Cs) of 0.17 following McGrattan 

et ai. [21. In the current study, two models have been adopted for SGS combustion 
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modelling. One is the laminar flamelet model of Cook and Riley 151] and is modi fled 

by the authors for present use. The other is a simple global mixture fraction model 

developed by Mell et al. [88] and already embedded in FDS. The details of numerical 

procedures of SGS turbulence and combustion modelling were presented in previolls 

Chapters. 

4.4 Experiments Considered 

A series of small pool fire experiments were conducted by Venkatesh et al. [IOl)] with 

various burner diameters, ranging from I.Scm to 20cm. Within the above diameter 

range, all the pool fires were found to exhibit a similar flame structure. Detai led 

measurements were carried out on the 5.7cm-diameter burner made of stainless steel 

with a height of 2cm. The burner wall temperature was kept at 20 ± 2°C by wrapping 

the pan's outer wall with a 4mm-diameter copper tube and circulated water through 

the tube. The fuel is supplied underneath the burner at a constant rate to give a 

consistent heat input of 909 kW/m2 into the system. The fuel surface in the burner is 

kept 0.5mm below the burner rim which is found by tests to give the most stable fire. 

Hexane was chosen as the fuel because it is less sooty than many other fuels. It has to 

be pointed out that, however, the thermocouples at the height of lOmm were coated 

by the soot, which caused relatively large radiation losses and uncertainties in the 

thermocouple temperature measurement. 

4.5 Computational Details 

The computational domain is set to give enough space for the development of the fire 

and its plume. On the other hand, the grid resolution should be fine enough to capture 
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the flow movement at the smallest possible scale. In order to compare the simulation 

results with the experimental measurement [1091, the dimension of a single cell in the 

fire centre is required to be no bigger than 1 ~2 mm. Following previous observations 

that pool fires are not truly axisymmetric [91 1, the full circle of the file is simulatcd. 

Compromising the computational accuracy with the efficiency, a total of 128 x 128 x 

144 grids were employed in a 0.24m x 0.24m x 0.37m computational domain. This 

gives an average resolution of 1.9mm (for a single cell). The grids inside the fire were 

stretched to give a better resolution of 1.2mm, equivalent to 47 computational cells 

across the pool diameter. Although this resolution is still coarser than that employed 

in the experimental measurement, the predictions show some encouraging dctails of 

the flow movement. For the purpose of sensitivity study, another grid resolution (128 

x 128 x 128) is also employed for temperature and velocity analysis. No significant 

difference has been found between simulation results from these two resolutions. 

The domain is set to open at walls and the ceiling. The burner is defined at the ground 

and given appropriate heat input. According to Malalasekera's correlation 1
77

1, the 

pulsation frequency for a S.7-cm diameter pool fire is 7.04 Hz, giving a puffing period 

of 0.142 seconds. The computational time is set to 20 seconds to ensure that it reaches 

the stable and converged status. The time step is dynamically adjusted by the 

. 1 .. (DT . fu: ~v & ) Th . I mstantaneous ve oCItIes < mm( -, -'-, - } . e lI1stantaneous resu ts are 
u v w 

monitored regularly and the fire is assumed to have reached Quasi-Steady state when 

the instantaneous values appear periodically. 
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When defining the physical dimensions of the bumer, the circular bumer is 

approximated by the assembly of small squares. The mechanism of approximation can 

cause systematic errors at the edge of the circle. However, this is thought to be 

insignificant as there are 47 cells across the pool diameter. 

4.6 Results and Discussion 

In this section, discussion will first focus on some experimentally observed unique 

characteristics of small pool fires such as flame anchoring, double flame and axis­

symmetry. For comparison, some qualitative comparison is made with the 

characteristics of medium-scale pool fires. This will be followed by some 

investigation on the effect of SGS combustion models 111 the LES predictions. 

Comparison will be made between the predictions usmg the laminar flamclet 

approach modified from Cook and Riley's model [51J and the mixture fraction model 

ofMell et al [911. 

4.6.1 Flame Anchoring 

The common understanding is that premixing near the bumer base of small pool fires 

is responsible for flame anchoring and stabilisation. Takahashi and Schmoll [114J have 

shown that for the turbulent jet flames, the mechanism of anchoring depends on the 

formation of shear stress related circulation. However, Venkatesh et al. [1(
1

)1 suggested 

that in a pool fire, the fuel and oxidizer velocities at PAZ are much smaller than those 

in turbulent jet diffusion flames, perhaps insufficient to produce shear stress. They 

found a quenching zone just above the burner rim and believed that the flame anchors 

at that area due to the existence of fuel-air premixed zones. 
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The coloured temperature contours near the burner base are shown in Fig. 4.2. The 

temperature in the centre of the fire, just above the pool, is relatively low (indicated 

by blue and light green colour), showing the existence of the quenching zone. It is 

even more obvious at the beginning and end of the pulsation period. In plots (a) and 

(d), the flame (indicated by the red colour) is not attached directly to the burner rim. 

The temperature drops quickly to about 400 K, causing the flame to anchor here. 

4.6.2 Double Flame or Triple Flame? 

In small pool fires, the initially separated streams of fuel and oxidizer may mix by 

molecular diffusion after flowing past a divider. The theoretical structure of the flame 

near the base or the burner rim resembles a wall-quenched triple flame, consisting of 

two pre-mixed flames, one lean and the other rich, and another di ffusion flame 

occurring at the stoichiometric surface. In the experiment 1 \09 1, the double flame rather 

than the triple flame was observed. The possible reasons have been argued by some 

researchers [115-118). One argument that was supported by the experiment of Venkatesh 

et al. (109) and the present simulation indicates that the flow velocity at the air-side is 

one order of magnitude larger than the velocity of fuel vapour in the fuel side and the 

visible flame sheet is located in the air side. This can be clearly seen in Fig. 4.3 

(velocity vectors near the burner base). The air-side premixed flame is expected to be 

much larger than the fuel-side premixed flame. Previous analysis [1151 has suggested 

that the flame at the primary anchoring zone possesses characteristics of the cOllnter­

diffusion flame, yet the existence of the cold wall quenches the flame and likely 

distorts the normal triple flame into the double flame. For comparison, the previous 

predictions [99) for the velocity vectors of a medium-scale methanol pool fire are also 

shown in Fig. 4.3. The velocities in the centre of the fire are larger than those in the 
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outer regions. The velocities in the outer region drop quickly to zero at some heights, 

showing the existence of vortex. This comparison demonstrates that in medium-scale 

pool fires air is entrained by turbulence mixing (vortices) and combustion takes places 

in the centre, while in small pool fires some fuel and air arc premixed by laminar 

convection in the outer region (air-side) and double flames arc fonned. 

The above argument is supported by the predicted contours of temperature and 

mixture fraction of both the present predictions and our earlier simulations of a 

medium-scale pool fire as shown in Figs. 4.4 4.5 and 4.6. In Fig. 4.4a, the temperature 

contour shows that the highest temperature (about 1500 K) is located about IOmm 

above the burner, at a radial position of l8mm. With the height increasing, the 

location of the peak temperature moves towards the centre of the flame as more cold 

air is entrained into the system. The temperature decreases radically along both 

directions (inwards and outwards the fire centre), showing that a premixed flame (PF) 

is fonned near the edge. The gradient towards the airside is steeper than that towards 

the fuel side. The slow decrease of temperature towards the fuel side implies the 

characteristics of the counter-diffusion flame. 

In Fig.4.4b, the temperature contour of a medium-scale pool fire with 30.Scm 

diameter from previous simulations [(9) is shown for comparison. Although the 

dimension and co-ordination of Fig. 4.4b is different from those of Fig. 4.4a due to 

the grid resolution and simulation settings. the difference of the temperature 

distribution is clearly demonstrated. The peak temperature of the medium pool fire is 

located in the centre and decreases along the radius. This is consistent with the 

experimental observation of Weckman and Strong [lJ8). It can be attributed to the fact 
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that the reaction intensity and speed are much higher than those in small fires. The 

combustion in medium or large fires is thought to be "infinitely fast" 121. The fuel and 

air cannot co-exist and hence there is no premixing zone. The intensity of reaction 

decreases from centre to outside regions. In the small pool fire thc temperature in the 

pool centre is relatively low and the radial position of peak temperature is moving 

towards the centre with the increase of height. The flow near the burner rim 

demonstrates the counter-diffusion characteristics. More air is entrained into the PAZ 

by smooth laminar flow suction and the entrainment rate is comparable to the 

combustion rate. This results in the stoichiometric surface lying outside the centre of 

the fire and the premixed flames formed around the sides of the stoichiometric surl:lce. 

The visible flame boundaries, which are indicated by a temperature of 600K. are 

clearly seen at both the fuel- and air- sides. This comparison demonstrates that the 

double flame induced by molecular diffusion is a unique character of small pool tires. 

The above analysis can be further supported by the coloured temperature contour ncar 

the burner rim (fig. 4.5). The central diffusion flame is indicated by the red colour 

while two premixed flames (one at each side) are represented by the light yellow and 

green. Although the location and size of the flames are not perfectly illustrated due to 

the limit of graphic resolution, this coloured contour agrees well the distribution 

shown in fig. 4.4a. The diffusion flame stays between the two premixed flames with 

higher temperature. The locations of flames drift into the fire centre due to the 

relatively strong velocity at the airside. 

The stoichiometric value of mixture fraction for hexane is 0.1. In the contour of 

mixture fraction shown in Fig. 4.6, the isotherm line of ~ = 0.1 is located at a radial 
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position of 2.5 em near the burner base, then getting closer to the centre with the 

increase of height. The mixture fraction near the burner base exhibits a wide range, 

indicating the existence of pre-mixed region. It has been noticed that the max i mum 

temperature isotherm is located coincidentally with the stoichiometric line of mixture 

fraction in Fig. 4.6, indicating the existence of double flame. The gradient of the 

reaction rate toward the quenching surface is so high that the location of maximum 

reaction rate practically coincides with the quench point. This is strongly supported by 

the isotherm of mixture fraction. Within the very short distance above the burner rim, 

the mixture fraction changes rapidly and the stoichiometric line, which represents thc 

maximum reaction rate, lies in the quenching zone. In agreement with the 

experimental observation and analysis of Venkatesh et al [lO'lJ, the existence of the 

cold wall quenches the flame and distorts the normal (or free boundary) triple namc 

into the double flame. 

The position of the flame may vary, depending on the overall stoichiometry. At a 

mixture fraction co-ordinate, ~=O means the pure oxidizer stream and ~= I represents 

the pure fuel stream. Usually the stoichiometric line of mixture fraction is used to 

identify the locus of the flame. The stoichiometric coefficient r represents the mass 

unit of air consumed with the complete combustion of one unit mass of fuel. It is 

either greater or smaller than unity. For the hexane fire (r=9.5, ~sl=O.0952), the flame 

lies on the oxidizer side in the mixture fraction co-ordinate. In both the experimental 

observation [109] and the current simulation the diffusion flame is located on the 

airside, which agrees well with the theoretic analysis [I IS.llhl. 
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4.6.3 Temperature Structure 

In Fig. 4.7, the peak temperature occurs at about 15-25 mm 111 radial position at 

different heights. The radial position of the peak temperature is moving towards the 

centre of the fire with the increase in height. The peak value increases along the 

height as it is reaching the PAZ and post PAZ. There is a steep temperature gradient 

on the airside, which coincides well with the temperature contour in Fig. 4.3. The rate 

of temperature increase with height slows down when approaching the turbulent area, 

leading to a more uniform distribution. 

4.6.4 Axial symmetry 

The mean temperature contour of the whole computational domain (Fig. 4.8) shows a 

good axisymmetric shape, which was not seen in medium-scale pool fires 1'11,IOXI. The 

non-axial symmetry of medium and large pool fires in the three-dimensional 

simulation was shown in the calculation of Baum el at. 19 .11 and Kang cl 01 1')<)1. The 

present finding is also in agreement with thc previous analysis I'nl which suggested 

that the smaller the pool diameter, the more axially symmetric the fire. 

4.6.5 Air Entrainment 

Convective air entrainment likely occurs at PAZ to satisfy mass conservation because 

of the rapid acceleration of the buoyant gases in the flame interior IIOKI. The intensity 

of air entrainment is illustrated by the radial velocities. In Fig. 4.9, the radial 

velocities at different heights are shown. The maximum value of radial velocity is 

found at a radial location of around 2.5 cm from the centre, very close to the edge of 

the burner. The radial position of maximum radial velocity is moving towards the 

centre of the fire with the height while its magnitude is decreasing. The positive 
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values ofradial velocity, which represent the flow expanding outwards from the flame, 

are showing at a range of heights below 12.5 mm. This is because that more fuel is 

sucked into the PAZ and mixed with the air, causing the flow "expanding" outwards. 

Above 12.5 mm, where the main part of combustion takes place, more air is needed 

for the chemical reaction. The radial velocities along all radial positions arc negative, 

showing the large demand of air coming into the reaction region. Comparing the 

distribution of z = 12.5 mm with that of z = 20 mm, there arc some interesting 

differences. The radial velocity in the outer region at z= 12.5111m is higher; showing 

that large amount of fresh air is entrained from the ambient environment for the 

reaction near the edge. While inside the flame the magnitude of radial velocity is 

relatively small. At a height of 20mm or above, where most of the combustion is 

supposed to have completed, the flow is turning to be dominated by the buoyancy 

induced mixing. The magnitudes of radial velocities inside the flame are becoming 

larger due to the rapid rise of vortex. 

The distribution of radial velocities shows that within the PAZ (usually below 12mm) 

air is entrained into the flame by laminar convection. The mechanism of air 

entrainment within the PAZ is different from that in a turbulent jet flame. In a jet 

flame, the air in entrained by the shear stress near the burner rim. However in the pool 

fire, as seen from Fig. 4.9, the inner radial velocities (r < 12mm) at PAZ (z < lUml11) 

exhibit positive values, implying that the flow in the centre is sucked outwards due to 

the relatively high intensity of combustion near the burner rim. In the outer region, air 

is entrained into the fire at a magnitude up to 4 m/s. This is due to the laminar 

convection caused by the rapid acceleration of the buoyant gases in the flame interior. 

At heights between lOmm and 20mm in the post PAZ region, radial velocities at all 
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radial locations fall into negative values. The magnitude decreases with the increase 

in height and the location of peak value gradually moves towards the centre. This 

demonstrates that at post PAZ the air is entrained into the system generally by 

diffusion. 

The air entrainment velocity profile against height is shown in Fig. 4.10. The velocity 

is taken at a radial position of 2.59cm, close to the burner edge (r= 2.85 cm). The 

negative values show the air coming into the flame. The maximum rate or air 

entrainment occurs at a height about 5mm above the burner. The main part of air 

entrainment, represented by the high absolute values of negative radial velocity, is 

found to cover a region of height ranging from 2mm to 12mm, where the PAZ is. It 

agrees well with the experimental observation 1I 09
J that the air entrainment primarily 

happens at the PAZ by a smoothly laminar flow suction. Above the PAZ, the radial 

velocity decreases with the height implying that the vortex are fornling and 

developing. 

4.6.6 Comparison Between Two Combustion Models 

To investigate the effect of SGS combustion modelling on the predictions, 

comparison is made between the simulations with the MLFM and the mixture fraction 

model of Mell et al. [881. Additionally under the sensitivity study, some of the results 

are also compared to those from another grid resolution (128 ? 128 ? 128). At this 

grid resolution the SGS combustion model employed is also the MLFM and is 

referred to in the figure caption as "modified laminar flamelet model 2M". 
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Comparison has been made in terms of temperature, velocity and Heat Release Rate 

Per Unit Volume (HRRPUV). The radial distributions of temperature, radial velocity 

and HRRPUV at different heights are analysed in Figs. 4.11, 4.12 and 4.13, 

respectively. In addition to the line-plots, the contours of temperature and velocity 

vectors are also studied (Figs.4.14 and 4.15). 

It is found that the differences between the two models are more obvious in thc 

reaction zone. For all the three examined heights (2.5mm, 7.5mm and 20m111), the 

main discrepancy between the two models lies at radial positions bctween 14m111-

18mm. The radial position of peak temperature gets closer to the centre of the fire 

with the increase in height. At the peak temperature region, where the majority of 

combustion takes place, the MLFM produces better prediction than the mixture 

fraction model. The under-prediction of peak temperature by the mixture fraction 

model is likely to be due to the omission of the SGS term in the governing equation of 

mixture fraction (see Section 3.3.3). 

At the lower (2.5mm) and higher (20mm) heights in Fig. 4.12, there is little difference 

between the predictions of the two models. At the height of 7.5mm, the mixture 

fraction model underpredicts the magnitude of radial velocity. This is in accordance 

with the distribution of temperature. 

The comparison of HRRPUV near the burner base is presented in Fig. 4.13. At all the 

three heights both models give similar predictions on HRRPUV. The mixture fraction 

model overprediets the HRRPUV at all radial locations. This is because that the heat 

absorbed by the generation of products was not included in the mixture fraction model. 
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In Fig. 4.14 where the temperature contours are plotted. double flames are also 

captured by the mixture fraction model. However, the prediction of peak temperature 

is lower than that from modified laminar flamelet model and the predicted extent of 

the premixed flame near the burner rim is shorter than that of the MLFM. More 

importantly, the predictions of the mixture fraction model indicate a higher and more 

centred premixed flame near the burner rim. This is likely to be due to the di ffcrent 

treatment in the governing equations of mixture fraction and the heat release. 

In Fig. 4.15, comparison is made on the predicted velocity vectors. It is seen that the 

mixture fraction model predicts higher velocities in the centre of PAZ. The simplified 

approach of the mixture fraction model, which did not result in too much di ffcrences 

with the MLFM in our earlier simulations of bluff-body burners and medium-scale 

pool fires [119,120] seems to be causing more discrepancy here in the simulations of the 

small pool fires. 

4.6.7 The first order of thermodynamic pressure p(O) 

As stated in eq. 66, in an open pool fire the first order of thernlOdynamic pressure plll) 

is supposed to be constant in both time and space, which comes from the 

simplification of the state equation for ideal gas in low-Mach flows. This is 

numerically supported by the current research. The contour of p(O) is listed in fig. 4.16. 

In the majority of the computational domain (most of them are turbulence), p(O) 

remams a value around 400 KgOC/m3. At lower heights (where is believed to be 

laminar or transitional flow) the value of p(O) drops. Also at the edge of the 

computational domain p(O) drops to around 300 KgOC/m'\ which is due to the mixing 
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with cold air. The time development of p(O) is presented in fig. 4.17. The sample point 

is located in the central line of the pool at a height of 15cm. The instantaneolls data 

are collected from the 10th second to the end of the simulation (the 20th second). The 

stabilized values around 400 Kg OC/m3 strongly proves the temporal constancy of p(O), 

4.7 Conclusion and Recommendations 

Large eddy simulations have been carried out for a small pool fire experimcntally 

tested by Venkatesh et al. [109]. The Smagorinsky model is used for SGS turbulence 

closure and a laminar flamelet model based on the Cook and Riley approach \50,51\ is 

used for SGS combustion modelling. Detailed analysis has been carried out on the 

structure and unique characteristics of small pool fires. To investigate the effect of 

SGS combustion modelling on LES predictions, comparison has also been madc 

between the predictions using MLFM and the relatively simpler mixture fi'action 

model of Mell et al. [88]. 

The predicted flow fields have captured the three distinctive characteristics of small 

pool fires observed in the experiment of Venkatesh et at. pO'JI. The existence of the 

premixed zone of fuel and air, whieh is thought to be the reason for flame anchoring, 

is evidenced by the low gradient of temperature and mixture fraction ncar the burner 

rim. The experimentally observed double flame can be seen from both the predicted 

temperature contour and velocity vectors. In line with experimental measurements, 

steep gradients of the mean temperatures are found in the air stream. 



Unlike previous predictions of medium-scale pool fires l(n,(NI, the mcan tcmperature 

and density fields are nearly axially symmetric, This finding is in line with the 

analysis that the smaller the pool diameter, the more axially symmetric the fire, 

Comparison of the predictions with the two different SGS combustion models shows 

that in the reaction zone the MLFM improves the predictions of temperature, 

velocities and HRRPUV by up to 30%, The relative positions of the double flames as 

predicted by the MLFM are also in better agreement with the experimental 

observation, This improvement can be partially attributed to the inclusion of SGS 

contribution in the governing equation of mixture fraction and the solution process of 

the look-up table, which are of particular importance in the simulation of small pool 

fires. 

The study has demonstrated that the present LES approach with the modified laminar 

flamelet model is capable of capturing the fine details and unique characteristics of 

small pool fires. 
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Chapter 5 Bluff Body Flame 

5.1 Introduction 

Bluff-body flames have relevance to many combustion systems including aeroplane 

combustors, automobile industry and power plants 11211. Bluffbody hurners rely on re­

circulating flows to stabilise the flame. It generally has simple and well-defined initial 

and boundary conditions. The flame is stabilised to the fuel orifice within a relatively 

complex flow structure. As the chemical reaction of reacting flows in a bluff body 

burner is mainly dominated by turbulent mixing, it is well acknowledged that the re­

circulation zone plays an important role in influencing the combustion process [121 [. 

For example, the existence of re-circulation zone is believed to improve the 

combustion efficiency and reduce the NOx emissions for coal burners 1122 [. 

As the numerical simulation of chemical process has advanced significantly in recent 

years, bluff-body flows received particular attention under various simulation 

environments [41,123-129). Standard k-E model has been used in both non-reacting and 

reacting flows and some encouraging results have been reported [123[. Martins and 

Ghoniem [126), using a k-E based vortex model, found that in a 2-D axisymmetrical 

simulation for incompressible, non-swirling flows, the flow structure in the re­

circulation zone relies heavily on the fuel/co-flow air velocities and the diameter ratio. 

Similar experimental work has also been carried out by Sharif and Gu [IJO[ for a V­

shaped flame stabiliser. Other k-E based models, such as those based on the Monte 

Carlo PDF approach, have been tested by Wouters et af [1221. When coupled with the 

PDF method and second-moment turbulence closure, the Monte Carlo approach was 

found good at predicting flow fields for inert flows. However, its inconsistent 
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predictions of reacting flows indicated that the finite-rate kinetic effects and partial 

premixing in such flows cannot be captured by the conserved-scalar chemistry model. 

Other combustion models such as simple chemical reacting system (SCRS) and eddy 

break-up (EBU) model have been tested by Lopes et a/ [1251 for bluff-body flamcs. 

However, the systematic deficiencies of the standard k-£ model limited the accuracy 

of its predictions [127]. Under the Boussinesq hypothesis 171, a non-linear relationship 

between the Reynolds stresses and the strain rate and vorticity tensors was proposed 

in a series of cubic turbulence models 1129.131], with terms up to the third order. The 

cubic models (de)stabilizes turbulence by streamline curvature. However, somc of 

those cubic models may violate reliability conditions 11271. Based on the earlier models 

of Craft et a1. [131) and Shih et. a1. [12
91 , Merci et al. [127] proposed a new cubic model 

for piloted and bluff-body diffusion flames. Although the new cubic model showed 

satisfactory agreement with the experimental measurements, it under-predicted the 

levels of turbulent shear stress and kinetic energy. Hossain 1142[ and his colleagues 

have employed a couple radiationlflamelet combustion model when simulating a 

bluff-body non-premixed flame. Although a significant improvement in the prediction 

of OH was achieved when radiation heat transfer was included, discrepancy still 

existed in the predictions of mean flow quantities such as temperature. It seems 

unlikely that any two-equation RANS model will ever be able to predict all flow 

quantities correctly in the complete domain of a bluff-boy flame. 

Proposed by Bilger [132] and Klimenko [133] independently, the conditional moment 

closure (CMC) approach is becoming increasingly popular for modelling turbulent 

reacting flows. The CMC model solves the transport equations of conditionally 

averaged quantities. The variables on which the chemical reactions are known to 
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depend on are chosen to be the conditioning variables. Within the n·ame of the RANS 

CFD approach with the k-8 turbulence model, Kim et al. 11241 lIsed CMe model and 

stationary laminar flamelet model (SLFM) to simulate a 2-D non-prcmixed methanol 

bluff-body flame. Although CMC was found to give reasonably good predictions of 

the conditionally averaged temperature and major species concentration at all spatial 

locations, solving the transport equations in the conditioning space adds a further 

dimension to the calculation. This, to some extent, is hindering the wider application 

of CMC to 3-D flow simulations. 

Large eddy simulations of bluff-body flames carried out by Fureby et a/ 1411 showed 

that chemical reaction played a determining role on the velocity field. But they also 

revealed that the 2-D LES could not mimic accurately the physical and chemical 

process in bluff-body flames. Similar 2-D large eddy simulation of bluff-body 

stabilized diffusion flame was carried out by Papailiou et al 1144] with a partial 

equilibrium/two scalar exponential probability density function combustion model. 

They managed to catch the finite-rate chemistry effects such as local extinctions and 

reignitions but quantitative discrepancies increased in the prediction of mean 

temperature and major species. In other related applications, however, 3-D LES 

calculations have achieved considerable success. For example. Pitsch and Steiner 11
2X

I 

used the Lagrangian Flamelet Model as a combustion model for large-eddy 

simulations of turbulent jet diffusion flames. The predictions of the /low structures 

were in good agreement with experimental measurement, despite a slight ovcr­

prediction of the consumption rate of the reactants. 
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In the present study, detailed analysis of the dynamic behaviour and structurc inside a 

bluff-body flame has been carried using LES techniques. The Fire Dynamics 

Simulator (FDS) is used as the basic LES frame while new sub-grid scale (SGS) 

models for combustion and turbulence modelling have been added by the author. The 

effect of SGS turbulence and combustion modelling on LES calculations is 

investigated by comparing the predictions with Germano's dynamic procedure with 

that of the Smagorinsky model and experimental data; and the predictions of the 

modified laminar flamelet model with that of the mixture fraction model and the 

experimental data. Further qualitative comparison is also carried out with the 

experimental data on some specific flame characteristics of the bluff-body flamc such 

as the double flame phenomenon and the existence of the re-circulation region. 

5.2 Numerical Formulation 

The LES approach applied here, through the NIST FDS code, is based on a set of 

spatially filtered, time-dependent conservation equations (cqs. 12-16), In those 

equations the acoustic effect has been filtered out for the efficient simulation of fire 

phenomena. 

For SGS turbulence closure, the Gennano's dynamic approach is adopted. The 

Smagorinsky model is used for some comparative study with the model coefficient set 

to 0.17 following McGrattan et al [2 1, The numerical details of implementing the 

dynamic approach should be referred to Chapter 2. 

In the current study, two models have been used for SGS combustion closure. One is 

the laminar flamelet model of Cook and Riley [50,51] which is modified by the authors 
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for present use (referred to as "modified laminar flamelet model (MLFM)" in the text). 

The other is a simple global mixture fraction model developed by Mel! c/ (II ['II [ which 

is already embedded in FDS (referred to as "mixture fraction model" in the text). The 

numerical details and the comparison between those two SGS combustion models 

could be found in previous Chapters. 

5.3 Experiments Considered 

The experimental work used in the current study was conducted by Masri ct lit [\341. 

As seen from the schematic plot in Fig. 5.1, the diameter of fuel jet orifice is 3.(lI1lnl 

and the bluff body diameter is 50mm, giving a diameter ratio (a = DjDh) of 0.072. 

The fuel jet velocity is 118 mls and the co-flow air velocity is 40m/s. The fuel is a 

mixture of CH4 and H2, with a volume ratio of 1: 1. The addition of H2 to the CH .. is 

intended to produce a re-circulation zone clean from soot. 

Other experiments with different parameters (diameter ratio, flow velocities, fuel 

types etc.) have also been carried out by Dally et al [135.13
61 from the same group. The 

present case is chosen due to its clean re-circulation zone and the avai labi lity of 

measurement in a relatively wide domain. 

5.4 Computational Details 

The whole domain is a rectangular block of 150mm ? l50mm ? 300mm. It is divided 

into 15 sub-blocks with various grid resolutions to allow finer grids in the critical 

regions. The mesh consists of 328,000 grid cells in total with the finest resolution in 

the flame centre to be Imm. Grid sensitivity study has been conducted with other grid 
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resolutions and our preliminary tests suggested that the present resolution is sufficient 

to capture the fine details of the bluff-body flames. 

The reason that sufficient grid resolution is achieved with only 328,000 cells is mainly 

because of the multi-block facility. Otherwise, the total number of grids would have 

to be more than I million to ensure the same resolution inside the flame. Although in 

some critical parts the cells can be stretched, the suppressing of vortices and the 

integration discontinuity at the edge of stretched and unstretched parts could 

potentially lead to the reduction in simulation accuracy. It was found in the sensitivity 

study that the use of the multi-block facility could significantly reduce the CPU time 

by reducing the number of grids while retaining the simulation accuracy. 

Considering that the pulsation period of such a bluff body burner is less than I second, 

the computational time is set to 20 seconds to give enough time for the convergence. 

The time step is dynamically adjusted by the instantaneous velocities (OT < 

mine Ax, ~y ,L\z )). The instantaneous results are monitored regularly and the 
u v w 

convergence is achieved when the instantaneous values appear periodically. 

The bluff body burner is set in an open space. The co-flow air surrounding the burner 

is set to have a uniform initial velocity of 35 m/s. The flow velocity at the outside 

boundary is also set to 35 m/s. This value should remain unchanged during the 

simulation to ensure that the inner regions are not affected by any external forces. 

5.5 Results and Discussion 
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In this section, the comparison between the results from different SGS turbulence and 

combustion models will be presented first. This is to illustrate the improvement 

achieved by the dynamic approach and MLFM, respectively. In additional to those by 

the Smagrinsky model, the predictions by the dynamic approach arc further compared 

with data from previous CFD simulations [124.127.142.1451 and large eddy simulation 11441. 

5.5.1 Comparison Between the Two SGS Turbulence Approaches 

For the comparison here, the MLFM is used as the SGS combustion model. As shown 

in Fig. 5.2 where the radial distance is normalised by the bluff body radius, the 

dynamic approach shows some improvement over the Smagorinsky model and other 

CFD simulations [127. 145] for the predictions of the axial velocity distributions at 

different heights. Overall, the predictions using the Gemlano's approach are 

marginally closer to the experiments data than the Smagorinsky model. The 

discrepancy between the dynamic approach and the Smagorinsky model is relatively 

bigger at the low height (z/D = 0.06) where the flow is believed to be going through 

the laminar to turbulence transition. It is difficult for the Smagorinsky model with a 

constant coefficient to capture the flow characteristics in those regions )72. ()()I. 

Quantitatively, the dynamic approach has improved the accuracy of prediction on 

axial velocities by up to 15% near the fuel jet. Both sets of predictions are, however, 

slightly lower than the experimental data. This may be partially because the modelling 

structure of the dynamic approach is still based on the Smagorinsky model and the 

mechanism of representing energy backscattering is to some extent still restricted. 

When it reaches the main reaction zone in the re-circulation region at z/D= I and 1.2, 

the advantages of the dynamic approach have been highlighted by the comparison 

with previous CFD simulations. Although Merci et al ll27l did a htirly good job in 
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predicting the radial distribution of axial velocity at z/O= I, the dynamic approach 

manages to compensate the underestimation by adjusting the model coefficient 

instantaneously. At the height ofz/D=1.2, Muradoglu et (1111451 underpredicted at most 

of the radial positions, especially near the centreline. This was due to the relatively 

poor ability of representing the flow movement in laminar regions for constant­

coefficient SGS turbulence models. It is well believed that in laminar/transient regions 

a considerable amount of energy is born in small scale quantities and the Smaorinsky­

like SGS turbulence models are usually too dissipative. Possessing the mechanism of 

representing the energy backscattering and adjusting the model coefficient according 

to the local velocities and time, the dynamic approach has made a remarkable 

improvement by refining the predictions up to 25%. After all it has to point out that 

the complex nature of the re-circulating flows in those regions may have caused 

further difficulty in both the numerical computations and experiments. 

In Fig. 5.3 the advantages of the dynamic approach are further demonstrated by 

comparing the distribution of radial velocities at different heights (normalised by the 

bluff body diameter) with those from the Smagorinsky model and other C'FO 

simulations [127.
1451. All of the simulation results exhibit similar distribution of radial 

velocity as the experimental measurement [1]4] at almost all the studied heights. At 

lower heights (z/D=0.06 and 0.2), radial velocity near the centreline remains close to 

zero as there is little combustion and air entrainment occurring in that region. The 

horizontal movement of flow is generated by the pressure gradient caused by the axial 

velocity difference of fuel jet and the surrounding air. Although applying a new cubic 

model, Merci et al [l27] did not produce satisfactory simulation results of centreline 

velocity at z/D=0.2. Slightly doing better, Muradoglu el all1451 also experienced the 

94 



discrepancy of axial velocity prediction near the fuel jet. In the reaction zone (z/D= 1.0 

and 1.2) all models behave similarly with Merci et al lJ271 and Muradoglu c/ (//11~~1 

being too dissipative. While in the fully developed turbulence area (z/D=2.4), 

relatively big discrepancy exists in the outer radius bctwecn the previous CFD results 

[127. 1451 and the experimental data 11341. Not surprisingly, the predictions of the 

Germano's dynamic approach are generally in closer (up to 30%) agreement with the 

data especially in the re-circulation zone (within one to two burner diameter). The 

distribution of radial velocities represents the air entrainment and turbulence mixing. 

These results demonstrate the reliability of the current modelling approach in 

capturing the physics of air entrainment. 

The comparative predictions of the mean temperature at different heights arc shown in 

Fig. 5.4. Although the velocity of the fuel jet is high, there is an initially stagnation 

region between the central fuel jet and the co-flow air. The flow is believed to be 

within the laminar to turbulent transition region at the lower height at z/D=O.2. The 

Smagorinsky model gives relatively poor prediction because it is difficult to capture 

the flow characteristics with a constant coefficient in that region 172. 1)91. Although 

Merci et al [127] generated reasonable predictions, the dynamic approach gives better 

predictions at z/D=0.2 for almost all the radial locations. Vertically, the improvements 

are more distinctive at the laminar regions. At height z/D=0.2, the dynamic approach 

has refined the predictions by up to 35% percent. While in the re-circulation zone, an 

overall 5-10% improvement is observed. At z/D=I.O and 1.2, the predictions of 

previous CFD simulations [124.127.1421 are generally lower than the experimental data, 

which is in accordance with the characteristic of being dissipative for Smagorinsky­

like models. Particularly at z/D=1.2, the results from a 2-D large eddy simulation arc 
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presented [144]. Being slightly over-dissipative near the centreline, the 2-D LES 

managed to give encouraging results at the outer region. For all the studied heights, 

the LES with dynamic approach shows a remarkable improvement on predicting the 

mean temperature. This improvement is particularly distinctive ncar the centreline. 

Similar to the temperature predictions, the dynamical approach gave better predictions 

of the mixture fraction as shown in Fig. 5.5. At all heights the predictions from the 

dynamic approach were in good agreement with the experimental data while the 

Smagorinsky model under-predicted it. The largest discrepancy of 20% percent was 

found at radial positions between 1-9mm, where the majority of combustion took 

places. 

To give more straightforward view on the dynamic approach, the calculated dynamic 

coefficient was illustrated spatially and temporally in figs. 5.6 and 5.7. The values in 

fig. 5.6 were ensemble averaged. In the contour of the dynamic coefficient (fig. 5.6a), 

the general values of the dynamic coefficient at all heights were smaller than the 

constant 0.17, which was adopted by the Smagorinsky model. This proved that the 

dynamic approach had made the SGS turbulence model less dissipative, which was 

strongly supported by the improvement on the predictions of mean flow variables. In 

the radial distribution (fig. S.6b), the dynamic coefficient was larger at lower heights 

(laminar/transitional regions), showing that the flow characters were not that universal 

and a considerable part of kinetic energy in this region was stored in small-scale 

vortices. The values of the dynamic coefficients decreased considerably to around 

0.06 when approaching the reaction zone (z/D =1 and 1.2). This was due to the 

interactive enhancement of turbulence and combustion, which caused the majority of 
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energy born by turbulence. When reaching the fully developed turbulence area (ljD= 

1.8 and above), the values of the dynamic coefficient became vertically stable and the 

radial difference started vanishing. This represented that turbulence turned to 

dominate the flow and the flow field was getting more homogeneolls. In fig. 5.7, 

instantaneous values of the central line dynamic coefficient at the height of z/O= 1.2 

were recorded. The instantaneous values exhibited a stable oscillation around an 

average value of 0.06, with some values appearing negative. This demonstrated that 

the coefficient behaved flexibly with the time and it had the mechanism to represent 

the energy backscattering. 

5.5.2 Comparison Between the Two SGS Combustion models 

To ensure consistency, the Germano's dynamic approach is used for turbulence 

closure along with both SGS combustion models here. As the main difference 

between the MLFM and the mixture fraction model is the lack of SGS contribution in 

the later, the difference of the results is expected to be more significant in the 

turbulence area rather than the lower laminar and transition region. This is supported 

by the computed results of temperature, mixture fraction, velocity and heat release 

rate. 

The predictions of axial and radial velocity distributions are shown in Figs. 5.8 and 

5.9, respectively. In Fig. 5.8, there is not much difference in the axial velocity 

predictions between the two combustion models. This is partly due to the dominant 

effect of the high speed of the fuel jet and co-flow air. The only exception happens at 

the heights of zlD = 1 and 1.2 within the reaction zone where the effect of combustion 

chemistry is expected to be most significant, the mixture fraction model over-predicts 
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the axial velocity within the mixing zones by up to 30%. At lower heights (e.g. z/D = 

0.06 and 0.2), there are steep gradients of axial velocity at the inner edge or the co­

flow air (r/R = 1). There is a region between the fuel jet and co-flow air where the 

axial velocity is zero indicating that the fluid sti 11 remains to be accelerated by 

combustion. With the increase of height. more air is entrained into the central region 

and accelerated by the hot combustion products. When the height reaches the 

extinguishing zone (z/D = 4.4), where most combustion has completed, the velocities 

at all radial positions become more uniform due to the decay of turbulence. 

The story of mean radial velocity is slightly different. As shown in Fig. 5.9, the 

biggest difference between the predictions of the two models is located at the inner 

edge of the co-flow air (r/R = 1). In the reaction zone and lower heights, both models 

achieve better agreement with the experimental data in the region between the central 

fuel jet and the co-flow air (0.2 < rlR < 0.6). The predictions of the mixture fraction 

model (absolute values) are slightly higher at all heights. The magnitudes of the radial 

velocities are generally much smaller than that of the axial velocity. This would make 

the radial velocity more sensible to the influence of the evolution of large eddies. This 

disturbance is expected to be smaller in the central cone where the fuel jet velocity 

has dominant effect. 

The comparison of the mean temperature is shown in Fig. 5.10. At all five heights. the 

temperature predictions of the mixture fraction model are lower than those of the 

MLFM. This may be attributed to the fact that the heat release rate is only calculated 

from the fuel in the former. The discrepancy increases outside the reaction zone. 

Although both models gave reasonably good predictions in comparison with the 
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experimental measurement within the fully developed turbulence region (z/D = I and 

1.2), the modified laminar flamelet model gives better predictions in the transition 

region (z/D = 0.06). 

Similar profile could be found in the comparison of heat release rate per unit volume 

(HRRPUV). As seen in Fig. 5.11, the HRRPUV at 5 different heights were listed. Due 

to the unavailability of published experimental data, only the predictions are presented. 

The distribution of HRRPUV exhibits higher axis-symmetry outside the reaction zone 

(zlD = 0.06, 0.2 and 4.4) while it is more likely to be affected by the turbulence 

mixing in the reaction zone (zlD = I and 1.2). Starting from the bluff body burner 

base, the radial location of peak HRRPUV is moving towards the centre 0 f the fi re as 

more combustion takes place in the centre. While it is reaching the extinguishing zone, 

the magnitude of HRRPUV decreases. At z/D = 4.4, the majority of combustion 

ceased. The HRRPUV at the radial position of 18mm is a result of some remaining 

chemical reaction. Both models predict similar distributions with the predictions of 

the mixture fraction model being slightly higher. This is expected as the inclusion of 

heat loss by the generation of combustion products in eq. 82 brings down the total 

amount of HRRPUV. 

The comparison of mixture fraction is shown in Fig. 5.12. At the lower heights (z/D = 

0.06 and 0.2), both simulation results give good agreement with the experimental data. 

In the re-circulation region at zlD = 1 and 1.2, the MFLM gives better prediction. The 

difference between the predictions of the MLFM and the experimental data are mainly 

located in the middle of the radial positions, while in the inner region near the fuel jet 

and the outer region near the co-flow air, the differences are marginal. At all heights, 
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the mixture fraction model gives lower predictions than the MLFM. This may be 

partially explained by the fact that in the mixture fraction model, the SGS contribution 

is only included in the filtered equation and these is no SGS term in the transport 

equation of S. 

5.5.3 Predictions of the Flame Structure 

5.5.3.1 Velocity 

The instantaneous axial velocity vectors are presented in Fig. 5.13 where two groups 

of vortices can be clearly seen near the bluff body burner, one close to the fuel jet and 

the other close to the co-flow air. These vortices are fonned due to the pressure 

difference between the flow streams and the initially still air above the bluff body 

burner. The vortex near the co-flow air is smaller than that near the fuel jet because 

the co-flow air velocity is smaller than the fuel jet velocity and there is less 

combustion taking place. The existence of two vortices is supported by the previous 

experimental observation of Dally et al [138] and it is also in line with the observation 

of double flame [134,139,139]. Also in agreement with the experimental observation, the 

length of the re-circulation zone is found to be about one to two diameters. 

The distributions of mean axial velocities at different height are shown in Fig. 5.14. 

At radial positions less than 0.08, the axial velocity is as high as 126 mls in the centre 

of the fuel jet, close to the burner surface. This is largely due to the acceleration 

caused by the sudden drop of pressure. In the outer region (r/R >1), where the co-flow 

air is, the axial velocity tends to have a unifonn distribution of 35 mis, as initialised 

by the boundary condition. With the height increasing, the peak value of the axial 

velocity along the central line decreases. This is a combined result of the combustion-
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driven outward expansion and gravity. As more air is entraincd into thc rcaction zonc, 

mixing with the fuel and facilitating the combustion, more vortices arc generated and 

developed due to turbulence mixing and chemical reaction, which slows down thc 

fuel jet velocity. In separate study about pool fires, a so-called "neck-in" region has 

been observed at the height of about one pool diameter 1')')1. At the "neck-in" region 

the visible flame shrinks because of the high intensity of vortices generated. Similar 

structure is observed here at the height of one diameter, showing thc location of tlH: 

highest reaction rate. The only exception occurs at z/D=1.2, where the centreline axial 

velocity is slightly higher than that at z/D= I. This trend was also observed ill the 

experiment as shown in Fig. 5.2 [134J. It may be due to the high intensity of thc vortex 

movement generated in the region. 

In the middle radial positions (O.15<r/R<I), the axial velocities start with negative 

values, showing that the air is being "pushed" towards the bluff body burner due to 

the high flow speed at both sides. The air in the affinity to both strcams (fucl and <.:0-

flow) turns upward, while the air direction in the very middle part (0.4 < r/R < 0.8) 

remains downward. This distribution of velocity indicates the existence of vortices 

generated by the high-speed side-flows along the bluff body burner. The "negativc" 

region for axial velocity gets smaller and smaller with the heights and disappears at 

the height of zlD = 1.8 representing the end of the re-circulation. At the heights over 4 

times of the diameter, the axial velocities at all radial positions become ncarly 

uniform at around 30 mls. 

The distribution of mean radial velocities at different heights is shown in Fig. 5.15. 

There are considerable differences between the distributions of radial velocities at 
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lower heights and that in the higher regions. The negative value represents the now 

coming into the domain while the positive values showing the opposite direction. At a 

height of z/D=0.06, the radial velocity is mainly affccted by the high-speed up­

ejecting flows at both sides. Due to the initially parabolic distribution of axial 

velocities at the exit of the fuel orifice, the radial velocities within the slllall inner 

region close to the central fuel jet are negative with a very small magnitude. The 

majority of the air entrainment occurs at a radial position of 2.5mm (r/R = 0.1), just 

outside the fuel jet. The radial velocity reaches as high as 4 m/s. This is because of the 

low pressure inside the fuel jet vacuumed by the high-speed fuel stream. At the 

outside region (0.8 < rlR <1), air is being "expelled" out for similar reason. 

With the height increasing, the surrounding air in the region close to the central fuel 

jet is expanding outwards due to the high intensity of chemical reactions, while more 

co-flow air is entrained into the reaction zone for the combustion. During thc process 

of combustion, the temperature of the mixture is increasing; more vortices are 

generated and evolving, turning the flow into turbulence. The maximum radial 

velocity can reach up to 4 m/s. And the turning point of radial velocity, where the 

outgoing and incoming air meet, is at the same radial position of rlR = 0.6 for all the 

heights below z/D = 2. 

Above z/D = 2, most of the combustion completes and the axial velocity is becoming 

more uniform with the main flow stream moving upwards due to buoyancy. As shown 

in Figs. 5.3, 5.9 and 5.15, the radial velocities at z/D = 2.4 are close to zero at all 

radial positions as consistent with the characteristics of the extinguishing zone which 

starts approximately from the height ofz/D = 2.2 according to the present prediction. 
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5.5.3.2 Temperature 

Four instantaneous snapshots of temperature contours are listed in Fig. 5.16. It can be 

clearly seen that the main part of chemical reaction occurs between the fuel jet and co­

flow air, at a height lower than 1-1.5 times of bluff body diameter. This region is 

usually referred to as the "re-circulation zone". Further down the re-circulation zone, 

there is little reaction and the temperature gradient decreases due to mixing with the 

cold air. At the far end, the radial distribution of temperature tends to be uni form and 

close to the ambient value. The snapshots also reveal that the temperature distribution 

exhibits a high degree of axis-symmetry. 

The temperature distribution at different heights is shown in Fig. 5.17. The mean 

temperatures at all heights have a similar radial distribution. The lowest temperature 

occurs in the centre, where the fuel jet is and there is little air mixed with the fuel to 

facilitate the combustion. The temperature increases along the radius and drops to the 

ambient value in the co-flow stream. At the radial positions between the fuel jet and 

co-flow air, the temperature reaches its highest value, indicating the existence of 

chemical reactions. The peak value of around 2000K is found at z/D = 1. Another 

quantity that can be used to measure the strength of chemical reaction is the difference 

between the highest and lowest temperature at the same height. This comparison is 

made by using the temperature at r = 0 (usually the lowest one) and the peak value of 

temperature at that certain height. The temperature values at r > 20111111 are not 

considered because they are described as boundary conditions and should remain the 

ambient value regardless of the combustion. At the reaction zone (z/D = 1), the 

difference between the highest and lowest temperatures is about 1500K, and the 
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temperature gradient near the reaction zone is steep. At the lower heights (z/D = 0.06 

and 0.2), where fuel and air are still mixing and less combustion happens, the 

temperature difference is less (about 1200K). In the extinguishing zone (z/D = 4.4), 

where most of the combustion ceases, the radial distribution of temperature tends to 

be uniform and the temperature variation is as small as 41 OK. 

Another typical characteristic of the bluff body burner flame is that the radial position 

of peak temperature is moving outwards with the heights until it reaches the reaction 

zone, and then moving back towards the centre when approaching the extinguishing 

zone. At the height of z/D = 0.2, the peak temperature of 1600K is found at r = l5mm. 

At the height ofz/D = 1, the peak position moves to r = 20mm. Finally at the height of 

z/D = 4.4, the radial position for the peak temperature moves back to the radial 

position of 12mm. This is in line with previous experimental observations [12K. IJX-
141

1. 

At the lower height the mixing of fuel and air is controlled by molecular di ffusion 

while higher up it is controlled by turbulence mixing. More vortices are generated and 

evolving, speeding up the mixing and reaction process. The stoichiometric line of 

mixture fraction is then moving outwards, causing the location of the highest intensity 

of combustion and highest temperature to shift accordingly. After the majority of 

combustion completes, the turbulence is driven by the density stratification caused by 

the temperature difference. Hot air is quickly mixed with the sUlTounding cold air, 

leading to more uniform temperature distributions. 

Similar to the predicted axial velocity in Fig. 5.14, the centreline temperature at z/D = 

1.2 is slightly lower than that at zlD = 1 as predicted by the simulation. At the higher 
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region (z/D = 4.4) where the flow is fully developed turbulent and the majority or the 

combustion ceases, the temperature tends to be uniform at all radial locations. 

The existence of double flame observed by Masri et al IIY)I can be seen from the 

contour of mean temperature in Fig. 5.18. The outer flame is located at a radial 

position about 15mm and the inner flame is near the centre of fuel jet. The scalc or 

outer flame is larger than the inner one and the two flames tend to mix in the reaction 

zone. At the far side of downstream, the coarse contour lines indicate the 

homogeneous distribution of temperature. It is also seen that the temperature 

distribution exhibits a fair axis-symmetry. 

5.5.3.3 Mixture Fraction 

Similar to that ofthe mean temperature, the mixture fraction in Fig. 5.19 has an axis­

symmetric distribution as well. The stoichiometric mixture fraction is about 0.25. The 

mixture fraction in the central fuel jet is close to 1 near the burner surface, where little 

air is mixed with fuel. It decreases with height as more air is entrained in and more 

fuel consumed. At the height about one and a halftimes of bluff body diameter, where 

the re-circulation zone exists, the mixture fraction near the central fuel jet drops to 

almost the stoichiometric value of 0.25, indicating that most of the combustion takes 

place in this region. In addition to the mean temperature contour, the double flame 

and two homogeneous mixture zones observed by Masri and his colleagues 1m. J3lJl 

are also supported by the mixture fraction contour in Fig. 5.20 where close to 

stoichiometric mixture fraction values are seen in the regions of the double flame 

above the burner surface as well as in the inner core. Near the burner surface, the 

stoichiometric value of mixture fraction is in the outer region between the central fuel 
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jet and the co-flow air (lSmm < r < 2Smm). Within the heights between SOmm and 

70mm, the mixture fraction in the centre of the flame is around the stoichiometric 

value, indicating that the majority of combustion takes place within the reaction zone. 

These predicted regions of stochiometric mixture fraction value coincide with thosc of 

the maximum predicted temperatures. 

At the lower heights (Z/D = 0.06,0.2 and 0.6), the fuel/air mixing is mainly controlled 

by diffusion and the process is relatively slower than further up where turbulent 

mixing dominates. As a result, very pointed distributions of mixture fraction are seen 

in the lower height. Little oxygen has penetrated into the region near the central fuel 

jet and the mixture fraction is as low as 0.12 near the centre which is below the 

flammability limit. 

It is also seen from the contour of mean mixture fraction that the mixing rate of fucl 

and air occurs very close to the burner and decreases very quickly outwards. This is in 

accordance with the fast combustion assumption. For equilibrium combustion, 

however, more complicated distribution of mixture fraction is expected. 

5. 6 Concluding Remarks 

Details of the downstream flow structure generated by a bluff body burner are studied 

using the large eddy simulation techniques. In line with previous experimental 

observations, the analysis of temperature, velocities and mixture fraction 

demonstrates the existence of re-circulation and extinguishing zones. The fonner 

exists at a height of 1-1.S times of burner diameter, where most of the combustion 

takes place and the combustion process is mainly controlled by turbulent mixing. As 
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the ratio of the fuel orifice to the burner diameter is fairly small (0.07) and the 

combustion is treated as infinitely fast reactions, the mixture fraction reaches its 

stoichiometric value quickly in the re-circulation zone. Little fuel is \eft to penetrate 

into the extinguish zone so no re-ignition zone is observed. The experimentally 

observed double flame phenomenon is also numerically demonstrated. 

Quantitatively, the predicted distributions of the axial and radial velocities, the 

temperature and mixture fraction are all in generally good agreement with the 

experimental data with the only exceptions being the temperature at low heights close 

to the burner surface (z/D = 0.2) and the axial velocity distribution at z/D = 1.2 in the 

re-circulation region. The discrepancy could be possibly attributed to the great 

uncertainties in the flow and combustion in those regions and the difficulties 

associated with capturing them. 

Comparison has also been carried out to evaluate the effect of SGS turbulence and 

combustion modelling. For comparison of the SGS turbulence models, the MLFM is 

used as the SGS combustion model and the same grid resolution is used. Some 

predictions of previous CFD and LES simulations [124.127.142.144.145J are also included. It 

is found that in the laminar and transitional regions at the lower heights and in the re­

circulation region where the combustion is most intense, the Smagorinsky model and 

previous CFD simulations under-predict the velocity and temperature. Gcrn1ano's 

dynamic approach generated up to 10% improvement on the prediction of velocity 

fields in the re-circulation zone. While in terms of mean temperature, the maximum 

improvement figure raised to 20%. The most severe under-predictions on mixture 

fraction occur in the re-circulation region and amount to around 35%. Having a 
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mechanism to detennine the model coefficient from local and up-to-date flow 

variables, Gennano's dynamic approach achieves reasonably gooe! predictions at all 

locations for both velocity and temperatures. In the post-flame extinguishing region, 

however, the differences between the two models are marginal. 

For comparison of the SGS combustion models, Germano's dynamic approach is used 

for SGS turbulence closure and again the same grid resolution is used. Although both 

models have achieved reasonably good agreement with the experimental data and 

correctly predict the distribution trends of velocity, temperature and mixture fraction, 

the MLFM has demonstrated its potential to improve the predictions. This is. in 

particular, reflected in the predictions on the axial velocities in the re-circulation 

region where the mixture fraction model over-predicts the velocity by up to 30°;() ane! 

in the radial velocities where up to 15% discrepancies are seen between the prediction 

of the mixture fraction model and that of the MLFM which is generally very close to 

the experimental data. Relatively little difference is seen between the predictions of 

temperature and mixture fraction. In summary, both models are considered as capable 

of offering sufficient accuracy for the current application while the predictions of the 

MLFM are marginally closer to the experimental data. 

Overall, the study has demonstrated that the present LES approach with the dynamic 

SGS turbulence closure and the MLFM is capable of capturing some fine details of 

the flame and flow characteristics of the bluff-body flames and achieve quantitatively 

good predictions with the experimental data. It has also demonstrated that with the 

multi-blocking facility, significant savings can be made in CPU time through the 

reduction in grid numbers without affecting the accuracy of the predictions. 

108 



Chapter 6 Conclusion and Recommendations 

6.1 Concluding Remarks 

This dissertation aims at the development and application of SGS turbulence and 

combustion models in the large eddy simulation of turbulent diffusion flamcs and 

pool fires, from which the importance of SGS modelling in large eddy simulation can 

be summarised into the following fields. 

Rapid increase of the demand of detailed research on small-scale movement inside the 

flows has accelerated the development of SGS modelling. It has been widely 

acknowledged that traditional RANS approaches (or other similar CFO techniques) 

inevitably lose the information about instantaneous fluctuations, which leads to the 

damage of accuracy in simulation predictions. LES has made a systcmatic 

improvement by capturing the on-the-spot flow infomlation. The instantaneous update 

within each computational cell during the calculation is made available by modelling 

the SGS movement. Theoretically speaking, the less amount of movement that needs 

modelling, the better simulation results are expected. Due to the current limitation of 

computer capability, however, full-scale calculation for high-Reynolds-number flows 

is unpractical and the modelling of SGS movements becomes a compulsory 

requirement and a critical component for LES. Although it has been argucd that the 

SGS modelling may be ignored if the filtering process is accurate enough. thc 

omission is suitable only for certain applications and cannot be used as a general 

treatment. Especially when studying the small-scale flows, the absence or SGS 

contribution could lead to a considerable degree of discrepancy (see Chapter 4). The 
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effectiveness and efficiency of SGS modelling are of special importance to the 

predictions. 

Another aspect that highlights the importance of SGS modelling is the involvement of 

chemical reactions. In additional to the SGS turbulence modelling, the SGS 

combustion modelling is also a critical issue in the current research. The typical 

length scale of combustion is much smaller than the smallest resolvable 

computational cell, making the direct simulation of industrial combustion practically 

impossible at the current stage. A SGS combustion model that properly describes the 

chemical process plays a determining role on fire simulations. An appropriate model 

should monitor the reaction process in a reasonable manner and give good description 

on the consumption/production rate of reactants/products. The actual air entrainment 

and vortex generation should also be properly represented. During the LES, the 

accuracy of predictions relies considerably on the interaction between the SGS 

turbulence model and the SGS combustion model. 

From the detailed work illustrated in previous chapters, the concluding remarks can 

be established as following: 

I. Large eddy simulation (LES) has been proved to be an appropriate technique for 

the numerical simulation of both non-reacting and reacting flows. For 11011-

reacting flows, LES can be used to simulate high-Reynolds-number flows or 

flows with complicated geometries. In combustion-involved flows, LES has been 

found to predict the dynamic behaviours of fires and plumes effectively by the 

interaction of combustion and turbulence. The LES simulation results have been 
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compared with those from traditional CFD simulations and the advantages have 

been well addressed. The systematic improvement in LES by capturing the 

instantaneous movement has been well illustrated by the simulations in Chapters 

3, 4 and 5. Accelerated by the rapid development of modem computers, LES is 

believed to dominate the numerical simulation of various types of flows. 

2. LES of pool fires have been practised by some researchers in the last decade. 

•. [76<»);1 1747X 10., Ill7J d Although pIOneered expenmentally by Weckman ' , Cetegen '" an 

Venkatesh [109], the detailed numerical analysis of the dynamic behaviour of pool 

fires is still rare. By using time-averaging and turbulence models, traditional CFO 

models have successfully captured the mean characters of various kinds of high-

Reynolds flows. However, the involvement of empirical models has limited the 

wider use of a certain CFD model. The time-averaging process could also kill the 

instantaneous fluctuations, which are very important to the analysis of the 

dynamic behaviours of pool fires (such as pulsation and air entrainment). When 

combining with chemical reactions, the turbulence contains even wider a range of 

scales of movement. As the physical scale of combustion is generally much 

smaller than that of turbulence. the traditional CFD is systematically unable to 

catch the tiny scale movement of chemical reaction, which makes it inappropriate 

for the simulation of pool fires. The current research has made an encouraging 

attempt to dig into the internal dynamics of such reacting flows by applying LES. 

Under the help of powerful computers, the smallest single cell with a dimension 

of 2mm is directly solvable. The combustion is represented by the assembly of 

thin flames (flamelets) and is well interacted with the turbulence. 
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3. The impact of grid resolution on the accuracy of prediction has to be addressed. 

The filtering process employed in LES determines both the calculation efficiency 

and the accuracy. Coarse resolution or the irregular shape of computational cells 

could depress the vortices and lead to unreliable predictions. On the other hand, 

too fine a mesh could make the calculation expensive, unstable, or even infeasible. 

The compromise of efficiency and effectiveness has become a critical issue in 

large eddy simulations. The actually employed grid resolution is determined by 

the requirements of each individual case and the available computer resources. 

Apart from that, a successful SGS model should also be grid-independent. There 

is a certain level of grid resolution for each individual case. Grid resolutions 

coarser than that level could lead to inaccurate or even faulty predictions. On the 

other hand, the accuracy of simulation results does not increase as much as the 

computational expense does when the grid resolutions are reaching much finer 

than the level. The determination of that level depends on the physical description 

of each individual case, the purpose of the research and the computer capability. 

In previous chapters, a series of sensitivity study has been carried out and the 

above conclusion has been strongly supported. Under the current computer 

capability (2GB RAM and 80GB HDD), up to 2 million cells could be employed 

in a large eddy simulation on a pool fire, subject to the data collection. From the 

work in previous chapters, a mesh with less than 1 million cells was considered 

coarse and may lead to an inaccurate simulation. 

4. Boundary conditions are essentially important when defining a tire scenario. Due 

to the complexity of the interaction between combustion and turbulence, it would 

be wise to start the fire simulation with cases that have fairly simple and well-
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defined boundary conditions to ensure that main intercsts of thc flow ficld inside 

the fire are covered. Under this consideration, pool fires in open air and 

turbulence diffusion flames such as bluff body flames are chosen 1'01' the 

simulation application. For pool fires in open air, all the five other boundaries 

(apart from the ground) in a Cartesian co-ordinates are set open. The 

computational domain is set large enough, subject to the computer capability, to 

ensure that the flow field is not affected by the undefined extemal forces. The 

flow parameters at the computational boundaries should remain stable and 

undisturbed during the simulation. For a bluff body flame, the layer of co-air 

should be thick enough and the air velocity at the boundary is expected to be 

uniform for the purpose of isolation. In the data analysis in Chapters 3, 4 and 5, 

the boundary conditions are seen to be kept well. 

5. Dynamic approach of SGS turbulence modelling has been proved to be a 

successful outbreak in terms of improving the simulation accuracy of high­

Reynolds number flows. Although the double filtering process increases the 

computational expense and could possibly lead to the instability of calculation or 

some unrealistic results, the dynamic determination of model cocfticient solves the 

systematic shortcoming ofEVM and highlights the future ofSGS modelling. 

The dynamic approach has been applied to the SGS turbulence modelling for the 

simulation of bluff body flames (see Chapter 5). Comparing to those from 

Smagorinsky modelling, the simulation results from the dynamic approach are 

encouraging. The better determination on the model coefficient results in the 

improvement of prediction accuracy. 
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6. Description of combustion is one of the critical issues in fire simulations. As 

stated before, the description of fire in the current research has experienced a 

progress from the "thermal particles" to "mixture fraction". Well acknowledged 

by the fire simulation society, the conserved scalar mixture tj'action is good at 

representing the chemical procedures. Although the very details of the chemical 

reaction are still not clear at the current stage, the chemical process is believed to 

be controlled by the mixing of fuel and oxidant. Particular to pool fires (and other 

fire scenarios set in the open environment), a proper description of air entrained 

into the system and mixed with the fuel is of determining importance to an 

appropriated simulation (see Chapter 3). Although in Chapter 4 it was found that 

the flow field of small pool fires is more or less axially symmetric, the non­

symmetry of flow field for medium/large pool fires (as revealed in Chapter 3) has 

shown that the arbitrary prescription of boundary conditions risks in misleading 

the simulation results. Although the application of the mixture fraction is ftll Ii lied 

by some assumptions/simplifications (i.e. stoichiometric combustion only), the 

simulation results are promising (see Chapters 3, 4 and 5). 

7. Interaction between SGS turbulence modelling and SGS combustion modelling 

generates a major part of difficulties existed in the large eddy simulation of fire 

scenarios. The heat released by chemical reaction affects the distribution of 

temperature, velocity and other quantities thereafter. The undated distribution of 

flow variables will also mutually affect the chemical process. The different 

temporal and spatial scales of turbulence and combustion and the limitation of 

resolvable scales in numerical calculation make the direction calculation of the 
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interaction numerically difficult. In the modified laminar flamelet model. the 

calculation of turbulence is by some means separated from that of combustioll. In 

the LES calculation, main flow variables including the mixture fraction are 

calculated according to the governing equations. While in the LFM calculation, a 

look-up table is constructed linking the species concentration to the mixture 

fraction. Once the mixture fraction is determined temporally and spatially Ii-om 

the LES calculation, the corresponding species concentration of 

reactants/products can be located in the look-up table. The thermodynamic 

pressure is used to link the enthalpy/temperature to the mixture fraction/species 

concentration. Thereafter flow variables including temperature and density are 

updated by the species concentration for the next iteration in the LES calculation. 

8, Originally the look-up table constructed in the LFM calculation is three 

dimensional with S, Sv and X as independent inputs. During the numerical coding 

and testing, it has been found that comparing to the mixture fraction S. SI and X 

have less magnitude of importance in locating the con-esponding species 

concentration. Furthermore, calculating Sv and X from their governing equations 

could cause the whole calculation unstable or generate some unreasonable results. 

In the simulations carried out in this research, both Sv and X were obtained from 

the modelling by the mixture fraction. The simulation results have proved that 

those modelling approaches are reasonable for the fire simulations. 

9. In Chapter 4 it has been demonstrated that LES could be successfully applied to 

the prediction of the dynamic behaviours of small size pool fires. Similar 

numerical analysis on small pool fires had seldom been done due to the strict 
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requirement on the mesh resolution. Although the FDS code was originally 

designed for the simulation of large size fires, it has managed to capture the 

instantaneous movement of small pool fires with some necessary modifications. 

During the current research, LES has visualised some unique characters of small 

pool fires (flame anchoring, double flames and axial symmetry), which cannot be 

done with traditional CFD techniques. The mesh dimension inside the lire could 

be refined to less than 2mm, which is comparable to the experimental 

measurements. 

10. The numerical coding and programming is the practical technique to put the SGS 

modelling into the practice of real simulation. As mentioned above, the 

difficulties in the grid resolution and computer capacity bring the potential risk of 

instability into the real calculation. As stated in Chapter I, the increase of the 

ratio between the largest calculable scale to the smallest one could increase the 

computational expense dramatically. Hence a good program should be able to 

cope with a wide range of computational scales at a reasonable efficiency. 

Another parameter that could slow down the calculation is the number of 

requested solutions. In FDS codes, as many as 5 variables can be recorded 

instantaneously. Other variables (up to 12) can be recorded for the averaged 

values at the time of stopping the program. However, full recording of those 17 

variables requires much more computer cache, which could result in a longer 

calculation for the same case. 

The CPU time step is decided and automatically adjusted by the grid resolution 

and the local velocities (CFL criteria). When the CPU time step becomes very 
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small (under the magnitude of 10-3 order), the simulation program turns 

vulnerable. Experience from the previous simulations (Chapters 3,4,5) shows that 

the refinement of grid resolution is constrained by the CPU time step. Too fine a 

grid mesh could reduce the CPU time step, which increases the calculation 

burden and risks an unstable simulation. 

Although the dynamic approach has successfully reduced the dependence on the 

empirical constants for SGS turbulence modelling, the SGS combustion 

modelling is still restricted by the numerical method. Thc mixture fraction, its 

variance and the scalar dissipation rate are supposed to be independent inputs to 

the look-up table. All of those three parameters are expected to run l'or a full 

range expected by the physical phenomena before completing the look-up table. 

Due to some numerical limitations (see Chapter 2), however, some of the values 

are unreasonable for the numerical calculation. 

6.2 Recommendations 

6.2.1 Optimisation and Extension Use of the Dynamic Approach 

Although in Chapter 5 the dynamic approach of SGS turbulence modelling has 

managed to demonstrate its advantage in capturing the dynamic behaviours of the 

reacting flow, the increase of the computational expense could limit its 

application to flows with higher Reynolds number flows. There could be a hroad 

room for the numerical optimisation of the dynamic approach for certain flows 

(axially symmetrical, pipe flows and periodic flows, etc.) to make the calculations 

more efficient. Similar consideration could be applied to the extension use of the 

dynamic approach to the complex geometry flows. Also, the pioneer work of 
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applying the dynamic approach to the SGS combustion modelling should be 

evaluated by the computational expense and stability. The Clln"ent difficulty for 

the dynamical approach of SGS combustion modelling is the lack of resolved 

quantities of chemical reaction. 

6.2.2 Extension of FDS codes 

The FDS codes produced by NIST aim at simulating large size fire scenarios. The 

governing equations in FDS have been simplified accordingly, which could 

possibly make the simulation accuracy drop when dealing with small fires. In the 

future work, the FDS codes should be enriched with new characters to cope wi th 

small fires. There have been many improvements done in FDS codes such as the 

involvement of mixture fraction, radiation transport equations (RTE) and the 

multi-block grid resolution. The further enrichment would consist of the 

appropriate filtering process, the inclusion of SGS contribution, the cylindrical 

co-ordinate and the solution to complicated boundary conditions. 

6.2.3 Improvement on SGS Combustion Modelling 

The interaction between the combustion and turbulence has become a critical 

issue in fire modelling. Although the separation of SGS combustion modelling 

from the SGS turbulence modelling made considerable contribution to the 

simplification of calculation, more work needs to be done to analyse the details of 

above interaction. Currently many of the SGS combustion models take the simi lar 

formulation as that of eddy viscosity turbulence models. This fonnulation is 

programming friendly and could also be further improved by the application of 

dynamic approach. However, the foundation of that similarity is always being 
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challenged. Other forms of SGS combustion modelling should also be evaluated 

and the independence from the SGS turbulence modelling could possibly lead to 

the breakthrough of SGS combustion modelling. 
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