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Abstract

Wireless 1s now common for access to multimedia services, with many ditferent devices and
choice of access technology.  Access methods have become varted and with more types of
services, which requires more consideration for coordinating existing protocols and quality of
service (QoS). Increasingly, new wireless access technologics co-exist on the same devices, for
example, smartphones already have third-generation cellular and Wiki. Devices with multiple
links are described under the umbrella term heterogeneous enviromments. A trend towards
heterogencous wireless environments and varied types of media services requires that QoS and
user satisfaction are prominent in next-generation networks, The problems in next-generation
heterogeneous wireless environments include many levels of complexity; from link coexistence
to user-centric policies and contexts. This thesis explores the issue of QoS in interface selection
for devices with more than one wircless access link. A solution that provides link selection for
QoS policy is investigated using analytical and simulation techniques.

Different wireless networks have capabilitics and limitations, determined by radio tech-
nology and network conditions.  The research focused on an approach to improve QoS by
leveraging the differences in wireless networks. However, it is complicated by issues such as:
different protocols, physical device co-existence, mobility, and application QoS requirements.
Following a review of artificial intelligence (Al) techniques, finite-state machines (FSMsy and
fuzzy decision-making (FDM) are proposed as a solution approach. An agent-based prototype
15 used to combine FSMs and FIDM for automating link sclection, determined by user and QoS
policy.

Prototype evaluation was performed using sensitivity analysis for FIDM, and discrete-cvent
simulation for generating QoS metrics in wireless environments. The results are comparisons
of FDM prototypes using different parameters; different agent prototypes were run with differ-
ent QoS conditions for comparing points of handover between UMTS and WLAN networks
for one service type. The rescarch has shown an agent model can reduce the complexity for

a user in wireless interface selection, while including QoS metrics and user preferences into



the decision process. Core decision-making techniques in the design are relevant for emerging
standardisation frameworks such as 802.21, and the next-generation of wireless networks 1o

support heterogeneous access.
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Chapter 1. Introduction

Chapter 1

Introduction

Fixed-line broadband to the home is now common, with more options for high-speed wireless
emerging. Third-generation cellular (3G) provides video and fast web-browsing on the move,
and WiFi is available in offices and public hot spots. New devices will be hieterogencous,
supporting more methods for wireless connectivity choice. Devices with multiple wireless in-
terfaces will require support from next-generation networks for inter-access roaming, without
limiting user experience. This thesis investigates handover strategies in multiple wircless ac-
cess environments. It proposes a new hybrid framework for handover antomation that uses a
combination of artificial intclligence (Al) methods. The framework shows that handover be-
tween different wireless links can be controlled and automated by quality of service (QoS)

policies and user preferences.

1.1 A Wireless Shift

The trend towards 3G deployments and beyond, allows more types of services to be accessed on
the move. As discussed by Lehr & McKnight (2003), the future wircless environment will be a
heterogeneous mix of wireless access networks. Other technologies, such as wircless local-arca
networks (WLAN) have provided more flexibility to access online services in offices and public
‘hot spots’. Emerging wireless technologics such as WIMAX, will provide high-speed mobile
access over several kilometres. While cellular 3G continues to provide the wide arca coverage
for more types of services. Mobile subscribers have continued to out-grow fixed-line Internet
subscriptions (figure 1.1). This shows the potential of the sector for mobile applications, with
growth of over 1.5 billion more than fixed-line subscribers.

Services accessed over wireless have also become varied. From voice only cellular, exten-

sions were provided to transport data and increased downlink speeds (figure 1.2 on page 3).
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(Wet etal., 2006). Recontigurable and adaptable connectivity using context and network infor-
mation is explored in a European Framework project, Ambient Networks (IST-507134, 2007).
But context-aware computing has been eriticised as a deceptive metaphor by Erickson (2002)
by the subtleties of human awareness that is difticult to attain by computer ‘intelligence’. How -
ever, these ideas have spurred other rescarch into managing the challenges of next-generation
mobile networks, such as handovers, session continuity, and QoS (Chin et al., 2003: Hawick &

James, 2003; Mishra et al., 2004).

1.2.1 The problem of handover in heterogeneous environments

This thesis reviews the scope and QoS issues in vertical handover scenarios that could involve
more than one wireless interface. Subsequent use of wireless interface refers to those pro-
tocols below the network laver, consisting of link and a physical Tayer protocols. Managing
multiple interfaces raises additional problems. The wireless channel and handovers are dis-
ruptive to QoS and sccurity, which can vary between domains of control. Network addressing
requires additional protocols and negotiation: handover and management across ingerfaces be-
come complex. To answer the question “which access interfuce is the best?”” depends on many
factors: QoS, user preference, application types, interface availability. power consumption, and
cconomic cost. Previous rescarch has developed solutions that focus on specific pairs of access
technologies. such as WLAN and cellular (Y hanttila et al., 2001 Ma ctal., 2004: Chakravorty
et al., 2004: Calvagna & Modica. 2005). These approaches reduce the problem space of prob-
lem variables to an engineered <olution for two interface devices. A significant solution would
develop a cross-technology approach for managing vertical handover scenarios,

The concept of alwavs best connected (ABC) suggests solution components that include
access discovery, access selection, and mobility management (Gustafsson & Jonsson, 2003,
These components are required to manage handovers in heterogencous access environments,
This is mainly hetween links and networks of different types (vertical handovers), rather than
<ame domain or technology (horizontal handover) (Stemm & Katz, 1998). Other efforts for
coordinating different interfaces 15 ongoing in the TEEE 80221 working group (IEELE, 2000).
The proposed 802.21 framework provides additional support in the protocol stack, but it does

not address the selection of interface. which implementations must address.
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1.2.2 Optimising interface selection for QoS

One of the components required for an ABC device—-access selection—is the motivation for
this thesis. The hypothesis is that devices with multiple interfaces can provide a system for
improving QoS experience. Enabling choices and preferences in heterogeneous wireless en-
vironments requires new approaches that are more adaptable and can be optimised based on
multiple sources of performance information. Research in handover strategies have focused on
a single optimisation method (Zhang, 2004; Zhu & McNair, 2006), although there have been
some that use a combination of techniques (Song & Jamalipour, 2005).

This thesis poses the question: to what extent can Al strategies optimise link selection for

different QoS policies? Thus, the aim of the research:

This thesis proposes a hybrid approach using a combination of different Al tech-
niques for optimising QoS policy in handovers in heterogeneous wireless envi-
ronments. The scope is defined as handover selection and decision, rather than
mobility execution and management. It places emphasis on user-centric and ap-

plication specific QoS descriptions for interface selection.
Assumptions and constraints are placed on the scope:

* Link selection can be terminal based, network based, or manually controlled by the user
(Gustafsson & Jonsson, 2003, p.53). A terminal-based approach is used, where the ter-

minal decides the handover points.

* The approach is constrained to one application type at a time, such as a voice session; no

concurrent applications.

The scope of the research is restricted to wireless interface selection, where the problem space
includes mobility management. Although handovers are part of the process, it is seen as a
secondary procedure that could be introduced from further research. Once the link is selected
it is a technical issue to perform the handover, rather than negotiating variables for selection. It
is the QoS policy that is the main driver for interface selection. Also, the framework uses local

information from the device status, but it can also be extended to allow other sources from the

network to make selection decisions.
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1.3 Contributions

The following are an overview of the main contributions provided by this research.

* A reference framework for QoS related issues of complexity in heterogeneous wire-
less environments. The trends of wireless networks are directed to more types of access
methods and integration of core networks. Co-existence of interface devices and in-
teraction between network types introduce problems for QoS and mobility. Different
types of interface have different QoS characteristics. These differences in capabilities
can be exploited at points in a session to improve QoS experience. For QoS policy there
may be times when high throughput is preferable, or low latency for interactive voice.
A solution model is conceived from different levels of these factors, such as application
QoS classes, mobility, and capabilities of interfaces, simultancous applications (trade-off
and granularity). Although not exhaustive, it provides a sub-division of the complexity

heterogeneous environments for possible solutions.

* Comparison and performance evaluation of decision-making techniques. A review
of handover strategies in Kassar et al. (2008) has shown decision theory and multiple
attribute decision-making (MADM) methods that have been applied in the context of
vertical handovers optimisation. Different interfaces are described as options, and then
compared using multiple performance metrics and criteria. Metrics and criteria are some-
times not easily or directly comparable, such as comparing cost to throughput; while
some are vague, such as “low-cost”. To handle these issues, fuzzy concepts have been
used in similar problems to provide more user-centric representation of comparisons

(Chan et al., 2002; Zhang, 2004).

* A framework that combines AT methods to plan and control vertical handovers. A
reactive finite-state machine is used to describe logic for handover control and assess-
ment. A fuzzy decision-making component-based on research by Bellman & Zadeh
(1970) and further detailed in Sousa & Kaymak (2002)—1s used for comparing data-link
performance, user policy, and local device conditions. These are combined by using an
agent metaphor for combining inputs, data representation, and control actions. This is
shown to be a flexible model of describing handover logic, whilst allowing QoS policies

to influence the decision process.

» Evaluation of settings for fuzzy MADM methods using sensitivity analysis. The
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fuzzy MADM approaches were tested using different functions to show how different
criteria can be aggregated. From this aggregation, the fuzzy decision making proto-
types generate a suitability index, or rank-score which determines ranking of alternative
options. The sensitivity analysis showed the trade-off that can be applied by different
aggregation functions, criteria functions, and criteria weights. It was shown through the
approach by Kaymak & van Nauta Lemke (1998), that an index of optimism parameter
can change the decision trade-off (risk) between satisfying good criteria (optimistic), and

satisfying poor criteria (pessimistic).

* Evaluation of a simplified agent framework, incorporating fuzzy decision making
and finite-state models through wireless simulation. The agent prototypes used finite-
state machines to handle device changes by encoding the process logic as a serics of
states and transitions. Prototype models were simulated using a discrete-cvent simula-
tion program. This program used QoS metrics traces generated from wireless network
simulation in NS-2. Input data from post-simulation runs were used as input for agent
programs. This decoupled approach could use trace data from other sources: empirical
testing or other testbed setups. As a result, it does not fully model handover and mobility
issues. However, the The NS-2 extensions used for simulation (Baldo et al., 2007) allow
highly configurable protocol stacks to be used. This features cross-layer capabilitics,
which provide possibilities for embedding the agent prototype in a simulated multi-link

device.

1.4 Chapter Organisation

Following this introduction, the chapters begin with related background topics and the chal-
lenges in multimedia, networking and wireless domains. From the problem analysis and eval-
uation of decision strategies, a solution framework is designed based on the agent paradigm.
The latter chapters present the method and results of an evaluation approach using simulation.

Following this introduction, the domain background begins with Chapter 2: an overview
of QoS concepts, the effects of media and link QoS, and current state of QoS architectures and
protocols. Chapter 3 introduces the different types of wireless access network, and the diffi-
culties caused by the wireless channel, such as propagation, interference, and error correction.

The chapter also describes what QoS capabilities are provided by different wireless networks.
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Chapter 4 introduces the concept of heterogeneous wireless environments and shows the over-
all motivation for this thesis. Industry trends propose multi-service architectures and further
integration in next generation wireless networks. Using handover strategies and industry stan-
dards, QoS improvements can be sought from heterogeneity. Finally, the chapter concludes by
providing a model of complexity for issues in heterogeneous wireless environments. Chapter
5 begins with defining requirements for a vertical handover strategy, and provides a review of
techniques from decision-making, probability, and Al. Chapter 6 presents a interface selec-
tion framework based on QoS requirements. A simplified behaviour-based agent is proposed
using finite-state machines for control logic and fuzzy decision-making algorithms for link as-
sessment. Chapter 7 describes a two-phase approach to evaluate prototypes of the new agent
framework. In the first evaluation phase, an analytical approach is used to explore the cffects of
decision-making algorithms. The second phase uses wireless simulation models to evaluate the
agents behaviour in response to stimuli. The chapter defines experimental designs of scenarios
and parameter setting for comparing the prototypes response. Chapter 8 presents the results
generated from the analysis and simulation experiments. The analysis discussion explains the
decision-making component results and a recommended decision-making algorithm. The sec-
ond part of the chapter shows simulation experiments results and provides a discussion of the
main findings. Chapter 9 states the research conclusions and discusses implications for further

research.
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Chapter 2

Quality of Service

Quality of service (QoS) was an inbuilt and tightly engineered solution in the public-switched
telephone network (PSTN). A trend towards converged networks means different application
data are sent over a common network. This requires additional facilitics for QoS support.

The following discussion presents an overview of QoS concepts, measures, and standards.
QoS for multimedia applications are more susceptible to changing networks conditions. Meth-

ods that manage QoS are also explained for IP networks.

2.1 Parts of Quality

Standards organisations, such as the International Telecommunication Union (1Tu) defines QoS
as: “the collective effect of service performance which determine the degree of satisfaction of
a user of the service” (ITU-T (1994) cited in Gozdecki et al. (2003, p.1)). The European
Telecommunications Standards Institute (ETSI) and the Internet Engineering Task Force (1ETF)
have also documented QoS recommendations. Those recommendations and standards from
different organisations overlap in places of their treatment of QoS. Historically their treatment
of QoS originated from focus on separate distinct services and networks.

Telecoms standard organisations, ITU and ETSI, have extensive coverage of QoS aspects.
Early data networks based on IETF standards had no in-built QoS, but has subscequently in-
troduced amendments and recommendations for QoS assessment. Different viewpoints exist
between ITU and IETF orgnatisations that describe how QoS should be treated for applications
and networks. The 1TU places focus on the user rating QoS, with the network having static
capabilities; while IETF treats user QoS as variable, and the network can be controlled for the

level of service (Burgstahler et al., 2003).

The following sections explain effects of components in packet-based networks, the effects
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on QoS, and some descriptions of QoS terms and measurement.

2.1.1 Data networks

The two categories of data network are circuit-switched networks (CSNs) and packet-switched
networks (PSNs). In CSNs, resources are explicitly setup for the duration of a session, i.e. a
voice call. Whereas PSNs data packets may not always traverse the same path due to routing
algorithms.

Data packets in non-QoS PSNs are treated as best-effort and subject to effects from con-
gestion, queueing, and limited bandwidth. Increased network utilisation begins to cause packet
loss and congestion. These effects are reduced by transport protocols for delay elastic applica-
tions. For real-time applications, best-effort delivery is not sufficient to deal with the effects of

loss and delays. Such delays are caused at multiple points within the network (figure 2.1):

1

* Coding delays are determined by application codecs'. Those that use high levels of

compression require extra processing times, hence adding to coding delay.

* Queuneing delay is introduced by bottlenecks, such as routers and switches. Routers
have queueing buffers while waiting to be served to the output link. Depending on the

queueing algorithm and load, delays may be variable.

* Serialisation delay refers to the time taken by the link interface to place all bits on the
link. This starts from when the serving interface places the first bits to the last bits of the
frame. Such delay is affected by media-access protocol being used, such as Ethernet or

ATM.

* Propagation delay is determined by link bandwidth and physical propertics of the media.

2.1.2 Common measures

The 1TU and ETSI define two levels of QoS which relate to a general model as perceived and
intrinsic (Hardy (2001), cited in Gozdecki et al. (2003, p.154)). Perceived QoS is the re-
quirements and perceptions by the customer to what is offered and achieved by the provider.
Intrinsic QoS relates to the technical properties and metrics of the network. The ITU approach

focuses on perceived QoS, but also intrinsic QoS as network performance, whereas the IETF

Tcodec - compressor-decompressor/coder-decoder
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et al., 1999b, p.2).

* Timeliness. Packet delays in IP are measured by round-trip delay metric (Almes et al.,
1999c¢), and one-way delay metric (Almes et al., 1999a). Jitter is often defined as the
variation in delay of packets, as in the IP delay variation (IPDV) metric (Demichelis
& Chimento, 2002). Delay variation is also defined in the Real-time Transfer Proto-
col (RTP) using an exponential filter method to give a smoothed average from arriving

packets.

User metrics

Requirements of QoS performance can be described by metrics such as cost, security, and
perceived QoS or quality of perception (QoP) (Ghinea & Magoulas, 2001). The following arc
user-based QoS metrics (Chalmers & Sloman, 1999, p.4):

e Importance. A rating of priority between application or flows. The user may require

strict levels of quality for some applications or indifferent to others.

* Perceived QoS. These relate to metrics at the application layer, such as: frame rate or
lip-sync in video; bit-rate or sampling rate of audio; picture detail or pixcl resolution;

smoothness of video, determined by frame jitter.

« Cost. An important metric to some users, but may be less so for others. A financial cost

associated with access, or a per-unit cost for bytes received.

» Security. The level of security is important in both corporate and personal settings. En-
cryption and virtual private networks (VPNs) provide solutions together with authen-
tication and access control methods. Though, security is a general term and without

quantifiable measures.

2.2 Multimedia Characteristics

Multimedia services can exhibit different end-to-end traffic flow characteristics between client
and server because of protocol exchange patterns. Applications can be defined as service
classes that have patterns of usage and QoS requirements (table 2.2), include: voice and video

(interactive and non-interactive); data, such as images and text; messaging and presence; and
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agreements at the application level and QoS controls in the network (Gurijala & Molina, 2004).
What a service provider domain should provide the customer network are defined in service

level agreements (SLAs). The ITU-T define an SLA as;

*“a negotiated agreement between a customer and the service provider on levels
of service characteristics and the associated set of metrics. The content of SLA
varies depending on the service offering and includes the attributes required for

negotiated agreement” (ITU-T Y.1241, cited in Gozdecki et al. (2003, p.156)).

Specifying QoS requires a process of capturing application requirements and policies. Speci-
fication may be divided across protocols and layers of abstraction (Aurrccocchea et al., 1998).
These include end-to-end policies defined by application requirements, and network based pol-
icy that determines how packets are treated by QoS-enabled devices. Specific protocols are

discussed in section 2.4.

2.3.2 Monitoring

QoS monitoring techniques can be either active or passive. Active monitoring approaches
attempt to inject measurement packets that are tracked to assess QoS performance. This re-
quires a trade-off on the level of monitoring accuracy and adversely affecting existing traffic
from monitor packets (Schormans & Pitts, 2004). In passive monitoring, existing packets are
measured at points in the network and statistics calculated. Though less intrusive, passive ap-
proaches require access to network components (such as routers), which may not always be
possible (Schormans & Pitts, 2004).

An approach by the IETF defines QoS metrics measurement in IP Performance Metrics
(IPPM) framework (Paxson et al., 1998). The framework defines common issucs and provides
quantitative methods for performance monitoring. Common QoS metrics arc defined for cal-

culations and measurements, as part of the IPPM framework (table 2.3).
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Queueing

Present in the network layer and below, first-in-first-out (FIFO) queues are the simplest form
of queueing, where each packet is served (transmitted) based on order of arrival. Class-based
approaches schedule transmissions based on the type of packet; a voice packet would have
priority over web traffic. Other weighted or hybrid queueing methods aim to provide fairer
treatment of packets.

Priority queueing, or class-based queueing (CBQ) techniques attempt to prioritise based on
class of service (Hersent et al., 2000, p.299). Packets can be marked with priority settings using
the type-of-service (ToS) field. A classification process places packets in separate queues, and
a scheduling process removes packets from the high priority queues first.

Weighted queueing (WQ) approaches assign percentages to traffic-classes. These values
gives the minimum share to the traffic-class under congested conditions. Under congestion all
queues have the opportunity to transmit. Though, in a weighted fair queueing (WFQ) approach,

scheduling is done based on time proportional to the weight of the qucue.

Dropping

When packets arrive faster than they are scheduled, conventional tail-drop or FIFO queues will
overflow and packets are dropped. When this happens, applications that usc TCP can backoff
to relieve congestion. Though this process can be managed by network entities (routers) using
random early detection (RED). The RED approach randomly drops packets at different times.
The effect is that those TCP flows detecting losses will backoff at different times, thus prevent-
ing synchronisation of TCP backoffs for many flows (Hersent et al., 2000, p.335). A weighted
variation of random early detection (WRED), assigns priorities to different queucs. So a low
priority queue will drop packets before those in the medium queue, but before the high priority

queue.

2.4 Protocol Support in IP Networks

IP-based networks are “best-effort” in terms of how packets are routed and delivered to end-
hosts. This is not usually a problem for delay-elastic service types, such as FTP, e-mail, and
web-based applications. However, the requirements for real-time applications have constraints

on delay and delay variation. For queueing and dynamic routing in [P networks, there is no
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A discussion of QoS has covered the network entities and application characteristics that
affect provision of QoS. Methods to manage network QoS are described in specifications, clas-
sifications, and scheduling protocols. These methods have been applied to [P networks in
architectures defined for end-to-end QoS reservation (IntServ) and class-based, or aggregated
prioritisation (DiffServ).

This discussion has focused on generic QoS aspects and those in the wired network. In the
following chapter, mobile networks are introduced that provide wircless access for different

types of service, but with further complications for application QoS.
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Chapter 3

The Wireless Environment

The process of transmitting bits in wired media does not suffer the same complications of those
in wireless. As a shared medium, radio waves are susceptible to interference and propagation
effects. Additional signal and error correction techniques are required to provide a reliable
channel. Cellular networks are well-established for voice services, providing near-ubiquitous
coverage when roaming. Also, wireless local area networks (WLAN) arc an access technology
that provide high data-rates for office, home, and public hotspot connectivity.

As wireless networks continue to develop and user demands for more services increase,
access technologies and networks require quality of service (QoS) support. In this chapter,
mobile network architectures are discussed, including wide-area, local-area, and personal-arca
access technologies. Also, issues of mobility and QoS are discussed as important factors in

mobile network evolution.

3.1 Mobile Networks

First-generation cellular (1G) was based on analog transmission to provide voice services. Dig-
ital transmission has led to second-generation (2G) networks, such as Global System for Mo-
bile communications (GSM). With voice services established, further development of mobile
networks has focused on supporting data. Third-generation cellular (3G) is the culmination of
improved data-rates for data, based on a common network core for both voice and data. How-
ever, low initial subscribers and costs of implementations (frequency licences and hardware),
meant 2.5G was used as a transition technology for some operators without 3G licenses to
support data in circuit-switched (CS) networks (Lloyd-Evans, 2002, p.5).

The possibilities for access technologies are shown in table 3.1, and include wireless wide

area networks (WWANS), wireless local area networks (WLANS), and wireless personal area
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rNeMOrk | Standards Data-rates Frequency Mobility
WLAN IEEE 802.11b 1,2,5.5, 11 Mb/s | ISM 2.4 GHz Low
IEEE 802.11a Up to 54 Mb/s [SM/UNI 5 GHz Low
IEEE 802.11¢g Up to 54 Mb/s ISM 2.4 GHz Low
IEEE 802.11n Upto 108 Mb/s ISM 2.4 GHz Low
Bluetooth | IEEE 802.15.1 1 Mb/s ISM 2.4 GHz. Low
WMAN IEEE 802.16 134 Mb/s 10-66 GHz N/A
IEEE 802.16a 70 Mb/s 2-11 GHz N/A
IEEE 802.16¢ 70 Mb/s Low/Med
2G GSM 9.6/57.6 kb/s 900/1800/1900 MHz | High
GPRS 115 kb/s High
EDGE 384 kb/s High
3G UMTS/W-CDMA Up to 2 Mb/s 1900-2025 MHz, High
Evolved UMTS/EPS | *100 Mb/s High
EVDOrev A *3.1 Mb/s High
EVDO rev C (UMB) | 288 Mb/s High
UWB IEEE 802.15.3 Up to 480 Mb/s 3.1-10 GHz N/A
Sensors IEEE 802.15.4 5-200 kb/s Low
* Lescuyer & Lucidarme (2008)

Table 3.1: Wireless access technologies (adapted from: Mahonen ct al. (2004))

networks (WPANSs) (Prasad & Ruggieri, 2003). Most of these are considered an access tech-
nology for services, providing the last-hop between wired networks. The following scctions
give an overview of WWANs, WLANs, and WPANSs. Subsequent sections of the chapter detail

architecture and QoS aspects.

3.1.1 Wireless wide area networks

WWANSs include cellular networks that provide signal coverage over several kilometres. Ini-
tially developed for voice, 2G digital cellular such as GSM, is the most common mobile im-
plementation. In addition to voice, the digital platform provides extensions to use CS data
traffic as well as packet data. However, as basic GSM only provides data-rates of 9.6-14.4 kbps
(Prasad & Ruggieri, 2003), its suitability for data services is limited.

For packet extensions to cellular access for faster data rates, the General Packetised Radio
Service (GPRS) is one such 2.5G technology. The use of 2.5G aims to provide faster data-rates
than GSM whilst keeping much of the existing infrastructure. Other examples of 2.5G cellular
are Enhanced Data-rates for GSM Evolution (EDGE) and High Speed Circuit-Switched Data
(HSCSD). Operators have been using 2.5G technologies, such as GPRS or EDGE with GPRS

(EGPRS) schemes as a precursor to 3G services, due to the cost of upgrading in infrastructure
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costs and market risks (Lloyd-Evans, 2002).

3G cellular networks aim to support increased data-rates for a range of different multime-
dia services, i.e. video, voice, and data. The 3G initiative was started by the 1TU in 1985, and
become known as the International Mobile Telecommunications-2000 (IMT-2000) (Prasad &
Ruggieri, 2003). The European implementation is the Universal Mobile Telecommunications
Service (UMTS) based on Wideband Code Division Multiple Access (W-CDMA), with other
c¢dma2000 implementations like EVolution Data Optimised (EVDO). Next gencration of cel-
lular networks of UMTS include the Evolved Packet System (EPS), which include the Long
Term Evolution (LTE) for downlink rates of 100-Mbps. The cquivaient cdma2000 specification
is EVDO revision C.

3.1.2 Wireless local area networks

WLANS, or WiFi! are now commonplace in homes, offices, and public hotspots; providing
data-rates of up to 100-Mbps and potential range of around a hundred meters. WLANS tech-
nologies include: IEEE 802.11 (or WiFi) and High Performance Local Arca Network (Hiper-
LAN). The IEEE has defined standards that operatc in the 2.4-GHz (802.11b/g) and 5-GHz.
(802.11a) unlicensed band. The wireless equivalent to Ethernet, 802.11 uscs carrier-sense
multiple-access with collision avoidance (CSMA/CA) at the MAC layer.

Developed by the European Telecommunications Standards Institute (ETSI), HiperLAN
was also developed to provide high-speed wireless. The HiperLAN/I standard defined CS-
MA/CA for MAC, in the 5-GHz band for speeds of up to 20-Mbps. The successor, Hiper-
LAN/2, was later introduced to provide speeds of up to 54-Mbps, using time division multiple
access (TDMA) instead of CSMA/CA (Prasad & Munoz, 2003). HiperLAN/2 provided built-
in support for QoS and improved integration for cellular. However, 802.11 was not far behind
in providing QoS support through 802.11¢; although not ratified until 2006.

Even though 802.11 was still behind HiperlLAN/2 in some areas of QoS and protocol inte-
gration, 802.11 has caught up with QoS support and interworking standards. 802.11, or WiFi,
has become the de facto choice for consumer devices and deployment hardware; such is the

unavailability of HiperLAN devices in the market. Therefore, subsequent mention of WLAN

will mean 802.11 based technologies.

'Wireless fidelity - common term derived from the WiFi Alliance.
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3.1.3 Wireless personal area networks

Technologies for WPANSs are usually lower range than WLANS, but have other benefits such
as increased data-rates or less battery consumption. Bluetooth is a common example of WPAN
that allow transmissions between many devices over short distances. Other WPANS technolo-
gies have been developed for high-speed data, such as Ultra Wide-Band (UWB). Current ver-
sions promise data-rates of up to 480 Mbps; much like wired USB. Future developments of
UWRB are targeted at high-definition television (HDTV) over wircless. Extensions to standards
for UWB, such as IEEE 802.15.3 are being researched using the 60-GHz spectrum to provide
data-rates of 2-4 Gbps (Razavi, 2008).

Ad hoc and sensor networks are also considered WPANs. Low-powered networks of de-
vices are useful in the ubiquitous computing context. The ZigBee framework is onc such
example of low-powered WPANSs, that operates in the 2.4-GHz band. ZigBec supports data-
rates of 250-kbps, with low latency and power management; suitable for home networking of

control devices (Adams & Heile, 2006).

3.2 Radio Transmissions

Radio transmissions are subject to effects from weather, propagation, multipath, frequency,
modulation coding schemes, and power levels. This section introduces the wircless channcl

and the effects on radio design.

3.2.1 Propagation effects

Signals above 30-MHz exist as line-of-sight propagation (Stallings, 2002, p.107), common in
cellular and WLANs. As a signal is transmitted the strength is reduced with distance and noisc,
known as attenuation. Types of noise include the thermal noise that exist through clectronics;
and interference, or crosstalk from other signals in the same frequency; and atmospheric ab-
sorption and foliage.

Signal errors can be caused through noise and attenuation loss. To be received without
errors, a signal must be transmitted with sufficient power. Measurements of signal power over
noise levels provides a useful metric, signal-to-noise ratio (SNR). The SNR can determine bit-
rate because a higher bit-rate needs more power to rise above the noise. Therefore, lower SNR

value increases the probability of errors in the signal.
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Without obstacles, a transmitted signal strength degrades in proportion to the square of the
distance to the receiving antenna, otherwise known as free space loss (Stallings, 2002, p.111).
More complex propagation effects exist in cities and urban environments. For propagation
effects in large cities, the empirical Okamuru-Hata model is often used (Lloyd-Evans, 2002,
p-130). The wireless channel is also complicated by other factors that can interfere with signals,

such as obstacles that cause refraction and multiple path fading.

3.2.2 Multipath effects

For line of sight signals, obstacles between transmitter and receiver antennas alter the signal.
For direct line of sight, such as satellite and point-to-point wireless links, there is not so much
of a problem. Other types of transmissions are altered by signals refracted off of buildings,
causing signals received to be time-shifted or with errors. This is compounded by the mobility
of antennas that introduce fading effects.

Types of fading can be taken into account and modelled, such as Rayleigh or fast fading
when there is no line-of-sight path and signals are scattered. Rayleigh fading has been defined
in Jakes’ model (Jakes, 1974) that can account for Doppler shift. The Rician fading model
describes a direct signal and other multipath signals. As such, Rician fading is uscful for
describing indoor and where there is a dominant path, and Rayleigh for outside or urban arcas

(Stallings, 2002, p.122).

3.3 Mobility in IP Networks

In IP networks, the IP address is a unique identifier of the hoston a network point-of-attachment
(PoA). For wired networks it is unlikely that a host would need to regularly change IP address.
Wireless devices allow movement such that hosts can change PoA (roaming), and thus the IP
address could change. This would break the connections from upper-layers such as TCP, which
rely on IP source/destination address and port pairings. Mobility solutions, such as Mobile [P
were originally conceived to provide a workaround for changes in [P address. The following

terminology defines different levels of mobility:

* Transport and application mobility protocols may use extensions 1o assist session sctup
and maintenance. They may be used to supplement lower-layer protocols for session

continuity.
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user@domain. SIP performs a similar function to protocol H.245 defined in 1ru-T H.323.

Stream control transmission protocol

SCTP defined in RFC 4960 (Stewart, 2007) is a reliable protocol that provides multi-homing
and control of multiple media flows, used mainly for control signalling but also for data (Lloyd-
Evans, 2002, p.180). SCTP defines associations as end-to-end connections between 1P ad-
dresses which can have multiple streams. Streams arc separate from the association, which
means streams can be moved between associations to support multi-homing. Extensions for
SCTP have been proposed to allow changing IP addresses in association for host with multiple

interfaces, such as dynamic address reconfiguration (DAR) (Stewart ct al., 2007),

3.4 Wireless Wide Area Networks

Wireless access has allowed seamless roaming for voice services, common to 2G cellular net-
works. Upgrades to cellular networks, such as 2.5G and 3G, provide higher data-rates for mul-
timedia services. Developments in metropolitan area nctworks (MANs) have led to WIMAX
as the main candidate for localised broadband wireless. This scction describes architectures

and technologies towards high-speed data and common all-IP core networks.

3.4.1 Second-generation cellular

Second-generation or 2G cellular provides the digital voice services that replaced analog sys-
tems. The most used 2G implementation is the Global System for Mobile communications
(GSM). The digital system meant there was potential to extend the air-interface to support data.
The first extension uses the GSM infrastructure for high-speed circuit-switched data (HSCSD).
Using more time-slots, HSCSD provides data rates up to 57 kbps, but reduces channels for
voice access (Prasad & Ruggieri, 2003). The impact of HSCSD to other users required an
enhanced, or packetised approach.

Packet-based extensions to cellular have become known as 2.5G technologics.  One of
these 2.5G technologies is the general-packetised radio service (GPRS), which uses the same
time-division multiple-access (TDMA) as in GSM. GPRS uses shared time-slots between users
that are allocated depending how much spare capacity is available. This gives GPRS potential

data-rates of up to 170 kbps.
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Handoff procedures can use a number of metrics, primarily based on signal strength indicators
from local base stations (Stallings, 2002, p.293). In TDMA systems, cell associations are usu-
ally changed before setup on a new cell; a hard handoff. Alternatively, connections can be kept
alive between cells for a short period before handoft: a soft handoff. Used in CDMA networks,
soft handoffs are smoother and do not require the hysteresis in hard handoffs, reducing the

’ping-pong’ effect (Chen, 2003, p.52).

3.5 Wireless Local and Personal Area Networks

WLANS in corporate, public, and home settings are replacing fixed-cable Ethernet for in-
building connectivity. Wireless personal area networks (WPANs) include technologies for very
short-range (within 10 meters) connectivity of devices. Common applications being used in
WLAN and WPAN environments include: audio and video streaming; instant messaging; web
and email; and voice. This section presents the common media-access methods and standards

for WLANs and WPAN, and extensions to support QoS.

3.5.1 IEEE standards for WLAN

Common media-access technologies of WLANSs arc based on the IEEE standards 80211 (a/b/g/n).
These have become the de facto standards for WLAN-cnabled devices. The most common
WLAN-enabled devices are based on 802.11a/b/g. 802.11a was the first to be released, op-
erating in the 5-GHz band and based on orthogonal frequency division multiplex (OFDM) in
the physical layer. It is more resilient to interference and can provide up to 54-Mbps, whereas
802.11b can only offer data rates of 1, 2, 5.5, and 11 Mbps. 802.11b uses direct sequence
spread spectrum (DSSS) in the physical layer, operating within a 30-MHz frequency-range
of 2.4-GHz the industrial, scientific and medical (ISM) band (Bar-Shalom ct al., 2003). The
typical range of 802.11b devices can be up to 100 metres.

Enhanced data-rates for WLAN has been defined in 802.11g. [t was developed to pro-
vide up to 54-Mbps in the 2.4-GHz band. It uses OFDM similar to 802.11a, but limiting
the number of non-overlapping APs to three (Bar-Shalom et al., 2003). Further data-rate and
range enhancements is provided by the 802.11n: multiple-input, multiple-output (MIMO). The
802.11n draft uses multiple receive and transmit antennas to overlay channels of the 2.4 and

5-GHz frequencies.
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3.5.2 QoS support in WLANs

In standard 802.11, QoS features are minimal or rarely used. Most likely this is due to the
standard being developed at a time when WLANSs were expected to only cater for data (web
and email), and not the mix of multimedia traffic that includes real-time services. The medium
access control (MAC) layer provides two operations: distributed co-ordination function (DCF)
and the point co-ordination function (PCF). DCF provides access based on the CSMA/CA
(carrier-sense multiple-access with collision avoidance) mechanism for best effort delivery in
ad-hoc mode and infrastructure modes. It is based on clients contending for airtime by ran-
dom backoffs and RTS/CTS mechanisms. PCF is a polling mechanism that operates only in
infrastructure mode with the access point (AP) operating as the Point Coordinator (PC). It is
this PCF mechanism that aims to provide a fairer provision for time-constrained clicnts. How-
ever, stations polling cannot be guaranteed at regular intervals, due to unpredictable delays
in beacon transmission (caused by periods of polling interspersed with DCF contention) and
uncertain duration of client transmissions (Mangold et al., 2003). This cquates to uncertain op-
eration of fair provision, inadequate for real-time applications. Standard 802.11 specifications
are therefore insufficient for providing QoS.

IEEE began working on the QoS extensions by forming the working group 802.11c. Early
adoption as a subset of 802.11e was specified by thc WiFi Alliance as WiFi Multimedia
(WMM) (Alliance, 2004). The 802.11e standard (IEEE, 2005) was ratified in 2005 and cx-
tends MAC layer functionality by building upon existing 802.11 to provide the Enhanced Dis-
tribution Coordination Access (EDCA) and HCF (hybrid control function) Controlled Channcl
Access (HCCA).

+ EDCA takes the mechanism of DCF and adds QoS support by introducing traffic cat-
egories (TCs) or service differentiation. This means that multiple traffic flows (up to
eight) can exist within a particular station. Subsequently, cach TC competes for chan-
nel access through a process of virtual backoff. Ttis this backoff procedure that enhances
DCF, with priority flows requiring less time to wait for backoff and more chance of being

transmitted.

» HCCA is similar to the PCF polling mechanism controlled by a hybrid co-coordinator

function (HCF) at the AP.
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Early simulation studies® have shown 802.11e is able to prioritise flows and improve QoS to

high priority flows compared to legacy 802.11 schemes.

3.5.3 Personal-area technologies

WPANSs are primarily short-range for allowing multiple different devices to interact, through
dynamic forming of networks, such as pico-nets (Bluctooth) and sensor networks (ZigBee).
WPANSs are useful for generic data transmission for multimedia. Sending small files, and
interactive audio is well suited to Bluetooth. For larger files and vidco streaming, developments
in UWB technologies could potentially offer bandwidth increases of up to 4-Gbps (Razavi,
2008).

In sensor network deployments, with potentially thousands of nodes, low-power and reli-
able transmissions are important. The ZigBee platform provides short-range connectivity with
data-rates up to 250-kbps; suitable for monitoring applications that send small, and infrequent
messages (Adams & Heile, 2006). The physical layer is based on 802.15.4. The MAC por-
tion uses CSMA/CA for transmission control. Operating at 2.4-GHz, the PHY sub-laycer uscs
quadrature phase-shift keying (Q-PSK) as its modulation scheme for robust and reliable sig-
nal transmissions (Adams & Heile, 2006). Upper layers use the ZigBee stack for networking
and transport of application messaging. The ZigBee stack provides devices with routing, and

encryption, for applications.

Concluding Remarks

The wireless channel is a shared medium, thereby subject to complications not present in a
wired channel. Wireless provides the ability to roam, but requires additional management by
the network through mobility protocols. Wireless tends to be an access method for the last-hop
of a network. The different types of access include wide area wircless networks, such as cellular
(WWANSs); wireless local area networks (WLANS); and personal area networks (WPANs).
Each type of access method requires interface devices with different wircless channel and QoS
capabilities.

Although data-rates are increasing in some wireless interface technologies together with
better support for QoS, there are still limitations for truly ubiquitous QoS. A step forward

would exploit the differences in access types for improved QoS; since WLANs provide higher

3Grilo & Nunes (2002); Gu & Zhang (2003); Mangold et al. (2003); Lindgren et al. (2003)
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data-rates and are less-costly than cellular, but cellular provides wider coverage and controlled
access. In the next chapter, the discussion moves to converged networks and heterogencous

access for the future wireless access networks.
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Chapter 4

Heterogeneous Wireless Environments

Evolution of communications networks and services is driven by convergence towards IP core
networks, while wireless becomes the access technology of choice. Improved data-rates for
wireless enables wider range of services in more locations, such as third-generation cellular
(3G). The vision beyond 3G, or forth-generation (4G), is an intcgration of nctworks using
different radio access technologies and standards. However, this introduces additional issues
for QoS and network complexity.

This chapter discusses heterogeneous wireless environments as a solution for providing
QoS. An overlay of different network types creates opportunitics for continuous connectivity.
User and application QoS issues can be improved by exploiting multiple wircless interfaces and
networks. Although, there are still unresolved issues with this concept that attracts rescarch in-
terest, such as mobility management and interface selection. Finally, a framework is presented

that describes the solution context and interface selection as motivation for this thesis.

4.1 A Solution for Improved QoS

Wide-area cellular, WLANS, and personal area networks (PAN), have different capabilities and
provide alternative options to access online services. One distinction is coverage arca. The fol-
lowing discussion considers different wireless interface technologies to provide opportunitics
to improve QoS. Industry trends have shown a progression towards integration of previously
separate network access methods, which is evident from large European Framework projects
and standards organisations. From an overlay pattern of networks, the concept has progressed
to being “always best connected” (Gustafsson & Jonsson, 2003), with multi-service architec-

tures (Malyan & Lenaghan, 2003) integrating multiple access technologies and protocols.
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* Open coupling. There is no direct interface between the access network and cellular
core. In figure 4.2, data traffic is otherwise routed via an external packet data network
(PDN), such as the Internet. If the client mobile node (MN) is equipped with both in-
terfaces, mobility protocols (mobile IP) can provide roaming between networks. Thus,
the MN applications could be seamless, if the networks support it. Disadvantages of
this type of connectivity include the potential for packet latency and duplication prob-
lems in mobile IPv4, which are detrimental to real-time services. However, optimisation

schemes for fast handovers and mobile IPv6 could be employed.

* Loose coupling provides some connectivity with the WLAN access network and core
UMTS network. The connection is defined as signalling between authentication, autho-
risation, and accounting (AAA) server and home-location register (HLR). The interface
is used to provide billing and access-control only, with data sent across the Internet. A

variation of this would use a mobile proxy on either the WLAN or UMTS side.

+» Tight coupling provides a data and signalling connection between the WLAN access
network and UMTS core network. A gateway proxy, or inter-working unit (IWU) in the
WLAN network connects to the UMTS. Further variations of tight-coupling are given

by Prasad & Munoz (2003, chp.2).

* Integrated describes a similar or variation of the tight-coupled approach. The WLAN
access network may be seen as a cell of the UMTS network, or UMTS as an extension
of WLAN. In the access network, an inter-working unit (IWU) is used between the serv-
ing GPRS support node (SGSN). The IWU can be used to emulate the radio network
controller (RNC) of the UTRAN, and connect to SGSN. Or, the IWU can emulate the
SGSN, and connect to the gateway GPRS support node (GGSN).

The types of connectivity between WLAN and UMTS are presented in industry standard efforts
(B3GPP, 2007, 2004a). These provide details of interworking recommendations for specific
technologies for operators. A loose-coupled approach is more likely to be favoured initially by
operators, as it provides a modular and readily implementable solution supported by existing
infrastructure (Ruggeri et al., 2005). However, even a specific integration solution draws further

complications and issues that are both technological and commercial.
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is less of a concern, handover latency can be flexible. Judgement of handover execution timing
(handover latency) is difficult in an environment with continually changing conditions (Stemm
& Katz, 1998). It is therefore important to minimise constant switching.

Handover direction also determines metrics that might be available. For example, an es-
tablished connection to a base station or access point would provide a range of metrics, such
as data rate, signal strength, jitter, and latency. This assumes that interface devices are pow-
ered simultaneously and connected to their respective networks. However, a wireless interface
device could be powered-down at low battery levels using a sleep mode; a real possibility in
mobile phone handsets. Also, situations may mean that metrics are incomplete; for instance,
moving into range of a WLAN there is only physical and possibly link layer metrics available.
Therefore QoS metrics are limited, until the terminal creates an active connection and some
data is transferred. It is not known if a better performance exists end-to-end before a handover

is made. Until then, only low-level metrics are available.

4.2.3 Interface selection problem

A device with multiple wireless interfaces creates opportunities for alternative connectivity
and to be always best connected. Using the Cellular-WLAN context as an example, Cellular
provides wide area coverage with lower data-rates and potentially greater cost than WLAN.
This creates occasions when handovers can occur (figure 4.5). The handover direction could
be towards WLAN (downward vertical handover) or towards the Cellular (upward vertical
handover) (Stemm & Katz, 1998). Whenever a WLAN is available, it could be preferred
over Cellular; depending on the application and movement. For a large file-transfer, the high-
bandwidth, low-cost WLAN is preferred. However, for a voice call, reliability is more prefer-
able than performing a handover (providing the current link is suitable). With a single QoS
or policy metric this is a trivial decision; but judging multiple technical and QoS variables is
problematic.

Human perception and decision-making has the intrinsic ability to evaluate and make
judgements using small clues or in uncertain conditions. It is a capability that is difficult to
replicate in engineering problems. Branches of psychology in cognition and decision the-
ory research attempt to understand human processing of preferences and judgements. How-
ever, human judgements are not always rational in dealings with risk and benefit tradeoffs,

instead engineering rational decision-making requires broad information, transparancy of the
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given by Ghinea & Magoulas (2001). The aim is to obtain a mapping between a user perspec-
tive on performance and service provided by the underlying network. Perceptual QoS, or QoP,

is a difficult concept to synthesise in relation to quantitative QoS measures (Burgstahler et al.

2003). Some of the problems described by Ghinea & Magoulas (2001) include:

* Application-network QoS mapping. There is less research attempting 1o intcgrate QoS
measures across layers, in a usable framework. It is difficult to provide direct mappings
between which attributes are seen by the application (frame-rate, audio synchronisation
rate) and network level performance (packet/frame delay, packet loss-rates) (Ghinca &

Magoulas, 2001).

» Explicit measures of user satisfaction with application or network performance. The

levels of QoS at which a user become satisfied or dissatisficd.

Performance and parameter information structures, such as abstract syntax notation (ASN) used
in management information base (MIB) schemes, have been primarily used in specific imple-
mentations of devices like 802.11. Such methods provide low-level measures of status and
performance for localised protocol adaptation and optimisation. Network and application QoS
provide high-level descriptions of performance, influenced by low-level metrics. Subtleties of
such relationships are a challenge for a complete QoS representation model. Though, the ben-
efits of formalising domain assumptions provide opportunities for cross-layer QoS information

sharing between protocols.

4.3.3 Handover strategies

Strategies for vertical handovers often employ mechanisms for selection or decisions. The
range of mechanisms have been reviewed in Kassar et al. (2008). Timer-based algorithms use
signal metrics for handover control are detailed in Ylianttila et al. (2001, 2005). Others choose
multiple input metrics based on signal or policies that are then processed by utility and cost
functions (Wang et al., 1999; Zhu & McNair, 2006). More complex decision algorithms have
been described that use policy and user preferences, including network and QoS conditions
(Chan et al., 2001; Zhang et al., 2003; Song & Jamalipour, 2005). There is still no agreed
framework for containing these strategies within the network protocol stack.

In 2003, a project was initiated at the IEEE, under task group 21 of 802 (LAN working

group), to work on a standard for management of multi-access clients. The 802.21 version
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802.21 as a source of decision information; upper-layers are responsible for network selection

(IEEE, 2006). Moreover, the draft suggest this as one of the 802.21 design principles:

“MIH is a helper and facilitator function which helps in handover decision mak-
ing. Upper layers make handover decisions and link selection based on inputs and
context from MIH. Facilitating the recognition that a handover should take place is
one of the key goals of MIH Function. Discovery of information on how to make

effective handover decisions is also a key component.” (IEEE, 2006, p.14).

With MIH as a facilitator of handover selection in the current draft, there is scope for definition
of this selection entity. Other literature (Dutta et al., 2005; Cacace & Vollero, 2006) have de-
veloped early prototypes for testing 802.21 concepts. The work of Dutta ct al. (2005) defines
a testbed environment using SIP-based mobility management. The process of mobility is cx-
plained, but there is no specific detail of how the network is selected. Mobility management
is also presented in Cacace & Vollero (2006). The authors define a mobility manager using
mobile IPv6 in a testbed environment. As part of the MM, a handoff decision module is re-
sponsible for making network selection based on preferences and performance, that: “cxecutes

a simple priortized two-threshold algorithm for vertical handoffs” (Cacace & Vollero, 2006,

p-4).

Concluding Remarks

Devices with multiple wireless interfaces introduce choice of network connectivity for over-
lapping coverage. The overlay pattern defines the concept of changing between wireless in-
terface technologies (vertical handover) to take advantage of coverage. This premise can be
extended to QoS, whereby different interfaces have different QoS capabilities and limitations.
The fixed-mobile convergence concept is the industry led approach for heterogencous wircless
environments. Architectures have so far focused on 3G, or UMTS-WLAN integration. This
narrows the problem scope, but there are still issues to be resolved.

Even with two different access methods, roaming and QoS issues add additional complex-
ity. Movement creates points of handovers that can degrade QoS, but also has the potential
for improving QoS. Using one or two metrics handover selection can be trivial. But for ser-
vices that have different QoS requirements, one or two metrics are not sufficient to assess

QoS. Frameworks such as 802.21 and handover strategies have been proposed that challenge
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this problem. The algorithms employed in handover strategies have used decision theory and
Al These concepts are further explored in the following chapter as solutions for the wireless

interface selection problem.
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Chapter 5

Review of Decision-Making
Techniques

In heterogeneous wireless environments more possibilities cxist for applications to improve
QoS and user experience through different access methods. With more more options for con-
nectivity, an automated network selection system would require observing inputs from the
environment and provide recommendations as outputs. Reasoning or decision-support systems
are common in the literature of artificial intelligence (Al). Such systems provide mathemati-
cal foundations and algorithms for handling automated reasoning, which have been applied in
areas of financial systems, diagnosis and operational-support systems,

The chapter introduces requirements of a system for link assessment and sclection. A com-
parison of existing techniques is used to understand the issues in a decision-making process.

Finally, the approach for link assessment is discussed.

S.1 System Definitions

Vertical handover in heterogeneous environments is complex. Wireless interface selection
could include multiple sources of information or inputs, such as user expectations, conditions,

or preferences. The system design should consider the following criteria:
1. Provide a common interface between other protocols or user-level applications.
2. Monitor multiple link statistics and events.

3. Implement actions or effects, such as handovers.

Figure 5.1 is a controller system for an intertface selection model. Inputs are processed by the

system to find the optimal operating choice. These inputs are processed to generate outputs,
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methods for handling uncertainty in Al applications (Russell & Norvig, 2003). Bavesian infer-
ence is used in Bayesian networks! for conditional belief measures in a directed-graph model.

The wide use of probability theories and applications in the literature warrants considera-
tion as an assessment and decision-making solution. Further discussion is given to the tech-

niques of probability, such as Bayesian inference and Dempster-Shafer. These are explained

and justified in the context of criteria in section 5.1.

5.3.1 Bayesian inference

Bayesian inference is based on the work of Thomas Bayes (1702-1761). Using Baves's rule,
new evidence can be used to change beliefs about some occurrence, or probability of some
event. Since Bayes’s rule is used in approaches for reasoning using probability, the following
explains the core concepts and associated variations.

Probability measures can be unconditional or conditional. Unconditional probability is de-
rived from statistical measures of prior occurrences, or those of belicf of some events occurring,
P(A) and P(B). Conditional probabilities are those based on other information in the domain,
defined as P(A|B): “the probability of A, given B” (Tozour, 2002, p.346). Using conditional
probability P(A|B), and the unconditional independent evidence of P(A) and P(B), the initial
phrase can be reversed to become: P(B|A), the probability of B given A (Tozour, 2002, p.346).
Bayes’s rule is given as equation (5.1) (further proof and examples found in Russell & Norvig

(2003, p.480)).

P(A|B) P(B)

5.1
P(A) o-b

P(B|A) =

In Al systems there is often cause-and-effect relationships between concepts, or variables.
The Bayesian network, or belief network allows for representation of event probabilities with
causal relationships. A Bayesian network is usually represented visually as a directed acyclic
graph; as in figure 5.3. Edges represent propositions that may be discrete or continuous random
variables, and arcs represent direction of influence. These representations would be designed
by a expert to adequately describe the problem context. Bayes’s rule uses independent proba-
bilities to derive new unconditional probabilities, which is a topology of causal effects. Figure

5.3 represents an example Bayesian network. Two independent probability variables are de-

1 Also known as belief network, probabilistic network, causal map, and knowledge map (Russell & Norvig,
2003).
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in occurrence of an event.

DST defines a belief function, Bel(X), as a measure of the belief that the evidence supports
a proposition, X. In the example of a coin toss (Russell & Norvig, 2003, p.525), classical
probability would denote the chance of heads or tails as 0.5. Though, if no knowledge about
the fairness of the coin is known, Bel(heads) = 0, as Bel(=heads) = 0. However, if some
value of fairness is known to be 90% that P(heads) = 0.5, then DST will give Bel(heads) =
0.9 x0.5=045.

Individual pieces of evidence are a measure of belief corresponding to credibility or plausi-
bility (Laramee, 2002). Those sources can confirm or negate a hypothesis or action proposition.
Also, multiple probabilities can be used to update the probability of support for a concept. The

combination of pieces of evidence is performed using Dempster’s rule (Beynon et al., 2000).

5.4 Knowledge-Based Systems

Methods for reasoning have so far introduced probability-based methods, that arce derived from
statistical or estimated measures. Bayesian networks are based on contextual knowledge of
relations, and therefore could be considered a form of knowledge-based system, or expert sys-
tem. Knowledge-based systems contain information defined by experts in a specified context
domain. Developing systems that have a constrained or limited purpose, can be beneficial to
successful operating in complex environments. Methods that use limited scope computational
models are evident in Al domains, such as robotics, pattern matching and classification. In
these domains, reproducible behaviours are useful and expected.

Historically, such systems were pioneered in medical diagnosis, as attempts to replicate
decisions similar to those of the expert. An expert’s knowledge is captured (knowledge en-
gineering) and encoded, usually as rules or a form of logic. Though rule-based systems and
formalised logic are some methods of encoding domain knowledge, others include learning
systems, fuzzy rule-based, cognitive mapping, and automata. The subsequent sections explain
the relevant methods in these categories and as a potential solution of the system context in

section 5.1.

5.4.1 Machine learning

Two commonly used techniques in machine learning include artificial neural networks (ANN)

and evolutionary algorithms. Early use in neural networks were developed from attempts to
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1998), and adapting protocol implementations (Fernandez et al., 2004). A fuzzy logic system
for vertical handover in wireless networks has been published in Chan et al. (2001). The fuzzy
system in Chan et al. (2001), defines rules for handling inputs on performance for initiating a
handover (a control behaviour). It is combined with another fuzzy approach, multi-objective
decision making, to perform a combination of performance and user preferences.

Simple models of FLCs are suited to problems with specific solutions. These are the prob-
lems covered by control problems with well defined inputs and output variables. However, in
problems where the number of inputs or outputs could vary, FLC implementations can be in-
flexible. More adaptive fuzzy systems, such as Neuro-fuzzy systems, use learning in ANNs (o
train membership functions, whilst visible rules allow introspection in testing and verification.

The inference mechanism of FLCs uses linguistic rules to infer outputs from various inputs.
Using FLCs in their basic form for the handover sclection problem, showed the rule-based
approach to be too restrictive and suited to only a small number of criteria (Wilson ct al.,
2005). Moreover, rules for decision-making require tuning to give suitable response behaviour,
but this becomes less flexible with additional inputs or rules. Fuzzy systems that use linguistic
rules for inference can become cumbersome, except where there is clear input parameters and
defined scope (Sousa & Kaymak, 2002, p.56). Although some cxamples of fuzzy systems

based on rules have been suggested, an extensible inference mechanism is required.

5.4.3 Sequential decision systems

Dynamic programming was coined by Richard Bellman (Bcllman, 1957) as an approach to
solve optimisation problems using a sequence of solved sub-problems. Derivative methods
continue to be used in the field of Al such as Markov decision processes (MDPs). In the
domain of robotics, planning and control techniques are used in navigation systems: sensing
inputs from the environment and changing directions.

In search and planning environments, agents use high-level factors to direct a strategy.
High-level factors affecting planning and control include agents goals or policy, environment
inputs (sensors), and actions (Russell & Norvig, 2003). This has led to behaviour-based Al and
reactive planning algorithms, particularly in robotics research. In more simple planning prob-
lems, the environment of an agent may be fully observable. In this case, planning algorithms
can look-ahead to environment conditions at a later point in space and time. The planning

problem becomes more complex in the partially-observable domain (Bertoli & Pistore, 2004).
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The MCDM technique from Bellman & Zadeh (1970) introduced fuzzy sets as representa-
tions of criteria. The algorithm is summarised in figure 5.11 as five steps (Sousa & Kaymak,
2002, p.33). The Bellman-Zadeh approach begins with defining goals and constraints. Goals
are an approximate value representing a value to be achieved. A constraint is an approximate
value that represents a minimum for operation. These are conceptually different, but the map-
ping of criteria measures using membership functions means that they are treated the same
by the algorithm. It is possible that the importance of criteria upon the decision are not equal.
Certain criteria can have less or more influence on the decision, which can be altered using a
weight vector. Values in the decision matrix for alternatives, A,,, arc aggregated and combined
with weights by a decision function, D*. The type of decision function depends on the aims of
the decision maker and problem. Some commonly used functions provide different treatment
or compensation among criteria (Sousa & Kaymak, 2002). The result of the aggregation pro-
cedure yields a vector of values, F, in the interval [0, 1], corresponding to alternatives (rows)
in the decision matrix.

The Bellman-Zadeh procedure can be modified for different results, depending on the pref-

erence of the decision maker:

e The fuzzy membership functions of the criteria can be varied in shape and universe
of discourse (range of crisp values from minimum to maximum). This has the effect of

changing the boundaries of transition from support to non-support of the critenia.

« The Decision function can be replaced to change the aggregation of fuzzy values for
inputs. The type of decision function changes the treatment of how criteria weights
affect the final calculation. The final aggregation is numerical, thercfore a ranking of

alternatives is required; the one with highest support being the most preferable (Ribeiro,

1996).

Extensions and variations to the fuzzy MCDM approach have been developed and de-
tailed in meta-studies (Ribeiro, 1996; Carlsson & Fuller, 1996). A fuzzy variation on classical

MCDM methods has been applied to ranking of handover criteria (Zhang, 2004). The approach

uses membership functions to map linguistic variables into crisp inputs to a MCDM solution

(Chen et al. (1992), cited in Zhang (2004)). An alternative approach described in Tranta-

phyllou (2000, chapter 13), uses fuzzy membership functions to define preferences and input

criteria to a decision matrix, and compares fuzzified versions of AHP, WSM, and TOPSIS.

These approaches allow fuzzy terms to be used with conventional MCDM methods.
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Choosing between MCDM solutions is a decision-making problem itself. Comparisons
among conventional MCDM or fuzzy MCDM algorithms in their treatment of criteria prefer-
ences, weights, and rankings is a problem for decision theory research. The problem relevant to
this thesis, is: which solution provides flexibility in preference elicitation, treatment, and trade-
off among criteria? The variations of AHP that introduce fuzziness (Triantaphyllou, 2000;
Zhang, 2004) could be used. Criteria in Bellman-Zadeh can be described through membership
functions and weights, and Sousa & Kaymak (2002) have shown that different decision func-
tions can be used to change the behaviour criteria of aggregation. Therefore, fuzzy decision

making is used to combine multiple types of criteria for wireless interface assessment.

Concluding Remarks

This chapter firstly introduced some of the requirements of a system for link-layer assessment
and selection. In heterogeneous wireless environments, the operating context can have exten-
sive inputs and interactions with other protocols. An assessment system would assess link
performance based on user policy, QoS, and link capabilities. The problem raises the issuc of
flexibility for multiple sources of inputs, while maintaining a consistent and structured decision
process. Similar problems and applications in the literature of Al techniques have warranted
the discussion provided in this chapter.

The suitability of probability for handling risk could be a basis for studying handovers from
this perspective; that changing between networks establishes a risk of not meeting expectation.
However, most of the time there will be only a small amount of randomness or risk; but mostly
the type of network will give clues as to operating conditions. Also, the reliance on statistical
representations requires history in input data patterns, or at least subjective guesses for prob-
abilities. The requirement of previous data for training and testing restricts learning systems,
such as ANNS.

Knowledge-based and fuzzy systems are a compelling technique for the solution, cspe-
cially for handling human-based reasoning and preferences. Using rules, these systems can be
expanded by the decision-maker. In fuzzy systems such as FLCs, these rules can be augmented
by linguistic terms (‘small’, ‘some’, ‘very’). From these system requirements, a fuzzy varia-
tion of the MCDM paradigm is considered for further investigation. Although discrete decision

processes, they allow for any number of criteria and alternatives, with flexibility in choice of

aggregation mechanism.
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There are also other subtleties in the decision-making process: that of obtaining inputs and
performing actions. Control methods, such as FSMs have been used successfully in providing a
formalised language for protocols, and could further augment the decision-making process. A
protocol for heterogeneous handover could be conceived that captures environment events and
actions, and also utilises fuzzy MCDM for discrete decision-making. A framework is therefore

required to integrate fuzzy decision-making and FSM approaches.
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Chapter 6

A Simplified Agent Framework for
Optimising Handover Decisions

Handover decision-making is made complex by the different capabilitics and requirements of
each wireless technology and multimedia applications in a heterogencous wireless environment
(as described in Chapter 4). This implies there are further challenges in sclecting the “best”

wireless interface to use. Issues that need to be addressed are:

1. Interactions with network stack and operating environment, including performance mon-

itoring, link events, and performing mobility actions.
2. Combining requirements with performance conditions for interface suitability.

This chapter provides a framework that combines decision-making and control technigues for
interface selection. Using fuzzy decision-making techniques, ratings of link suitability reflect
multiple and sometimes incommensurable QoS and user policies. A simplified agent frame-
work is presented that integrates performance monitoring, decision process logic, and interface

assessment.

6.1 Scope and Context

Problems of decision-making and handover in a heterogencous network context include many
issues: QoS management and monitoring; user requirements modelling; cross-layer design;
handover and mobility management in roaming scenarios; and protocol integration and ser-
vice mapping for QoS. All of these issues pose questions investigated by large-scale European
framework projects, such as MobyDick (IST-2000-25394, 2003) and Ambient Networks (IST-

507134, 2007). Therefore, it is necessary to define a manageable boundary to questions and
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could occur from a change in link metrics or status, and discovery of new links. Internal

events can be generated by agent procedures.

Brain. The brain process is the main control loop in the agent. Types of brain are defined from
Al techniques, such as Subsumption architectures, machine learning, or finite-state ma-
chines (FSMs). An FSM-based brain has been the basis of control for other Al projects’.
FSMs can encode states of the environment, and exccute some required behaviour: envi-
ronment events can result in a change of state. This effect allows the agent to respond to

environment conditions using different behaviours, thereby creating a plan for the agent.

Behaviour. Defined as a series of procedures that can later be called by the brain when in
certain states. These behaviours are tactical effects the brain can usc to support control.
In Pyrobot, these are modular Brain components. For the prototype, a behaviour can
access QoS Policy or metrics model, such as assessing link preference. The brain can
support multiple behaviours to activate rules or actions when needed, which are used by

the brain logic to make some change to the environment (an output).

Commands. Outputs are actions that require an cffect in the agent environment (outside the
agent). These outputs are kept separate from behaviours that gencerate them for modu-
larity. Also, outputs can be written for different operating environments. These define
APIs for access to operating system functions, such as cross-layer signalling, initiating
handovers, or configuring links. Commands are loaded specific to the client platform,
allowing the same brain and behaviours to run in a simulated or rcal system by loading

different command modules.

3For controlling game-bots in Quake I11 Arena (van Waveren, 2001).
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class represent interface interfaces supported by the operating system, containing data on link
characteristics and performance statistics. Each type of statistic captured is represented by a
Metric object. For example, physical layer attributes such as, received signal strength, signal
noise ratio (SNR), and signal quality describe the dynamic performance of a wireless interface.
Others may be determined by polling or signalling protocols for metrics that could include
delay, delay variation, and packets loss. For decision-making, cach metric type must have an
associated Criteria. The criteria maybe defined for a specific service class, for instance voice

or web-data.

6.3.2 Event monitoring

As with data monitoring there is a choice of which direction updates occur. The HAL could
regularly poll data source objects, or data sources can call an agent function with an event type
for changing link conditions. A service point in the logic would need to listen for changes in
interface status and metrics changes.

Potentially useful events have been listed in a draft of 802.21 (IEEE, 2000) for media-
independent handover (MTH). As part of the MIH Function, the MIH Event Scrvice defines
categories of events that include: predictive; state change; link parameters; administrative; link
transmission; and link synchronisation. Further details of these are provided in the standard
draft (IEEE, 2006, p.32-38), but some are considered for use in the prototype design. Table 6.1

are some possible events used by the HAL.

Event Description
Link.dataChanged Caused when a change in link statistic(s) is changed.
Link.newLink If a new link has been discovered.

Link.connectSuccess A success callback after a connect command has been issuced.

Link.connectFail A fail callback after a connect command has been issued.

HAL .assess Maybe called on a regular basis hy the brain step function.

HAL .prepare A callback after the brain behaviour has assessed alternative links.

HAL .unstable A callback from regular assessment behaviour; if the current link is not
favourable.

Table 6.1: Sample events and triggers.
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Events can be either internal or external to HAL. Internal events may be called by other nal.
components as the result of functions or commands. External events could arrive by cross-layer
signalling from link objects and services registered by HAL. The agent handles new events (and
any parameters) by the event function. Events are processed at cach increment of the brain.

Some events represent changes in link status. Other measures of status could be derived
from metrics collected by interfaces to determine an abstract measure of status. For example,
if only radio metrics are used, such as a signal strength and signal quality, these could be used
to derive a calculation of link stability or other predictive metrics. Another use of these metrics
could be availability: a device is unavailable if signal strength and signal quality is below some

threshold, or there is no reception of beacon frames.

6.3.3 Commands

The 802.21 draft describes a MIH Command Service (IEEE, 2006, p.38-41). MIH Commands
originate from upper-layers of the stack to change link layer protocols, that include: requesting
status of interfaces; performing handover stages; and scanning links. Some of these actions are

similarly used by HAL (table 6.2).

Command  Description Parameters
Handover  Finalise handover procedures target
Prepare Prepares a link/network for handover  target
Connect Used to create an initial connection target

Table 6.2: Agent commands

Metrics evaluation and events can result in an action being taken, or causcd by changes
in the process model or from changes in state. External actions (commands) are outside the
operating mode of HAL, such as changing of the routing table, or interaction with mobility

protocols. Therefore, HAL must interact with a platform specific APTto affects system settings.

6.4 Control Using Finite States Machines

The HAL uses a fuzzy decision-making (FDM) module to support one-time assessment of

inputs given at a single point in time; suitable for well-defined inputs. With other types of
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information that are temporal or have a sequence history, it is difficult to represent them in the
same format without losing some of the information. A mobile device is subject to dynamic and
unpredictable events, and changes in protocol operations; roaming could change connectivity,
or network discovery. Knowledge about how the world evolves would be useful to adapt agent
behaviour, which has been suggested in approaches to intelligent agent architectures (Russell
& Norvig, 2003). In the following sections, finite state machines (FSMs) describe a decision

process, combined with FDM.,

6.4.1 Brain model for assessment process

Wireless interface selection is based on application QoS requirements and performance. Fac-
tors under consideration are constantly changing during the lifetime of a session. Performance
of QoS and links may change and new events occur. A decision process must adapt actions
depending on events and state of the environment. Interfaces may be in different states, net-
works may be discovered or lost, QoS policy and service may change. Sequential decision
processes inherit a history or progression of states based on temporal events. Methods exhibit-
ing such characteristics have been developed using FSMs to provide a reactive control system
for changes in events and state variables.

The principle concepts of behaviour-based design and those from Pyrobot simulator (Blank
et al., 2006), are used to define a brain model for controlling HAL processing. A brain is an
abstract concept, in that there could be many specialised brains for different purposes. Exam-
ples of brain types defined in the Pyrobot toolkit include, Brooks’ Subsumption architecture,
and FSM-based brains. The latter of these inspired the brain model for HAL. Figure 6.6 is an
overview of the types of functions the FSM-brain uses. Ateach cycle, any events (if none, a de-
fault event performed) are processed in sequence by the brain using the FSM model. The FSM
may use stored behaviours that corresponds to current state within the FSM. Any actions or
commands generated by the behaviours or FSM are then processed by specific HAL functions
(callbacks).

Conceptually, states in the FSM are used to represent modes of processing available to
HAL based on conditions in the environment. Transitions from states occur through events that
may contain parameters or conditional predicates. The FSM brain can use different behaviours
depending on the conditions or state of the environment. Using transition parameters and

predicates allows changes in behaviour actions depending on states of other variables.
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Chapter 7

Evaluation Method for Interface
Selection Agent

Testing approaches to handover selection requires tools to model more complex wireless archi-
tectures. Wireless simulation models aiready exist, but those for heterogencous environments
are still emerging. As research poses further questions, such tools commonly need to be mod-
ified. Though the more capable tools allow such development, there is no standard or ‘best
practice’ approach for wireless heterogeneous environments.

The handover agent layer (HAL), described in the previous chapter, is middleware for opti-
mising vertical handovers. What follows is an evaluation approach using analytical techniques
to decision-making components and network simulation for HAL. Experimental design pro-

vides controlled treatments for inputs and simulation scenarios.

7.1 Evaluation Approach

Three evaluation approaches are often used in computer systems performance studies: analyti-
cal, simulation, and measurement (Jain, 1991). Fuzzy decision-making (FDM) elements, such
as those used in the HAL prototype, have been studied using analytical techniques (Kaymak
& van Nauta Lemke, 1998; Triantaphyllou, 2000; Zhang, 2004). Since HAL is also a com-
ponent of a greater system (wireless networked environment), simulation or empirical studies
of network protocols are useful. The research questions that need to be answered defines the

evaluation approach for a controllable environment; key questions that motivate the study:

1. What methods can be used to model the factors of a wireless environment?

(a) What level of detail should be modelled?
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(b) What tools can be used?

2. What are the relevant factors of interest; or those to be modelled?

The three approaches to performance study (analytical modelling, simulation, and empirical
measurement) provide varying benefits and complexity in development. Selection of an ap-
propriate approach is based on criteria such as, duration of study, expertise in modelling tools,
accuracy, cost, and interactions of variables (Jain, 1991, p.24).

Analytical approaches can be used to explore the effects and interactions of variables.
Approaches for evaluating FDM algorithms have used sensitivity analysis (Kaymak & van
Nauta Lemke, 1998; Zhang, 2004). Sensitivity analysis compares outputs results from in-
teractions of input parameter levels, similar to full-factorial experiments that compare output
variables between types of decision algorithm (Triantaphyllou, 2000, chap.13). Analytical ap-
proaches have the benefit of greater control of factors and metrics. However, more control over
modelling of the input space can mean that other system interaction are not shown.

Discrete event simulation (DES) is often used in network testing as it offers richer mod-
elling of the operating environment than analytical techniques, though with less control of
parameters. Modelling expensive hardware and distributed systems in simulation is often less
costly and provides better repeatability than empirical measurements. Network simulation
tools provide models of different wireless technology, mobility, topologics, and traffic models.
However, a simulation model is still an abstraction constrained by problem scope. Therefore,
selection of evaluation technique is a trade-off in controllable parameters, accuracy, and detail

of abstraction (Jain, 1991, chap.3).

7.1.1 Modelling wireless environments

Wireless environments are notoriously complex to model fully, whereas wired physical proper-
ties are more predictable and simpler to model (Heidemann et al,, 2001b). Specific simulation
tools can provide models of the wireless channel, from simple free-space to more sophisticated
multipath models. The level of detail in the model is determined by the problem scope. A
study concentrating on the effects of signal attenuation in urban environments would require
detailed propagation and geographic models. Therefore, there must be a trade-off in model
detail depending on the significance of parameters and system boundaries (Heidemann et al.,

2001a).
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A model of the environment can be built using high-level programming language or ded-
icated simulation tools. Systems can be modelled in C++ or Java, but these tend to be costly
in expertise, time, and debugging for more detailed models (Jain, 1991). Specific simulation
languages, such as SIMULA and SIMSCRIPT provide well defined functions for simulation,
but limited by scope of the language syntax (Jain, 1991). High-level programming languages
provide a flexible syntax that can be adapted to support simulation features such as, event
scheduling, data collection and timing (Jain, 1991). SimPy is an open-source package for DES
in the Python language; providing object-orientation, portability and the necessary features of
DES.

Alternatives to general-purpose tools are dedicated domain tools, such as network sim-
ulation. Network simulation tools provide packet, physical channcl models, and workload
generators. Commonly used tools include the commercial Opnet and open-source NS-2 (NS-2,
2008). An interesting simulator, NCTUns', routes simulated packets through the TCP/IP stack
of a modified Linux kernel to provide realistic packet treatment (Wang et al., 2003). NS-2
was chosen for generating network simulation data, with Python and SimPy used to model

components of HAL. Further detail of simulation tools is provided in Appendix B. 1.

7.1.2 Subject prototypes

Experimental design literature suggest that a mixture of approaches is usually required (Jain,
1991). This section describes different variations of prototypes (test subjects) for evaluation
approaches. Analytical techniques can be used for refining parameters used in simulation, or
simulation to verify the analytical model (Jain, 1991, chap.3). An evaluation approach (figure
7.1) uses analytical techniques for decision-making component, and simulation to evaluate HAL
in a wireless network environment. For decision-making analysis, several variations are com-
pared with the most appropriate being considered for usc in simulation tests. The subsequent
simulation studies use modified versions of HAL for comparisons.

Analytical techniques are used for assessing behaviour of decision-making algorithms de-
scribed in Chapter 6 with other commonly used algorithms. Table 7.1 shows other methods of
decision-making using different parameters or decision functions for criteria aggregation. A
weighted-sum model (F-WSM) is used as a control subject; as an example of simple aggrega-

tion. The other functions also perform aggregation, but using different parameters.

IFreely available for non-commercial use. at: http://nsl.csie.nctu.edu.tw/nctuns.html
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Prototype Description

FDM-Brain The FDM algorithm selected from analysis stage. Uses a stack to
implement behaviours instead of an FSM (based on Brooks’ subsumption
architecture).

FSM-1 Select an initial network that best matches the service and preferences of
the user. Continue to assess all available networks, but there is no handover
control.

FSM-2 Once a connection has been established, optimise the performance of the
current network.

FSM-3 Assess opportunities of alternative networks that benefit the level of service

and user preferences.

Table 7.2: HAL prototypes for simulation study.

Each prototype and support classes are implemented in Python (version 2.5.1) program-
ming language. Python has a concise syntax and no compiling stage, which is a bencefit for
rapid prototyping. Other benefits include dynamic types, full object-orientation, and support
of third-party tools and libraries.

In comparison, Python performs well among other dynamically-typed and interpreted lan-
guages, and (in some cases) with compiled languages (Prechelt, 2000). The study by Prechelt
(2000) ranks Python favourably for program length (concise syntax) and implementation time,
though C and C++ provide lower processing time and less memory consumption. Therefore,
the preference depends on the importance of run-time performance versus the program design.
However, Beazley (2003) describes programs that combine compiled language components for
processor and memory intensive functions, and scripting for high-level configure functions.

For initial prototyping, HAL does not require the performance aspects of compiled lan-
guages, since the agent will perform high-level processing in simulation time, and in the in-
terval of seconds. The benefits of Python are that it provides a rapid prototyping and testing
platform, that can be migrated to a real-time environment with nominal changes (possibly per-

formance and device interactions APIs).
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Membership functions in the FDM module define a transition region of set membership;
where the set is the criteria (see, 6.6.1 on page 99). Therefore, the variance value in table 7.3
is used to define the slope and function shape. Membership functions for initial testing usc
triangular and trapezoidal shapes, though other types can be used, such as Gaussian curves.
For simplicity trapezoidal functions are defined for types of preterence: lower-better (LB), and
higher-better (HB). Each of these criteria are grouped into specifications for QoS classes, such

as conversational voice and background data.

7.3 Decision-Making Analysis

As part of the proposed solution, the decision-making module determines the suitability of
alternative options from multiple input measures (criteria) when combined using a dcecision
function. The type of decision function and criteria weights changes the trade-ofts when criteria
are combined (aggregated) to generate rank-scores of alternatives. It is the rank-score which
is used to select the suitable alternative based on the criteria: high scores represent a closer
match. The following sections describe the evaluation approach for decision functions using

sensitivity analysis.

7.3.1 Sensitivity analysis of decision functions

The sensitivity analysis method show interaction of muitiple independent variables and effect
on the dependent variable. In this problem context, the decision function is the subject with
independent variables the criteria measures or weights and the dependent variable rank-score.
The rank-score is the decision function output in the range [0, 1]. Tests involve different deci-
sion function and parameters to answer the question: how does the criteria and weights affect
the rank-score?

Decision functions were selected that provide a compensatory or trade-off effect. Table 7.4
shows the functions which are used in the test subjects. All functions use fuzzified inputs in
the interval [0, 1]. The generic functions F-GenO and F-GenP use the parameter ¥ to calculate
outputs. To evaluate the effect of this parameter, the sensitivity analysis method by Kaymak
& van Nauta Lemke (1998) is used. A vector of y values is compared against weights and
alternative inputs values. The tests for decision-function analysis uses input data (performance

metrics) and normalised weights to calculate rank-scores for alternatives (interface options).
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7.5.1 Traffic parameters

Simulations require traffic load specifications for client devices, defined as workloads. Service
types for workload activity include: voice, video and non-real-time data, such as file transfer
or web-browsing. Workloads define a pattern of activity. For instance, user requests a voice
service, which then begins an application sending packets across the network.

Voice traffic in simulations are based on the G.711 protocol using UDP and constant bit-rate
(CBR) of 50 packets per second. Based on packets of 180 bytes (includes application headers),
this gives an application data-rate of 64 kbps. For simplicity, there is no silence-suppression
(available in other voice protocols) or header compression; giving a constant stream of packets,

hence CBR is appropriate. Further details of application scttings is given in Appendix C.2.

Metrics

During and after simulations, procedures arc scheduled to record performance statistics of the
MH. QoS metrics are collected by calling procedurcs in the simulation script. The procedure
takes the mean of samples from received packets at one second time intervals. Simulation trace-
files are post-processed where required metric data is not recorded during simulation time. QoS
metrics are recorded and processed to provide separate files with observations indexed by the
second.

Where measurements are calculated on a packet-by-packet basis, an average or smoothing
function is used. This is required to reduce the effect of signal fluctuations in data calculated
from individual packets or frames; for example the corner effect of WLAN signal changes
(Zhang et al., 2003). Post-processing scripts are used to find the reccived signal strength (RSS)
using an averaging filter’, which outputs the average of samples in a second. For jitter and
one-way delay, the average is taken from instantaneous measurements for received packets.
The instantaneous jitter, or interarrival delay is calculated according to method used by RTP
in REC 3550 (Schulzrinne et al., 2003) which uses an exponential filter. Further details on the

collection procedures and trace-file parsing scripts can be found in Appendix C.2.

5Though other smoothing functions could be used, such as exponential moving-average or Savitzky-Golay filters
(Savitzky & Golay. 1964) implementations provided in Press et al. (1992, p.650).
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Concluding Remarks

Using the HAL prototype from Chapter 6, an approach for performance evaluation was pro-
posed. Test subjects are divided between analytical and simulation evaluation. Decision-
making components are used as “subjects” for sensitivity analysis of output variables. The
simulation approach uses inputs metrics generated by NS-2 simulation data. Subjects for sim-
ulation are configurations of HAL: decision-making only, and decision-making plus finite-state
machines.

Experimental results for these tests were analysed and compared in the following chapter.
Test cases and experiments provide data for indicators based on varying factor levels. The ana-
lytical tests aim to give insight into decision parameters, and simulation to how the framework

behaves within a wireless environment.
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Chapter 8

Performance of Handover Agent
Layer

The agent framework in Chapter 6 defines wireless interface selection for QoS criteria and
metrics using decision-making techniques and finite state machine logic. Performance metrics
are used to compare interfaces and generate suitability rank-scores. Rank-scores generated by
the decision module were evaluated using an analytical approach. The chosen decision settings

were used in the simulation test cases to compare different prototypes of agent logic.

8.1 Analytical Tests

Analysis of the decision-making module was necessary to cvaluate aggregation output. Results
from these tests were used to determinc decision module settings for simulation experiments.
Analytical tests were performed on the decision module described in Chapter 6 (section 6.6
on page 98) using different criteria aggregation functions (table 8.1). These functions were
compared using sensitivity analysis techniques to compare rank-scores of alternative options

(response variable) for input criteria.
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A second test (A1.2) was performed by adding a second alternative (see figure 8.2 on the
following page). Alternative A has inputs that are more preferable than B. For values of v in
the region [~eo, -5], option B rank-scores are lower than thosc for A. Conversely, when weights
are set unequally with less importance on the poorer criteria, rank-scores of options A and B

become the same as y tends towards oo.

Selecting parameters

For the tests subjects that use the generic decision function, two variations are pessimistic (F-
GenP) and optimistic (F-GenQO). The y values determine criteria trade-off and are reflected in
the rank-score. Generally, for higher values of y, the higher the rank-score; conversely, lower
vy values reduce the rank-score.

Parameters were selected for F-GenO decision function y = 2, and for F-GenP y 2.
These values were chosen based on the curves from figure 8.2b, at points were there is separa-

tion of rank-scores from good (alt A) and poorer (alt B) options.
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and 500 ms latency. In the weighted test A2.2 this shape is compressed: giving a4 maximum

rank-score of 0.2 in the satisfactory region.
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8.1.4 Discussion

Decision-making analysis experiments aimed to compare effects from input parameters on
options rank-scores. Fuzzy decision-making uses membership functions of criteria to assess
suitability against alternative performances values. The tests used different decision-functions
to aggregate fuzzy numbers. For the generic averaging functions F-GenP and F-GenO, the
optimism parameter () were chosen from tests Al. For the ‘pessimistic’ function F-GenP,
v = —2; for optimistic function F-GenQO, y = 2.

Surface maps were used to illustratc how a decision-function output changes with inputs
and weights. Tests A2.1 and A2.2 compared differences in response variable between the
decision-functions.

Further sensitivity analysis for A3.2 and A3.3 showed the effect of increasing criteria
weight on alternatives rank-scores. In A3.2, functions F-GenQO and F-WSM showed similar
pattern in rank-scores. F-GenP was more sensitive 1o weights changes for alternatives with
poor criteria. This corresponds with Sousa & Kaymak (2002, chp.3) discussion on averaging
functions and y parameter; they change the trade-off betwecen at least one criteria (disjunctive),

and satisfying all criteria (conjunctive).

Generic function provides decision flexibility

As the generic decision function is a generalisation of the other types of aggregation (Sousa &
Kaymak, 2002), it adds another level of tuning to decision-making. Tests have shown that by
varying the optimism operator 7. the rank values can be changed. This equates to changing the
level of risk: lower y values provide a greater differencc between alternatives ranks; higher y
values reduce the difference and increases the rank output values.

Weights also make a difference in the function output rank-score. For y values above 0,
alternatives with poor criteria data can have similar rank-scores to good alternatives, if the poor
criteria has a low weight. The effect is a trade-off between importance of good performing
criteria, and worse criteria, varied by the y value.

As these tests only used two criteria, there is scope for further studies using more criteria.
However, the current tests are enough to provide an indication of the aggregation functions
behaviour in criteria trade-off. The generic function with optimism operator provides finer
control over the aggregation process, and thus flexibility for decision-makers. It is possible to

use different y values depending on the situation context, user policy, or service types to change
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criteria trade-off effects.

8.2 Wireless Simulations

The wireless simulations used data from NS-2 to drive the responses from prototype mod-
els described in the previous chapter. Simulations used three roaming scenarios for WLAN
coverage: stationary (scene-1), moving-out (scene-2), and moving-in (scene-3). Metrics were
captured based on a regular sampling interval of 1 second. QoS metrics are those measured
at the application layer. Signal metrics were extracted from NS-2 trace-files for MAC layer
events. The simulation data must be arranged in a format for experiment inputs.

Separate simulations for WLAN and UMTS were run for cach scene. Data from the simula-
tion run were used as inputs by the SimPy program containing the agent prototypes (section 7.4
on page 116). The output metrics of the prototypes were captured for cach test case experiment.
This section reports the results from test specifications using trace-based inputs: set 2 (S2). A
test-case defines a combination of the roaming scenario, parameter settings, and experiments.

For each experiment, a set of results were gencrated for cach prototype.

Test case  Experiment Scene Mobile Nodes Metrics used
S2.1 1 Stationary ] signal, throughput
2 1 latency, throughput, signal
S2.2 1 Moving out 1 signal, throughput
2 1 latency, throughput, signal
S2.3 1 Moving in 1 signal, throughput
2 1 latency, throughput, signal

Table 8.4: Summary of experiments

The first test case used a simulated WLAN and UMTS wireless nodes in a non-roaming
scene. Figure 8.12a shows the environment topology generated from WLAN and UMTS sim-
ulations (scene-1). Horizontal and vertical axis are the position in meters. In this figure, the
WLAN access point (labelled AP1) is placed at position (25, 25), and the mobile host (labelled
MH?2) is at (100, 100). The correspondent host for the MH traffic is present in the simulation

but not shown on the diagram as position is irrelevant. Also, the UMTS base station is placed at
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8.2.3 Discussion

The prototype models with additional agent logic were evaluated with wireless simulation data
provided by the NS-2 simulator. A roaming pattern moved the MH between avatlable WLAN
to provide dynamic QoS metrics. It was these changes in metrics that required the prototypes
to weigh options and make decisions (based on preset decision criteria of application type).

The following research questions motivated the study:
1. How does the number of decision criteria affect interface selection?

2. Does the interface choice and handover points reflect the performance of application

and policy requirements?

The first question was based on the hypothesis that prototypes should select interfaces based
on application requirements. Although, this was partly answcered in the analytical tests by the
parameters of decision module. In the simulation tests, the same decision module scttings
were used; only the subsequent decision logic was varied between prototypes. This logic used
the decision module to combine inputs to generate a single value of interface suitability. Al-
though this value is used to judge link suitability, it is the agent logic that determines when to
handover. Points of handover arc periods in the simulation when the performance measures
degrade sufficiently, such as at the edge of link visibility.

Question two continued this line of enquiry, by exploring where selection decisions and
handovers occur in time and space. As different application and policy settings affect the
deciston-making, changes in QoS performance affect the response of the prototypes logic.
These transition regions are periods in the simulation when a handover decision can be made,
such as when two interfaces have similar performance or cither becomes degraded. The roam-
ing scenarios provided an artificial change in link conditions to generate a transition region.
Agent response in this region was thus a combination of agent logic and the application criteria

to QoS performance mapping.

Relevance of decision criteria

As demonstrated by the decision analysis results (section 8.1.4 on page 139), options in the
decision module are determined by multiple criteria and corresponding input. Although these
results do not provide an optimum number or type of criteria, the resulting value is a function

of criteria and aggregation parameters. In the simulation test cases, the judgement of link suit-
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ability is only as good as the inputs. More precisely, the measured (dynamic) metrics should be
calibrated to the corresponding criteria. This means that criteria defined for application metrics
must use metrics measured at the application layer, and MAC layer criteria must correspond to
MAC metrics, and so on. A judgement on the interface suitability is therefore only as good as
the inputs of metric and criteria mapping.

Criteria and metrics in the simulations were specified for one and two dynamic metrics.
These were throughput and one-way delay of received packets measured at the application
layer. A voice application was used to generate traffic and criteria was set fora G.711 type call.
The simulation models for WLAN and UMTS links were run separately, and metrics were then
combined; an unlikely scenario. In a more realistic setting application traffic would bhe sent
over one interface and then handed-over to a new interface, so the same type of metrics would
not be available for the other link until the handover was made. Although the simulation and
experimental study was simplified by using the same criteria and metric types on both links
and no handovers, the decision module is capable of using different criteria. It would need to
be extended to measure, for instance MAC layer throughput and latency, then criteria to judge
those metrics. Handover mobility would also need to be included in the simulation model as the
procedure for handover may, depending on mobility protocols used, affect conditions through
increased delays and packet losses.

In the tests, FSM-2 assessed the current sclected link, but only assessing others if it be-
comes unsuitable with regards to requirements criteria. The effect of this, is that it would
only change when necessary. The FSM-3 prototype actively assesses all interfaces (those with
connectivity) with available criteria data, and could potentially find gains for the user in some
criteria, such as lower cost per byte, or higher throughput. For FSM-2 the logic behaved as
expected, but FSM-3 there were unacceptable number of undesirable handover requests in
transition regions (false positives). In both moving-out (S2.2) and moving-in (S2.3) tests, the
experiments with less criteria generated more handover requests using FSM-3. However, there

is not enough data to suggest a correlation.

Prototypes at points of handover

Since the purpose of the the agent framework is to provide interface selection decisions, the
simulations have roaming scenarios to change the conditions. Changing conditions of QoS on

different interfaces creates a transition region where a sclection change can occur to maintain
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or improve QoS. Link selection or choice plots showed the output from prototypes during the
stmulation.

The FSM-2 prototype results were consistent with the designed logic: it only assesses
other links when the current link drops in rank-score. FSM-3 logic continually assesses all
interfaces for opportunities. FSM-3 needs to assess all other interfaces most of the time, to
find improvements on the current selected link. For FSM-3 in S2.2, excessive selections and
handovers were triggered during the transition region. A bchaviour was used that triggers a
handover if the current assessed rank-score for the link is below the previous value. At 68.5
seconds the prototypes agent rank score for WLAN changed from 1.0 to 0.99 for experiment
1, and 74.5 for experiment 2. Both are caused by the same behaviour: a lower rank-score for
consecutive link assessments causes a change to selection. This is shown by figure 8.25a) for
the period 68-110 seconds where FSM-3 WLAN rank-scores are assessed using the behaviour
AssessAllCurrent. The scores for experiment 2 (E2) are less variable than E1 and the rank-
scores begin to worsen later.

As the test environment did not model handovers in sufficient detail to assess delays and
mobility management, these effects on prototypes arc unknown. Real-time applications will be
more susceptible to mobility management, and thus have a smaller margin of crror in delay;
requiring additional timing control. Further tests would be required for assessing mobility

protocols and handover delay effects.
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Chapter 9

Conclusions

This thesis proposed a new vertical handover strategy using a combination of artificial intelli-
gence (Al) methods. A prototype hybrid framework design managed inputs, data representa-
tion, and control actions. It was also shown that handover logic can be encoded as finite-state
machines, with user QoS policies used to determine wireless interface suitability.

A trend towards heterogeneous wireless environments and varied types of media services
requires that QoS and user satisfaction are prominent in next-generation nctworks. The prob-
lems in next-generation heterogeneous wireless environments include many levels of complex-
ity; from link coexistence to user-centric policies and contexts. The research focused on an
approach to improve QoS by leveraging the differences in wireless networks; developing the
overlay pattern as proposed in Stemm & Katz (1998). Moreover, wireless access networks
vary in areas of coverage, capabilities, and dynamic conditions. A strategy and mcthods to
manage these issues would be beneficial to the user experience and possibly to the network-as
intelligent devices could adapt to changing network conditions.

Chapter 2 provided some insight into the challenges of providing QoS for networks, users,
and applications. Architectures proposed for QoS (Aurrecoechea et al., 1998; Mustill & Willis,
2005) are mainly afterthoughts, that introduce another layer of complexity into the network
(Schormans & Pitts, 2004; Vin, 2005). However, in noisy mediums, such as wireless, QoS
awareness is inherently more important. Chapter 3 presented wireless networks and their sup-
port for QoS.

Heterogeneous wireless environments are a concept of multiple types of interface with a
common, or inter-operable core network; as described in Chapter 4. More inter-operable and
cross-layer approaches to next-generation wireless networks have been shown in the literature

(Kawadia & Kumar, 2005; Liu et al., 2006; Baldo & Zorzi, 2007). There is also pressure
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from operators and effects of convergence within the industry (Economist, 2006). This has
implications of further complexity in the network and terminal devices, through more protocols
and configuration. Potential solution devices are user-centric and context-aware, and more
adaptable to changes in the network.

Chapter 5 reviewed Al and decision-making techniques. Selected techniques of fuzzy
decision-making (FDM) (Bellman & Zadeh, 1970; Sousa & Kaymak, 2002), finite-statc ma-
chines (FSM) (Byun et al., 2001}, and an agent framework from behaviour-based design (Bryson,
2001), were explained in Chapter 6. An evaluation approach described in Chapter 7 used ana-
lytical techniques for decision-making components and wireless simulation. Wireless roaming
scenarios for cellular UMTS and WLAN networks were simulated using NS-2 to generate
QoS and performance metrics data. The simulation data was used as inputs for handover and
selection by the agent framework, and results were reported in Chapter 8.

The thesis has presented issues and defined a model of complexity within heterogencous
wireless environments. Agent prototypes were developed for user policy and QoS requircments
to make optimised decisions. The decision component reflects pre-defined criteria when judg-
ing interface suitability, and thus the final point-of-handover. Logic for handover control was
described in two FSM models: one that would only handover if the current link QoS was poor;
while the other assessed alternative links for improved QoS. The outcome was prototypes that
used a combination of FSMs for formalising the logic of discontinuity in the handover process,
and QoS optimised decision-making for comparing criteria in wircless interface assessments.
Experiments involving simulation were limited to three criteria and two wireless interfaces,
thus further experiments and probably modifcations are required to strengthen the case for this

agent-based solution.

9.1 Discussion

The scope of heterogeneous environments covers many concepts that include: session conti-
nuity, mobility, security, authentication, and inter-working. The thesis scope covered vertical
handover strategies for optimising user and QoS policies. This still has many open issues,
such as psychological factors of risk and subjective assessments, together with techniques for
planning and decision-making.

Handover strategies in the literature have used multiple criteria to make assessments. Decision-

theoretic and Al solutions have employed user-centric and soft decision methods, such as mul-
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tiple attribute decision-making (MADM), and fuzzy logic. MADM and fuzzy variations allow
criteria to be defined in vague, subjective terms within a region of uncertainty. The fuzzy
decision-making (FDM) component used in the thesis allows this combination of multiple fac-
tors and trade-offs by importance, but also enables fine-tuning assessments in terms of sub-
Jective risk. As shown in the analytical experiments (section 8.1 on page 124), an optimism
operator, v, changes decision-functions (aggregation of decision criteria) between optimistic
and pessimistic decisions. Optimistic decision parameter y = 2.0, gives higher rank-scores for
good criteria, trading-off poor performing criteria. Whereas the pessimistic decision parame-
ter Y = —2.0 produces lower rank-scores when poor criteria are present. The combination of
importance weights was shown to provide a flexible, but largely predictable pattern of rank-
scoring of interface assessments.

The FDM component was used as part of finite-state logic for decision processing. FSM
models were used to perform actions that depend on events or status updates from the device.
These could be interface changes and metric updates. According to the architecture in Chapter
6, the FSM control would use behaviours for specific states. These behaviours use the FDM to
assess interface suitability.

For the FSMs with modest functionality (FSM-1 and FSM-2), selection results were as
expected. However, the logic for FSM-3 caused unexpected results. FSM-3 has the aim of
comparing all available links, while the other models compare only in a fail-over capacity. The
logic used in FSM compares the rank-score for each link, if the current sclected link is no
longer the highest rank-score it issues an unstable cvent. An unstable event causcs a change
to a new state where the assessment is performed again using the AssessAll behaviour. If there
is a worse rank-score, then a handover is initiated by changing to another state in the FSM.
As shown by the rank-score for the transition periods (figure 8.25 on page 156), FSM-3 rank-
scores for WLAN change constantly during this period. Since the rank-score determines the
suitability of the link, the logic was too simplistic in using this value.

Based on these results, the behaviour logic used in FSM-3 could benefit from an additional
procedure to calculate when the difference between rank-scores is significant enough to war-
rant a handover. A possible solution is to use hysteresis on the rank-scores; only performing
handover if there is a improvement by some margin. The modular approach means making
this change is not too cumbersome, and can be achieved by replacing the behaviour module.

Where the behaviour is called is then a matter of modifying the state or transition in FSM. Al-
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For a user-centric perspective in next-generation networks, handover strategies described
in the literature are designed to allow additional decision-making information. Information
about the network, interfaces, QoS, and users needs to be collected and formalised. Methods in
the literature have been described for cross-layer signalling (Shakkottai & Rappaport, 2003),
and network-based information databases. Emerging standards, such as 802.21 (IEEE, 2006)
uses cross-layer signalling and adaptable data structures to gather and store data from different
sources. However, 802.21 is a framework that describes interaction protocols and types of data,
but not specific algorithms for making handover decisions. The HAL framework proposed
in this thesis would compliment 802.21 and related frameworks for user and QoS optimised

handovers.

9.2 Further Research

This thesis highlights a number of directions for further research in heterogeneous wircless en-
vironments. It is a domain complicated by technical issues of QoS, mobility, security, session-
continuity; and non-technical user issues of operator policy and market trends. This research
focused on handover strategies and multi-factor decision-making. A possible extension could
develop QoS representation schemes, collecting performance and status information from the
network and wireless interfaces. Another extension could develop the simulation framework to
use cross-layer messaging and network architectures that support interaction among roaming

protocols and session continuity. The following sections expand these themes further.

9.2.1 QoS classification for richer network information

A simple description of QoS and performance metrics was used in this thesis, but richer rep-
resentation schemes have been proposed in the literature. These include examples of QoS
taxonomies (Sabata et al., 1997) and QoS implementations using semantic schema (Dobson
et al., 2005). A recent draft of 802.21 for media-independent handovers (IEEE, 2006), uses
the resource description framework (RDF) and web ontology language (OWL); based on the
eXtensible Markup Language (XML). The proposed RDF/OWL approach in 802.21, provides
an “information service schema” (IEEE, 2006, p.58) for hierarchical and distributed data struc-
tures with flexible querying. As new link technologies are added the schema can be updated
with new information. Such a schema for QoS provides more flexibility describing QoS and

wireless interface metrics.
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QoS descriptions could benefit from ontological implementations, but this requires further
research. There are also questions of interactions with other protocols, but with work ongoing
in the IEEE 802.21 working group, a standards-based QoS description is not yet finalised.
Also, the QoS mapping aspect could use lessons learnt from other research projects that use
QoS mechanisms like IntServ and DiffServ: the wireless adaptation layer (WAL). WAL has
a component for end-to-end QoS using application requirements and IP type of service (ToS)

fields (Prasad & Munoz, 2003, p.216).

9.2.2 Simulating vertical handovers for session continuity

Vertical handover concepts are still evolving in terms of modelling and simulation, with those
in the public domain limited to customised models. This thesis used wireless simulation of
NS-2, but not mobility protocols such as mobile IP. However, these tend to be third party tools
that do not easily integrate with other components, or are designed for different versions of the
simulator code (in the case of NS-2). This makes new modules, such as a mobile host with
multiple wireless interfaces, require modifications to simulation code. This means open-source
modifications are non-standard, and vary between research projects. Rescarchers developing
new protocols for heterogeneous wireless environments would benefit from common models
and data-sets.

An extension to NS-2, ns-miracle (Baldo et al., 2007), provides a modular framework for
dynamic libraries and cross-layer messaging. Dynamic libraries allow different protocols and
third-party extensions to be loaded in simulation models. Cross-layer messaging functionality
is relevant to the thesis, as the prototype uses metrics and event data from the protocol stack.
This approach could be extended to test how the prototype performs in session continuity sce-
narios. The current thesis models do not currently simulate this close integration of handover
strategy and mobility protocols.

The ns-miracle libraries could be used to provide metrics and control messaging between
protocol objects and the HAL agent. Integrating the current code would require additional
programming, as HAL is written in Python, and NS-2 is written in C++ and Tcl, although there
are open-source tools' that allow programs and libraries to interact between languages with

less modifications to existing code.

'Elmer (http://elmer.sourceforge.net) provides a bridge for Python code in C, C++ and Tcl applications.
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9.2.3 Other extensions

The research used FSMs for sequential event and action processing, and decisions are based on
assessments from FDM. Richer context information could improve the decision and selection
process. Other Al techniques, such as dynamical planning could be used for adaptation. Goal
planning methods have been used in full and partially observable domains (Bertoli & Pistore,
2004). A realisation of active goals that can generate plans depending on environment changes
could provide a high-level reasoning approach. The HAL agent described in Chapter 6 could be
considered a simpler version of a planning agent (deterministic plans defined as FSM models),
but more detailed than conditional programming.

In this thesis, the problem was shown (section 4.3 on page 49) to be a multi-dimensional
decision space. Rather than provide a solution for the extreme of all factors, the HAL vertical
handover strategy optimises for one application or service class at a time. Though in more real-
istic settings, users are likely to use different types of application, or switch scveral times within
a session. Extending the solution to more than one service type, a further round of assessments
could be used to prioritise between applications or hierarchical separation of criteria asscss-
ment (Sousa & Kaymak, 2002, chap.3). A similar approach was used by Yeh et al. (2000),
which defines sub-criteria. Other Al or decision-making methods could be introduced at other
points in the decision process, such as AHP for determining preference between applications.

The research has implications for economic use of electrical resources with more com-
puting devices in homes, offices and industry. Adaptable and ‘intelligent’ devices with wire-
less connectivity for WPANs, WLANs, and WWANSs are finding more applications in auto-
mated control and monitoring. The environmental impact of computing requires smarter, low-
powered devices that adapt to changes in their environment. Reports from computing activity
account for 2% of global CO; (830m tonnes) emissions from human activity in 1997, rising to
1.4 billion tonnes by 2020 (Economist, 2008). The report also describes potential computing
CO5 savings from other industries of 7.8 billion tonnes; with 1.7 billion from smart build-
ings. Wireless and low-powered devices could become the enabler for smart devices, backed

by standards and Internet technologies.
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As a consequence of more wireless availability, devices need to become ‘intelligent’ or
adaptable. The concepts used in this thesis and implemented in an agent prototype provides
a framework design for interface selection in heterogeneous wireless environments. Future
devices will contain more protocols and potential for wireless connectivity in order to improve

QoS for services with an adaptability that is foremost user-centric.
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Chapter B. Research Methods

TUns can run other pre-compiled binaries in simulation time due the kernel modifications and
timing mechanisms, and limited interaction through an inter-process communication (IPC) API
Wang et al. (2003).

All options provide capabilities for designing custom protocol models, some more favourable
than others. Being a generic simulation tool, SimPy would require too much effort from first-
principles and simply repeating existing work of other network simulation tools. Though for
higher-level abstraction or problems with restricted scope, SimPy could be bencficial.  Al-
though Opnet allows customised protocols, they must follow specific modelling approach.
Both NCTUns and NS-2 use C++ and the basis for protocols implementations, though NS-

2 uses a split programming model of C++ and OTcl/Tcl.

B.2 Experimental Design

Experiments are defined for analytical study of decision components—the FDM algorithms.
Simulations are first performed using initial pilot study of SimPy (sct S1). Morc realistic
modelling of wireless channel, mobility, and application traffic is performed using NS-2 (sct
$2). The details of parameters and metrics for each set are defined in this section; results and
observations of test-runs are reported in the subsequent chapter.

The purpose of experimental design is to identify parameters, metrics, and variables in-
volved in performing evaluative testing. Factors are configured as sets of experiments to assess
performance of the prototypes. Parameters and factors are inputs, and metrics (outputs) arc the
dependent variables. Analytical and simulation setups are defined as the basis for test cases in
the following sections.

The test descriptions uses various configuration of parameters, metrics and factors for later
analysis. Test specifications are based on factorial principles Jain (1991). Commonly used in
design of experiments, factorial design uses combinations of factors (a variable that has discrete
levels) to create experiment sets. A common design is two-level full-factorial: 2%, where 2 is
the number of levels and & is the factors.

A test set defines a suite of test cases (figure B.2), such as the analytical and simulations
sets. Each test case defines parameters and factors to be varied, and metrics of interest. The
variations in factors creates a number of experiments. An experiment is the lowest level, rep-
resenting an isolated configuration or treatment. Therefore, a test case defines the point of

interest for parameters, factors, levels, and metrics. Subsequent test cases can be defined to try
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L Type Description T
Metric Application performance: observations of application statistics over
duration of the simulation.
Link rankings: observations from decision-making that give the rank and
value of link during the simulation.
Selection choice over time.
Parameter | Roaming pattern and host settings. o
Link settings determining network availability, positioning.
Number of wireless nodes: this includes the MH used as the subject of the
assessment.
Workloads, or requests for service: different applications have parameters
for QoS requirements and flow characteristics.
Decision criteria or policy: QoS criteria used for assessment.
Factor Workloads: the levels of workload could change by having a single

application type, and varying the type among experiments. More
experiments can be run by including simultancous applications. This is the
more complex scenario.

Decision criteria: changing the policy using different scttings of
importance for workload and user preferences. Some policy such as flow
types, have some common requirements or importance levels.

Roaming: a static position, moving-in and moving-out patterns will be
used. Static positioning means that the client device will stay in one
position throughout the session. Moving-in defines the client (subject)
moving into a WiFi area of coverage. Moving-out is the reverse path from
moving-in pattern.

Table B.1: Simulation output metrics, input parameters, and factors for test sets.
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