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ABSTRACT

ABSTRACT

Multicast applications have been a topic of intense research and development efforts
over the past couple of years. Both the Internet Engineering (IETF) and International
Telecommunication Union (ITU) have been heavily involved in providing quality of

service to support multicast application requirements.

Multicast applications have varying performance requirements; therefore it is
necessary to design a framework that serves to guarantee quality of services.

However the existing best effort services cannot provide the guaranteed service level

required by multicast applications.

Two solutions have already been proposed to overcome this problem. The first
solution proposed the tree-based functionality approach in the multicast transport
protocol providing reliability and scalability between a sender and a group of

receivers.

The other solution has proposed end-to-end quality of service (QoS) over the
network environment using interoperation of Integrated services (IntServ) and
Differentiated services (DiffServ) principles. Both QoS architectures, Integrated and
Differentiated services, have their own advantages and disadvantages. With the
interoperation of both architectures, it might be possible to build a scalable system,
which would provide predictable services. This framework has to be supported by a

multicast transport protocol to provide reliability and scalability over the nodes.

The aim of this research is to develop a framework to provide reliably and scalability
on nodes (tree-functionality) along with the end-to-end resources, dynamic
admission control and scalability over the network (interoperation of IntServ and
DiffServ) for multicast applications. The "Enhanced Communication Transport
Protocol™ (ECTP) transport protocol was chosen for this research. ECTP transport
protocol 1s a multicast transport protocol with tree-based functionality to support

multicast applications. ECTP transport protocol is also able to provide QoS

management functionality established by Integrated or/and Differentiated services to

support multicast application. With the QoS management functionality, ECTP
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ABSTRACT

transport protocol could provides reliability and scalability (over nodes) along with
end-to-end resource, dynamic admission control and scalability over the network for

multicast applications.

This research is focused on the further enhancement and implementation of an ECTP
transport protocol, QoS management specification. Two models have been proposed
to enable ECTP transport protocol with QoS management functionality established
by the IntServ or/and DiffServ principles. Model (I) enables ECTP transport protocol
to negotiate end-to-end resource reservation using the standard RSVP (IntServ)

signaling protocol. Model (II) enables the ECTP transport protocol to negotiate end-

to-end resource reservation using the standard and aggregated RSVP (IntServ and

DiffServ) signaling protocol.

The "Optimized Network Engineering Tool 8.1" (OPNET) has been used in this
research to implement and investigate the ECTP specifications. OPNET simulator

provides a comprehensive development environment for modeling and performance

of communications networks.

The investigation consists of three case studies. The simulation results have proved
that ECTP transport protocol with the tree-based functionality and the QoS
management provided by IntServ and DiffServ interoperation produces the best

performance for the traffic delay parameter over voice applications.
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CHAPTER 1-INTRODUCTION

1. OVERVIEW

The Internet has grown tremendously over past years. While it was originally
intended to be used by the academic and research communities, it has now becomes a

common medium for communication and its role in business transactions is

expanding daily.

The existing Internet services and protocols provide only best effort service, which

only support non-critical applications such as web access and email with limited

requirements on delay and bandwidth guarantees.

Since, these applications in existing systems are generally established when they are

built, they often do not give users any real influence over the quality of service (QoS)

they can expect.

However, emerging next generation applications [Rutkowski99] such as multicast
applications, they require diverse Quality of Service (QoS) specifications over the
network. These requirements involve simplex or multicast communications and
reservations of bandwidth resources. Multicast applications and their users can differ
enormously in their service requirements and the resources available to them.

Therefore there is an increasing need for modified services that can be tailored for

the end users' specific requirements.

One of the existing solutions to overcome this problem the use of multicast transport
protocols that support multicast applications requirements. Scalability and reliability
are two major features that multicast transport protocols should have to support
multicast applications. There have been proposed several approaches to achieve

scalability and reliability, and it has been shown that the “tree-based” approach has

the best results.

The other existing solution is to provide the appropriate QoS level for multicast

application requirements using the Integrated Services (IntServ) [BC+94] or

Differentiated services (DiffServ) [BB+98] architectures.
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These architectures have been proposed and designed by Internet Engineering Task
Force (IETF) [IETF] to provide QoS for IP [JN98] networks. IntServ was the first
approach to solve the QoS problem. However the processing of overhead and
complexity of this architecture are too heavy for Internet environment and therefore

something stmpler and more scalable is needed.

The scalability concern becomes the main principle of the DiffServ architecture.
However there are disadvantages to DiffServ, such as its static nature, which leads
IETF to propose the interoperation of both architectures [BF+00]. The advantage of
this interoperation is to provide a dynamic nature, efficient network resources

(IntServ) and scalable architecture (DiffServ), which would be able to offer end-to-

end services for multicast application requirements.

However each of these individual solutions have several drawbacks. To overcome
these drawbacks, the network needs a robust, reliable and scalable multicast transport

protocol to work with IntServ or/and DiffServ principles to provide the end-to-end

services for multicast application requirements.
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CHAPTER 1-INTRODUCTION

1.1 OBJECTIVE AND CONTRIBUTION

The objective of this research 1s to develop a multicast transport protocol with tree-
based and QoS management functionality to provide reliably, scalability, end-to-end
resources and dynamic admission control for multicast applications. Enhance
Communication Transport Protocol (ECTP), is an experimental tree-based multicast
transport protocol specified by ITU (International telecommunication union) [[TU]
and ISO (International standard organisation) [ISO], designed to support Internet
multicast applications running over multicast capable networks. ECTP transport
protocol operates over [Pv4/IPv6 [Durand0O1] networks that have the IP multicast
forwarding capability with the help of IGMP [Fenner97] and IP multicast routing

protocols [Moy97]. Figure (1.1) shows the ECTP transport protocol inside the
TCP/IP model.

Figure (1.1): ECTP transport protocol inside TCP/IP model

ECTP specifications have been defined by ITU.T/ISO in two parts: (i) Control and
(1) QoS management for simplex connections. The ECTP control specification,
which has already been completed [Koh01] specifies the protocol operations for
connection establishment and tree-based error control to provide reliability and

scalability for multicast applications.

This research addresses the further enhancement and implementation of ECTP QoS
management specification [Koh02]. It describes QoS management functions
(negotiation, monitoring and maintenance) for the stable management of QoS for
users 1n a simplex connection. QoS management enables the ECTP transport
protocol to negotiate QoS management functionality provided by IntServ or/and
DiffServ principals in networks. Therefore, ECTP transport protocol is able to
provide end-to-end resources, dynamic admission control and scalability on

networks.
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This research proposes two models to enable ECTP transport protocol with QoS

management functionality, which are described as follow:

MODEL (I)- this enables ECTP transport protocol to negotiate end-to-end resource
reservation using the standard RSVP [BZ+97] signalling protocol. This model
proposes to map ECTP QoS parameters target values into standard RSVP signalling

protocol to negotiate end-to-end quality of service over the network.

This mapping enables the ECTP transport protocol to provide end-to-end connection
for multicast applications by negotiating the QoS level in connection creation phase.

QoS negotiation operation uses RSVP signalling to enable ECTP to negotiate the

resource reservation required by applications to all active receivers before
transmitting packets. The ECTP application programming interface (ECTP API) has
been designed by ITU.T/ISO to interact with multicast applications that utilize ECTP
transport capabilities. The RSVP application programming interface (RAPI) has been
designed by IETF to interact with the multicast applications in order to request

required QoS. Figure (1.2) illustrates the interworking of ECTP with standard RSVP.
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MODEL (II)- This enables the ECTP transport protocol to negotiate end-to-end
resource reservation using the standard and aggregated RSVP signalling protocol.

The pervious model only uses IntServ principal; therefore it cannot provide any
scalability over network. This model proposes to map ECTP QoS parameters target
values into standard and aggregated RSVP object traffic descriptors. Therefore, this
model provides end-to-end resources and dynamic admission control as well as
scalability over the network. Figure (1.3) illustrates interworking between ECTP

with standard and aggregated RSVP.
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Figure (1.3): Interworking of ECTP with standard and aggregated RSVP

Comparison between the above models has allowed the author to investigate the
behaviours of ECTP transport protocol with the standard or/and the aggregated
RSVP signalling protocol. The OPNET (8.1) simulation tool has been used to
construct, implement and analyse these models. The Optimised Network Engineering
Tool (OPNET) simulator provides a comprehensive development environment for
modelling and performance of communications networks. It was employed in order

to achieve the following results and conclusions:

e S ————— e ——————— L —————————e—
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To show that enabling the ECTP transport protocol with QoS management

provides more efficient end-to-end services for multicast applications compared

to the UDP transport protocol.

To show that enabling the ECTP transport protocol with the standard and
aggregated RSVP (model (II)) provides more efficient end-to-end services

compared to the ECTP with the standard RSVP (Model (I)) for multicast

applications.
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1.2 THESIS OUTLINE

The rest of this thesis is arranged as follows: CHAPTER (2) MULTICAST SERVICES
reviews the multicast service behaviour, the multicast applications (types and
categories and their requirements) and discusses the multicast transport protocols
(their components and approaches). It also describes in detail the first part of ECTP

control specification.

CHAPTER (3) QUALITY OF SERVICE reviews the Quality of Service (QoS) terminology
and behaviours. It discusses the QoS management (its parameters and components).
It describes the QoS services classification: Integrated Services (IntServ) and
Ditferentiated Services (DiffServ) and reviews the queuing mechanisms. It describes

the design of interoperation between IntServ and DiffServ, and their proposed

reference network model.

CHAPTER (4) QOS MANAGEMENT FUNCTIONALITY IN ECTP TRANSPORT PROTOCOL
describes the second part of ECTP specifications, which enables QoS management
functionality into ECTP transport protocol. It reviews the overall ECTP lifetime
connections with the corresponding QoS management operations, defines three target
values for the QoS parameters and describes the behaviour of the ECTP QoS

management operations: Negotiation, Monitoring and Maintenance throughout the

ECTP connection.

CHAPTER (5) PROPOSED MODELS AND ARCHITECTURES describes the proposed models
and their architectures. It discusses the proposed models: Model (I) and Model (1I)
and reviews the interworking between ECTP QoS parameters and RSVP object
traffic descriptors. It describes the designs and architectures of Model (I)- "Enabling
ECTP protocol to negotiate end-to-end resource reservation using the standard

RSVP" and the Model (II)- "Enabling ECTP protocol to negotiate end-to-end

resource reservation using the standard and aggregated RSVP".

CHAPTER (6) DESIGN AND IMPLEMENTATIONS presents the OPNET modelling

methodology, its functions and discusses the construction of OPNET modules and

their corresponding state transition diagrams (STD) for each node.
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CHAPTER 1-INTRODUCTION

CHAPTER 7- SIMULATION RESULTS AND ANALYSES presents the experimental results of

three case studies and analyses them in OPNET for the proposed models. Finally,

CHAPTER 8- CONCLUSION AND FUTURE WORK concludes this thesis and discusses the

possibility for future work.
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2. MULTICAST SERVICES

2.1 TERMINOLOGY

There are an increasing number of applications such as software distribution, audio/video
conferences, and audio/video broadcasts where data is destined to multiple receivers.
Multicasting service is defined as sending data from one source to a group of
destinations. The motivation for developing multicast is that there are applications for
which a packet needs to be sent to more than one destination. Instead of forcing the

source host to send a separate packet to each destination, the source would be able to

send a single packet to multicast addresses, and for the network to deliver a copy of that

packet to each group of hosts. Hosts can then choose to join or leave this group without

synchronizing with other members. A host may also belong to more than one group at a

time.

This approach contrasts with unicast or broadcast services. Unicast or broadcast services
has been defined as sending data from one source to all destinations, whereas multicast

sends the data to only those who wants their receivers receive the information.

Multicast service is a receivers-based concept which receivers join a particular multicast

session group and traffic is delivered to all members of that group by the network

infrastructure. The sender does not need to maintain a list of receivers. Only one copy of
each multicast message will pass over any link in the network, and copies of the message

will be made only where paths diverge at a router. [Mir01]

2.2 UNICAST VS MULTICAST

The exact definition for unicast can be described as sending a packet from one sender to

one receiver. “Transmission Control Protocol” (TCP) [Postel81] is, by its own nature,

unicast oriented whereas “User Datagram Protocol” (UDP) [Postel80] supports a lot more
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paradigms, but if sender is sending UDP packets and there is only one process supposed

to receive them, this 1s unicast too.

For years unicast transmissions proved to be enough for Internet until the first

implementation of multicast applications emerged (section (2.4)). [Miller99]

With today's technology it is possible to afford the "cost" of making a unicast connection
with everyone who wants to see a web page. However, multicast applications need a huge

amount of bandwidth compared with web applications. Before multicast came into scene

there were two options for unicast connections [PA+01]:

1) Establishment of a separate unicast connection with each of the recipients,
A single connection sending audio/video consumes a huge bandwidth, imagine
having to establish hundreds or, may be thousands of those connections. Both the
sending computer and the network would collapse.

2) Broadcast

Broadcast seems to be a solution, but it's not certainly the solution. If all the hosts in
LAN attend the conference, it may use broadcast. Packets will be sent only once and
every host will receive them as they are sent to the broadcast address. The problem is

that perhaps only a few of the hosts and not all are interested in those packets.
Furthermore: some hosts may be interested in the conference, but are outside of the

LAN, a few routers away. Thus broadcast only works fine inside a LAN, and can not
be routed across different LANS.

The best solution seems to be one in which packets send to a certain special address,
(multicast). Then, all hosts, which have decided to join the conference, will be aware of
packets with that destination address read them when they traverse the network, and pass

them to the IP layer to be demultiplexed.

This is similar to broadcasting, which a sender only sends one broadcast packet and all
the hosts 1n the network recognize and read it; it differs, however, in that not all multicast

packets are read and processed, but only those that were previously registered. [Comer91]
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2.3 MULTICAST ENABLED NETWORK

A " multicast-enable network" provides end-to-end services in the network infrastructure
to allow any host to send packets to a multicast address [Almeroth99]. There are two

kinds of multicast-enable networks available, which are described as follow:

¢ This model is known by a number of names including "Internet Standard Multicast
(ISM)", " Internet Traditional Multicast (ITM)" or "Deering Multicast" [Deering89],

where a receiver simply joins the group and does not need to know the identity of the

source (s).

e This model is called " Source Specific Multicast (SSM)",[HC01] which modifies the
original service model such that in addition to knowing the group address, a receiver
must know the set of relevant sources. Currently, the only way for an application to

know the type of multicast is based on the SSM group address.

2.4 REVIEW OF MULTICAST APPLICATIONS

A “multicast application” is defined as any application that sends to and/or receives from
IP multicast address. These applications are poised to become important enablers over
both private networks and Internet. In today’s Internet, multicast applications are
categorized into three types and four categories, depending on the number of actively

transmutting source that they are able to manage. [QA01]

2.4.1 MULTICAST APPLICATIONS TYPES

e ONE-TO-MANY APPLICATIONS (1TOM)

One-to-many applications have a single sender, and multiple simultaneous

recervers. The large majority of developers have seen one-to-many multicast as a

tool to deliver high-bandwidth integrated audio and video streams directly to

12



2.4.2

CHAPTER2- MULTICAST SERVICES

individual network users. Instead of flooding a network with many broadcast data,

the provider can use multicast to send the application. [Estrin98]

MANY-TO-MANY APPLICATIONS (MTOM)
In many-to-many applications two or more of the receivers also act as senders. In

other words, MtoM applications are characterized by two-way multicast

communications. [PMB99]

MANY-TO-ONE APPLICATIONS (MTO1)
Many-to-one applications involve “two-way” communication between a
potentially rather large set of source and single destination. Mto1 application is an

artificial category defined by the application-level relationship between sender (s)
and receiver. [HNRS99]

MULTICAST APPLICATION CATEGORIES

MULTIMEDIA REAL-TIME APPLICATIONS

These applications come in two flavors: a conferencing many-to-many application
set and a one-to-many event application set. In the conferencing application set,
each member of group is both a receiver and transmitter. The second real time
multimedia application set is created as an event, similar to broadcast television.
Real-time multimedia applications do not require absolute reliability but rather
tight limits on timing jitter. Data needs to be delivered in a smooth flow to ensure

that motion is captured properly and looks natural, and that lip synchronization 1s
correct. [Bufrod94]

MULTIMEDIA NON-REAL-TIME APPLICATIONS

Multimedia one-to-many streaming applications, such as remote classrooms and
events, may wish to be transmitted in non-real-time manner for reply later. The
reasons are a) the information does not want to view when it is delivered, b) the

network cannot support high-quality multimedia at the time of the event. Another
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large category of non-real-time application includes the mirroring (replication)

and caching of web sites to bring content closer to the user. [Bufrod94]

¢ DATA REAL-TIME (STREAMING) APPLICATION
These applications similarly split into two basic types: Conferencing/ distributed

games and event streams.

A variety of one-to-many data streaming applications has emerged. The one-to-
many data streaming are financial data, stock, commodity and other quotes for

financial products. For the casual user who uses these streams, the data need not

be absolutely reliable.

A second one-to-many data streaming application involves news feeds. Data is
sent out as stream, usually in text form. This stream has a reliability requirement
but does not have the stringent latency and concurmrency requirements of some

data feed applications. Scaling requirements can be high. [Bufrod94]

e DATA NON-REAL TIME APPLICATIONS

Virtually all of the many non-real-time data applications require reliability. One
of the most compelling is the distribution of software to remote sites from a
central headquarters. Another major application category is called push
applications; these applications do not scale, and will be widely deployed only if
they embrace reliable multicast technology for distribution. Also other large
applications of non-real-time multimedia data distribution include the mirroring

and caching of web sites to bring content closer to users. [Bufrod94]

Table (2.1) summarizes the multicast applications types and categories. Appendix A has

explained details of types of Multicast applications.
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AR 0O MANY-TO-MANY MANY-TO-ONE
NE-TO-MANY (1TOM) (MTOM) (MT1O1)
CLASSIFICATIONS q Lty B ik -~ L Sl
Multimedia events Distance learning
MULTIMEDIA Scheduled audio/video L Distribution Interactive |
REAL -TIME distribution simulations (DIS)
Jam sessions
| Replication
MULTIMEDIA File Distribution and
NON REAL-TIME | Caching | el e s
— | N = e ——
Push media
DATA-ONLY Phjlew§ feeds Multimedia Conferencing DaliCt:!lcction
onitoring uctions
AEAL-TINE Stock quotes Collaboration Polling
White boarding
Synchronized Resources
DATA-ONLY Database replication Resource Discovery
NON REAL-TIME Concurrent processing Accounting
Multi-player games

Table (2.1)- Multicast applications types and categories

2.4.3 MULTICAST APPLICATION REQUIREMENTS

Multicast applications have varying performance requirements; therefore to design a
service that serves quality of service satisfaction (guaranteed), it is important to
determine the requirements that the applications are interested in and the desired quality
of service level for each requirement. [LBO1]

There exist two types of requirements for multicast applications known as common and
unique requirements. This work is based on the common requirements of multicast

applications. The latter requirements are beyond of scope of this work. [QAO1]

2.4.3.1 COMMON REQUIREMENTS

¢ THROUGHPUT OR BANDWIDTH RATE
Throughput has been considered to be one of the most important QoS
parameters in data communication. This is reasonable because throughput
directly reflects how much information the network is able to deliver during a

certain time interval. In other words, it represents an amount of application
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data over a specific time period. [QAO1] Table (2.2) summarizes all types of

multicast applications on the scale of sensitivity to throughput. [Miller99]

LOW THROUGHPUT MEDIAN THROUGHPUT HIGH THROUGHPUT

1TOM Push media File distnbution and caching Scheduled audio/video
Announcements Monitoring

Multimedia conferencing
Concurrent Processing
Distance learning
Multi-player games
Jam sessions

Resource discovery :
Mrto01 Auctions Data CO]IB?[IOH Jukebox
Polline Accounting

Table (2.2): Types of multicast applications on the scale of sensitivity to throughput

Synchronized resources

MTOM Distributed Interactive

simulation

Chat groups

¢ TRANSITDELAY

All multicast applications are delay-sensitive because the transmitted
information needs to be re-played at the receiver end in real-time. For
example, the delay of live video transmission has a close relationship to the
receiver's latest play back time.

It 1s also conceivable that delay varies from one application to another due to
the differences in their delay-sensitivities and play back environment set-ups.
For example, a non-interactive real-time video transmission may tolerate
larger network delay than an interactive application [QAO1]. Table (2.3)

shows all types of multicast applications on the scale of sensitivity to deliver
delays. [Miller99]

DELAY TOLERANT MEDIANDELAY DELAY INTOLERANT

Push media .
1TOM File distribution and Scheduled audio/video Monitoring
caching Announcements

Multimedia conferencing

Synchronized resources Concurrent Processing
MTOM Collaboration Distributed Interactive
Distance learning simulation

Multi-player games
Jam sessions

Chat groups

Accounting

Resource discovery
Data collection :
MTtO1 Polling Tukebox Auctions

Table (2.3): Types of multicast applications on the scale of sensitivity to deliver delays
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¢ TRANSITDELAY JITTER

Jitter 1s defined as a variation in the delay of received packets. At the sending
side, packets are sent in a continuous stream with the packets spaced evenly
apart. Due to network congestion, improper queuing, or configuration errors,
this steady stream can become lumpy, or the delay between each packet can

vary instead of remaining constant. [QAO1]

e DATALOSS

When network congestion occurs, packets may be dropped due to an over-
flowing buffer or because they arrive too late to be used. Those dropped
packets directly affect the viewing quality at the receiving end. The data loss
rate 1s defined as the ratio of the amount of lost data to the amount of

transmitted data. [QAO]]

2.4.3.2 UNIQUE REQUIREMENTS

Unlike one-to-many applications, which just need the common requirements, the many-
to-many and many-to-one applications require the following unique requirements (which
are out of scope of this work). Table (2.4) summarizes the unique requirements of

multicast applications. [QAO01], [Maufer98]

. R e R U ST AT TR N
- -~ UNIQUEREQUIREMENTS " =~ i © .

Address management Selection and coordinated of address allocation

Session management Perform application-laver services on top of multicast transport.

Heterogeneous receiver , | _ _ ' ‘
supDort Sending to receivers with a wide variety of common requirements.

Reliable data delive Ensuring that all data sent is received by all receivers.

Security Ensuring content privacy among dynamic multicast group memberships,
and limiting senders

Svynchronized play out Allow multiple receives to replay data received in synchronized fashion.

Table (2.4): Multicast applications unique requirements

“
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2.5 MULTICAST ROUTING PROTOCOLS

As 1t mentioned in section (2.2), Multicast service is distinct from repetitive unicast.
Multicast establishes for routing a tree structure that connects source with the receivers.
The multicast tree is rooted at the sender and leaves are receivers. Multicast delivery
sends data across this tree toward the receivers. As opposed to unicast delivery, data not
copied at the source, but is copied inside the network at branch points of the multicast
distribution tree. The exciting multicast routing protocols are: Distance-Vector Multicast

Routing Protocol (DVMRP), core-base trees (CBT), protocol-independent multicast
(PIM) and the multicast Internet protocol (MIP). [Moy97]

2.6 MULTICAST TRANSPORT PROTOCOLS

2.6.1 COMPONENTS

As 1t has mentioned in section (2.4), different multicast applications have different
requirements, which constrain the design space in ways that two applications with
differing requirements often cannot share a single solution. There are however many

successful reliable multicast protocol designs that satisfactory serve desired requirements.
[HF+00]

Three components have been defined that each multicast transport protocol must have in

its own structure [MR+98], which are as follow:

e SCALABILITY
The protocol should be able to work under a variety of conditions that includes
multiple network topologies, link speeds and the receiver set size. The protocol

should use scalable group membership algorithms, where membership can either
be anonymous (the sender does not know the list of receivers), or fully distributed

(sender receives a count of the number of receivers).
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¢ RELIABILITY
The protocol must be safe to deploy in the widespread of Internet and should be

reliable to provide best service level for multicast applications throughout the

network.

* SECURITY
The protocol must be analyzed to show what is necessary to allow it to cope with
security and privacy issues. This includes understanding the role of protocol in
data confidentiality and sender authentication, as well as how the protocol will

provide defenses against denial of service attacks. Security is out of scope of this

work.

2.6.2 Scalability

The existing multicast protocols have some of the above components, especially the
scalability. Multicast transport protocol should be scalable to work under a variety of
conditions that include multiple network topologies. There are four generic approaches
for scalabulity, which each multicast protocol should be mapped into each class. [MB+99]

Each multicast transport protocol assumes the existence of IP multicast routing tree
provided by underlying IP multicast routing protocols such as DVMRP, CBT, PIM and
MIP. [Moy97]

e SENDER-INITIATED APPROACH

A sender-initiated approach requires the sender to maintain a list (called ACK list) for
each packet, of the receivers from which it has received a positive acknowledgement
(ACK) [MB+99]. Each times a receiver correctly receivers a packet, it returns an
ACK. Upon receipt of ACK, the sender updates the ACK list for the corresponding
packet. Lost packets are dealt with throughout the use of times. Sender starts a timer

at the time of packet transmission and, if it expires prior to the sender having
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recervers ACKs for this packet from every receiver. The sender retransmits the packet
and restarts timer. Receivers are not restricted from contacting the source. It is clear
that the source is required to know the constituency of the receiver set, and that the
scheme suffers from the ACK implosion problem. Figure (2.1) shows the structure of

sender-itiated protocol. [PT+94]

ACK

&
/ i
AR o RECEIVER SET
]
@

\”\,

Figure (2.1): Sender-initiated protocol structure

SOURCE

Table (2.5) summarizes the exciting multicast transport protocols, which has the

structure of sender-initiated approach. [Obraczka98]

MULTICAST TRANSPORT

PROTOCOL DESCRIPTIONS

Xpress transport protocol X SJpport_ a wide rangé of applications and thus provide all the
(XPT) | | functionality of TCP, UDP. B ) E
Reliable broadcast protocol Provides point communication between sites connected by a
(RBP) | local-area broadcast network. L e
Mr:)ltl:::oals }S&S’;‘T s | Provides a reliable multicast framework for file distribution.

Table (2.5): list of multicast transport protocols with the sender-initiated approach

¢ RECEIVER-INITIATED APPROACH

A receiver-initiated approach places the responsibility for ensuring reliable packet
delivery on the receiver. The sender continues to transmit new data packets until it
recerves a negative acknowledgment (NAK) from a receiver [MB+99]. When this
occurs, the sender then retransmits the packet required by that receiver. The role

of receiver is to check for lost packets. If it decides that it has not received a
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particular packet, it transmits a NAK to the sender. In order to guard either the
loss of the NAK or the subsequent packet retransmission, the receiver uses timers
In a manner similar to sender-initiated protocols. Figure (2.2) shows the structure

of receiver -initiated protocol. [PT+94]

NAK

\

SOURCE

RECEIVER SET

Figure (2.2): Receiver-initiated protocol structure

* RECEIVER-INITIATED WITH NAK-AVOIDANCE

Because receivers communicate NAKs back to the source, receiver-initiated approach
have the possibility of experiencing an NAK-implosion problem at the source if many
receivers detect transmission errors. To remedy this problem, receiver-initiated
protocols adopt the NAK-avoidance scheme.

The sender multicasts all packets and state information, giving priority to
retransmission. Whenever a receiver detects a packet loss, it waits for a random time
period and then multicasts a NAK to the sender and all other receivers. [RJ87]

Table (2.6) summarizes the exciting multicast transport protocols, which has the

structure of Recerver-initiated approach. [Obraczka98]

MULTICAST TRANSPORT

PROTOCOL SR DESCRIPTIONS 12 Tt e

Scalable reliable multicast (SRM) | Provide reliability for distributed data.

Log-based receiver-reliable Loges all packets transmitted by the source and retransmitted
multicast (LBRM) | lost packets. NE

Transport protocol for reliable Provides reliable multipoint communication to support
multicast (TRM) Interactive multimedia applications.

Real-time transport protocol (RTP) IS;l[EE?; multiparty multimedia conferencing services over

Table (2.6): List of multicast transport protocols with the Receiver-initiated approach
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e TREE-BASED APPROACH

Tree-based approach is characterized by dividing the receiver set into groups,
distnbuting retransmission responsibility over an acknowledgement tree (ACK tree)
structure built from the set of groups, with the source as the root of the tree. A simple
illustration of a tree-based protocol is presented in figure (2.3). The ACK tree
structure prevents receivers from directly contacting the source, in order to maintain
scalability with a large receiver set. The ACK tree consists of the source (sender) and
receivers organized into local groups, with each group having a group leader in
charge of retransmission within the local group. [MB+99]

The source (sender) is the group leader in charge of retransmission to its own local
group. Each group leader other than the source communicates with another local
group (to either a child or the group leader) closer to the source to request
retransmissions of packets that are not received correctly. Group leaders may be
children of another local group, or minimally may just be in contact with another
local group. Each local group may have more than one group leader to handle
multiple sources.

Hosts that are only children are at the bottom of the ACK tree, and are termed
"leaves”. Obviously, an ACK tree consisting of the source as the only leader and leaf
nodes corresponds to the sender-initiated scheme. [JH+99]

Acknowledgements from children in a group, including the source's own group, are
sent only to the group leader. The children of a group send their acknowledgements to

the group leader as soon as they receive correct packets. These acknowledgements

refer as local ACKs or local NAKs, i.e. retransmissions are trigged by local ACKs
and local NAKSs unicast to group leaders by their children. Similar to sender-initiated
schemes, the use of local NAKs is unnecessary for correct operation of the protocol.
[LL+96]

Tree-based protocols can also delegate to leaders of sub-trees the decision of when to
delete packets, which is conditional upon receipt of aggregate ACKs from the
children of the group. Aggregate ACKs start from the leaves of the ACK tree, and

propagate toward the source, one local group at a time. A group leader cannot send an
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aggregate ACK until all its children have sent an aggregate ACK. Using aggregate
ACKs 1s necessary to ensure that the protocol operates correctly even if group leaders
fail, or 1f the ACK tree 1s partitioned for long periods of time. If aggregate ACKs are
not used, 1.e. 1f a group leader only waits for all its children to send local ACKs, then
correct operation after group leaders fail can only be guaranteed by not allowing
nodes to delete packets.

The use of local ACKs and local NAKs for requesting retransmission is important for
throughput. If the source scheduled retransmissions based on aggregate ACKSs, it
would have to be paced based on the slowest path in the ACK tree. Instead,
retransmissions are scheduled independently in each local group.

Iree-based protocols eliminate the ACK-implosion problem, which free the source
from having to know the receiver set, and operate solely on message exchanged in
local groups (between a group leader and its children in the ACK tree).

Furthermore, if aggregate ACKs are used, a tree-based protocol can work correctly

with finite memory even in the presence of receiver failures and network partitions.
[LP96]

SOURCE

\ GROUP LEADER

GROUP LEADER /

LocAL ACK [LocAL ACK

LLEAF LEAF

Figure (2.3): Tree-based protocol structure
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Table (2.7) shows the exciting multicast transport protocols, which has the structure of

Tree-based approach. [Obraczka98]

MULTICAST TRANSPORT B ea

PROTOCOL

Tree-based multicast transport Provides reliable multicast communication support for one-t-
yrotocol (TMTP) | many bulk data dissemination application.

Reliable multicast transp(;t
protocol (RMTP)

The multicast ﬁletral—l_sfer Q liab] data tr .
rotocol (MFTP) upports reliable one-to-many data transmission.

Supports reliable one-to-many bulk data delivery

Lable (2.7): List of multicast transport protocols with the Tree-based approach

e RING-BASE APPROACH

I'he Ring-based approach was originally developed to provide support for
applications that require total ordering of transmissions at all receivers [MB+99].. A
ring-based protocol is illustrated in figure (2.4). The basic premise is to have only one

token site responsible for ACKing packets back to the source. The source times out

and retransmits packets it does not receiver an ACK from the token site within a
timeout period. Receivers send NAKs to the token site for selective repeat of lost

packets that were originally multicast from the source. [CM84]

_ RECEIVERS SET

1 ACK
SOURCE O .

Figure (2.4): Ring-based protocol structure

Table (2.8) shows the exciting multicast transport protocols, which has the structure

of ring-base approach. [Obraczka98]
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MULTICAST TRANSPORT
PROTOCOL

Reliable multicast protocol | Provides totally ordered, reliable multipoint transport protocol on the
(RMP) top of an unreliable multicast service.

Uniform reliable group _ _ .
communication protocol Provides reliable and ordered communication among the members of
(URGCP) d 2Iroup.

Provides reliable and globally ordered delivery of client data among

DESCRIPTIONS

Multicast Transport
Protocol (MTP) D

Multicast Transport Provides a variant of original MTP, which addresses the

' ] nein
Protocol-2 (MTP-2) Z?Eilzz;nents of remote collaboration tools such as teleconferencing

a group of communicating processes.

Table (2.8): List of multicast transport protocols with the Ring-based approach

e COMPARISONS

It has been compared and analyzed [LG98] the behavior of the four approaches.
The results showed how they are scalable for multicast applications requirements.
The sender-initiated approach is not scalable at all since the source must account
for every receiver listening. The receiver-initiated approach is more scalable,
especially when NAK-suppression schemes are used to avoid overloading the
source with retransmission requests. However, because of the unbounded-memory
requirement, this protocol class can only be used efficiently with application-layer
support, only for limited applications. The tree-based approach is the answer to

the scalability problem for multicasting. Only tree-based classes have a

throughput that is constants with respect to the number of receivers even when the
probability to packet loss is not negligible. The Ring-based protocols were
designed for atomic and total ordering of packets. Figure (2.5) shows the
performance of tree-based approach compared to the rest of approaches. [LVG96]
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Figure (2.5): Performance of Tree-based approach compared to rest of approaches
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2.7 ENHANCED COMMUNICATION TRANSPORT PROTOCOL

It has already been discussed in section (2.6), that a multicast protocol design should be
able to provide scalability and reliability to fulfill the multicast applications requirements

throughout the network.

This work i1s based on an experimental tree-based multicast transport protocol called
"Enhance Communication Transport Protocol”, ECTP. ECTP specifications have been
defined by ITU.T (Intemational telecommunication wunion) [ITU.T] and ISO
(International standard organization) [ISO] in two parts: (i) control and (ii)) QoS

management for simplex connections.

ECTP-Control specification has already been completed [Koh01] which specifies the

protocol operations for connection establishment and scalability by using tree-based

approach.

e ECTP-QoS management specification [Koh02], which describes QoS management

functions for the stable management of QoS for users in a one-to-many connection.

2.7.1 ECTP TRANSPORT PROTOCOL-CONTROL SPECIFICATION

il

This section discusses the first part of ECTP transport protocol specification. Enhanced
communication transport protocol (ECTP) is a tree-based multicast transport protocol
[KK+02] designed to support Internet multicast applications running over IP multicast
[QAO1] capable networks. ECTP operates over IPv4 [JN98] /IPv6 [Durand01] networks
that have the IP multicast forwarding capability.

ECTP features "tight management of multicast sessions" [KK+02] from the sender’s
perspective. Tight management in the multicast sessions happens when the sender is at
the heart of group communications. The sender can perform overall management of the
multicast connection establishment; group membership and Quality of Services (QoS)

perceived by end users with the help of Internet Group Management Protocol (IGMP)
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[Fenner97] and IP multicast routing protocols [Moy97]. Figure (2.6) illustrates ECTP

model.

2.7.2

» - -

Figure (2.6): ECTP transport protocol inside TCP/IP model

ECTP PROTOCOL DESCRIPTION

In ECTP control specification, the connection management operations have been

described in three phases: "Connection creation phase", "Data transmission phase,

"Connection termination phase", which are as follow [KK+02]:

¢ CONNECTION CREATION PHASE

The potential receivers are incorporated into the multicast group, called an
“enrolled group”. Verification processes and group key distribution may be
performed together during the enrolment. IP multicast addresses and port
numbers must also be announced to the receivers. These enrolment operations
may rely on the well-known protocols such as SAP [HP+00]/SDP [HJ98]
(Signaling), HTTP (Web Page announcement) and SMTP (E-mail) [Postel82].
This work assumes that the receiver enrolment procedure has been done betore
the connection creation (Appendix B).

Enrolled receivers can then join/leave the multicast-capable network with the help
of the IGMP and IP multicast routing protocols. ECTP 1s targeted to support
tightly controlled multicast connections, i.e. the connection creation and
termination functions are explicitly supported, together with QoS negotiation. In

addition, connection pause and resumption functions are also provided.




CHAPTER2- MULTICAST SERVICES

The ECTP sender is designated as the “connection owner”, responsible for the
overall management of the connection. This node governs the connection creation
and termination, connection pause and resumption and late joiners and leavers.
The ECTP sender activates the connection creation process by sending a
connection creation message. Some or all the enrolled receivers may respond with
confirmation messages to the sender. The connection creation is completed when
the sender receives the confirmation messages from all of the active receivers.
Some or all of the enrolled group receivers will join the connection. The receivers
that have joined the connection are called "active receivers".

An enrolled receiver that is not active can participate in the connection as a late-
joiner. The late-joiner sends a join request to the sender, in response to which the
sender transmits a join confirm message. This indicates whether the join request is

accepted or not. An active receiver can leave the connection by sending a leaving

request to the sender.

® DATA TRANSMISSION PHASE

The sender begins to transmit multicast data. For data transmission, an application

data stream is sequentially segmented and transmitted by means of data packets to
the receivers. Receivers deliver the received data packets to the applications in the

same order the sender transmitted them.

During the data transmission, if severe network congestion is indicated by the
QoS management functions (negotiation, monitoring and maintenance), the
sender suspends the multicast data transmission temporarily. During this period,
no new data is delivered, while the sender transmits periodic null data messages to
indicate that the sender is “alive”. After a pre-specified time has elapsed, the

sender resumes the multicast data transmission.

¢ CONNECTION TERMINATION PHASE
The connection termination happens when termination messages are sent to all the
receivers, after all the multicast data are transmitted. The connection may also

terminate due to a fatal protocol error such as a connection failure.
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Figure (2.7): ECTP Connection Lifetime

Figure (2.7) shows the ECTP transport connection lifetime. During the transport
connection, ECTP provides QoS management functions (chapter 4) for the stable
management of the QoS for the connection users. Such QoS management functionality

can be achieved with QoS negotiation, monitoring, and maintenance operations.

2.7.3 ECTP TREE-BASED CONTROL MECHANISM

ECTP protocol architecture employs the Tree-based control mechanisms (section (2.6.2)
to achieve high scalability as well as reliability by adopting hierarchical tree-based
control architecture.

For tree-based rehiability control, a hierarchical tree is configured during connection
creation. In ECTP tree-based mechanism one multicast group is divided into several local
groups, where protocol functionality is performed within the local groups. It provides
high scalability because of packet loss, node failure and late joining, which may cause
traffic increase. Message overheads are handling locally within the logical tree. In
addition, 1t can reduce the transmission time of error recovery process as the service 18
provided from a closer node instead of sender. A hierarchical tree is configured during
connection. A control tree defines a parent-child relationship between any pair of tree
nodes.

ECTP provides the reliability control mechanisms for multicast data transport. ECTP
mechanmisms are designed to keep con gruency with those being proposed in the IETF. To
address reliability control with scalability, the IETF has proposed three approaches: Tree
based ACK (TRACK) [CW+03], Forward Error Correction (FEC) [LV+02], and
Negative ACK Oriented Reliable Multicast (NORM) [AB+04]. Each approach has its

own pros and cons, and each service provider may take a different approach toward

. = S B "_""‘:\.”»'_.:.
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implementing reliability control. ECTP adopts the TRACK approach, because it 1s more

similar to the existing TCP mechanisms and more adaptive to the ECTP framework.

In the tree control hierarchy, the sender and the receivers are defined as the root and local
groups respectively. A local group consists of a parent and zero or more children. The
error, flow and congestion controls are performed for each local group defined by the
control tree. The tree configuration currently proposed in IETF could be considered as
bottom-up approach, which all the leaf receivers try to find their parent nodes in parallel
and the tree is expanded from the leaf receivers towards the root sender. However this
approach has some drawbacks, which is inclined to generate more control messages for

the tree configuration and a deeper tree with more tree levels than necessary. [KE+01]

ECTP specities the protocol procedures by using top-down configuration for control tree
creation where a control tree is gradually expanded from the sender to the receivers. The

Tree- membership is maintained during the connection. A late-joiner is allowed to join
the control tree and listens to the heartbeat (HB) messages from one or more on-tree

parents and then joins the best parent. [KE+01]

When a child leaves the connection, the parent removers the departing child from the

children-list. Node failures are detected by using periodic control messages such as null

data (ND), heartbeat (HB) and acknowledgment (ACK). The sender transmits periodic

ND messages to indicate that it is alive, even if it has no data to transmit. Each parent

sends heartbeat messages to its children. On the other hand, each child transmits periodic

ACK messages to its parent.

The error control is performed for each local group defined by a control tree therefore if a
child detects a data loss; it sends a retransmission request to its parent via ACK packets.
An ACK message contains the information that identifies the data packets, which have
been successfully received. Each child can send an ACK message to its parent using one

or two ACK generation rules: ACK number and ACK timer. If data traffic is high, an
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ACK is generated for the ACK number of data packets. If the traffic is low, an ACK
message will be transmitted after the ACK timer expires. [EK+01]

After retransmission of data, the parent activates a retransmission back-off timer. During
the time interval, retransmission request (s) for the same data will be ignored. Each parent

can remove the data out of its buffer memory, if those have been acknowledged by all of
its children.

The flow and congestion control information is delivered from the receiver to the sender,
along the control tree. The detailed description of these control procedures is given in
QoS management specification (chapter 4). Based on the monitored flow and congestion

control information, the sender will adjust the transmission rate.

The sender terminates the connection by sending a termination message to all the
receivers, after all the multicast data are transmitted. The connection may also terminate

due to a fatal protocol error such as a connection failure. [KE+01]
2.7.4 ECTP CONTROL COMPONENTS

2.7.4.1 NODES
ECTP protocol mechanisms are based on a logical control tree (figure (2.8)), which
defines a parent-child relationship between any pair of tree nodes. The following are

three node types, which has been classified as follow [KC+01]:

e TOPOWNER (TO)
TO is the root (sender) of the control tree in the one-to-many multicast connection.
TO manages overall connection management functions, which are as follows:
1. Connection creation, in this phase, a control tree is configured by interactions
between the sender and the receivers. After the connection is created, TO

sends multicast data to the receivers. TO can temporally suspend and resume
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the connection. TO can admit or reject the group members who wants to join

the existing connection.

2. Connection termination, after all the data i1s transmitted TO terminates the

multicast transport connection.

e LOCALOWNER (LO)
LLO 1s a child (receiver) of the control tree. Each LO has its children that consists
of other LOs and/LEs. Each LO retransmits the multicast data that have been lost
by its children. It also aggregates the information on the flow and congestion

control from its children, and forwards the aggregated information toward TO.

e LEAFENTITY (LE)
LLE 1s a child (receiver) of the control tree, where each receiver that has not been

designated as LO, is referred to as a LE. A LE can not have any children,

therefore 1t located as a leaf node on the control tree.

TO (Sender)

/ \ LO
LO (Receiver)
U&xi:iL/, W‘ R\\\\

. . @ @ . .
LE LO LE

(Ruener) Ru.ener) (Recerver) (Receiver) (Receiver)  (Receiver)

/ VN

LE LE LE LE
(Recerver) (Receiver) (Receiver) (Receiver)

Figure (2.8): ECTP Tree-based Control
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After connection is created by TO, TO transmits data to all receivers by multicasting.
Each child sends status information on data reception to its parent. The information will
then be delivered to TO along the tree control. The multicast data streams flow from TO
to LOs and LEs in the downward direction, while the control information is transferred

from LEs to TO via LOs in the upward direction along the control tree.

2.7.4.2 ADDRESSING

e PORT

ECTP transport protocol uses a set of ports to identify different applications in IP

end host, where the port number is located in each packet header. There are at
least two ports that are used in multicast connection, the most common ones are
as follows [EK+01]:

1. The first port is used for multicast data transmission and reception,

2. The second port is assigned locally within a system, which will be referred

to as a destination port number for transmission of unicast control

messages.

e TRANSPORT ADDRESS
A multicast transport address consists of an IP multicast address and a port
number. TO sends multicast data by setting the multicast transport address as the
destination transport address. Each receiver receives the multicast data from TO

over the multicast transport address. [EK+011

e NMULTICAST DATA AND CONTROL ADDRESSES
As 1t mentioned before, in ECTP, TO sends data to all receivers by multicast,
while LOs send retransmission data and control messages to its local group by
multicasting. Depending on the multicast deployment in the network, TO and LOs

may either share a single IP multicast address or use different IP multicast
addresses. [EK+01]
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2.7.5 PACKET FORMAT

An ECTP packet has two parts: Fix header and Extension elements or data parts. Figure

(2.9) shows the ECTP packet format. [PE+01], [KohO1]

Bytes

PL: packet length

Figure (2.9): ECTP Packet formats
I. FIXED HEADER

TI'he Fixed header consists of 16-byte parameter fields, which is used in all protocol
operations and is part of every packet. There are no undefined fields or fields that

may at any time have undefined values. Figure (2.10) shows the ECTP fixed header

format.

0

Figure (2.10)- ECTP Fixed header format

The elements 1in the ECTP fixed header are described as follow:

 NEXT ELEMENT- indicates the type of next component immediately following the
fixed header.

* VERSION- specifies the current version of ECTP protocol.

e PACKET TYPE- ECTP packets are classified into two categories, data packets and

control packets. Table (2.9) and (2.10) summarize the packets used in ECTP.
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DATA PACKET *' TRANSPORTTYPE ©° - | FROM - = .
Data (DT) Multicast
Retransmission Data (RD) Multicast (Local)

NOTE]- Sender ts TO and Receivers are LOs and LEs.
NOTE2- Parent 1s TO or LO, and Child is LO or LE

Table (2.9): ECTP Data Packets

"Creation Confirm (CC) [ Umicast | Child | Parent
“Tree Join Request (1) [ Unicast [ Child | Parent
“Acknowledgement (ACK) | Umicast [ Child | Parent
Hearbeat(HB) | Multicast (local) _| Parent | Children ______
LeaveRequestLR) | Unicast | Parenvchiid_| Child/parent

NOTEI- Sender 1s TO and Receivers are LOs and LEs.
NOTE2- Parent1s TO or LO, and Child is LO or LE.

Table (2.10): ECTP Control Packet

 SOURCE AND DESTINATION PORTS
Source and destination ports are a 16-bit filed each, which containing a transmitting
system unique value assigned at the time the transport connection is created. These

ports identify sending and receiving applications. The two values are used as the

transport addresses, together with the source and destination IP addresses in the 1P

header.

e Sequence number- is the number of data packets in a series of segment. The

sequence number is a 32-bit unsigned number.

e Payload length- indicates the length of the elements or data part in bytes following
the fixed header.

e Flag- Flag bit, ' has a different purpose, depending on the packet types. Table
(2.11) shows the flag indications.

o Reserve filed- if the reserve field exists, the value must always have a value of

ZECT0,
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PACKET TYPES INDICATION

DT ) F=1 end of stream
1C =1 join request acceptance
B F=0 join request rejection
TC | F=1 join request acceptance
| | F=0 j0In request rejection
ND | F=1 L‘cﬁmection pause period
F=0 _ other cases )
[ R | F=1 _ user-inioked leave |
| F=0 l troublemaker ejection
o7 F=1 an abnormal termination
F=0 normal termination
Other packets | field is ignored CE B

Table (2.11): ECTP Control Packet's Flag

2. EXTENSION ELEMENTS (DATA PARTS)

Extension elements have three parameters, which are described as follows:
e (CONNECTION INFORMATION- 8-byte extension elements contain of

information on the multicast transport connection. Figure (2.10) shows the

connection information element fields.

Figure (2.10)- Connection Information Element
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Table (2.12) shows the specification of connection information element:

CONNECTION INFORMATION ELEMENT ESCR_IPTION

Next element

indicates the type of the next element immediately

| following this element

Version

Flags

I'ree configuration option

==

defines the version of this element. The default value 1s

¢ l*
consists of Connection type—(CT) specifies which type
of connection 1s being established.

_Connecﬁon*

specifies the tree configuration option used in the

Maximum tree level (MTL)-

Maximum Children Number (MC-N)-

Connection Creation Time (CCT)-

| a parent can keep on the control tree.

specifies the maximum number of tree levels for control
(ree.

specifies the maximum number of children nodes which

specifies a timer to limit the connection creation in units
of 10 milliseconds. If this timer expires, TO completes
the connection creation even if some of the children
have not responded with CC packets. This timer 1s also
used as a basis for LO to calculate its tree creation time.

ACK bitmap size

specifies the size of the bitmap in the acknowledgement
element, in units of word. This value is not subject to
negotiation, thus all receiver nodes must configure the
bitmap field in the acknowledgment element, based on
the advertised ACK bitmap size.

lable (2.12): Specification of connection information element

* IREE MEMBERSHIP ELEMENT- 20-byte extension elements contain of information on

the local groups. Figure (2.11) shows the tree membership element fields.

Figure (2.11)- Tree membership element
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TREE ‘.\ENIBERSHIP ELEMENT DESCRIPTION e . b
indicates the type of the next element immediately
following this element.
defines the version of this element. The default
value 1s "1 B 5 - |
Child ID | specifies the ID number of child, which is assigned
by its parent in the tree configuration.
1S a number of active descendants. Each LE sets the
Active Receiver Number (ARN)- | ARN to ‘1’ and the parent LO aggregates ARN
| values for its children.
is a number of active children for a LO. ). Each LE
sets CCN to "0° value.

specifies es the current tree level. TO is in the level 0
and its children are in the level | (levels options).

Next element

==

Version-

Current Children Number (CCN)-

Current Tree Level (CTL)

Flags- | indicating the receiver is LO or LE.

[ ocal RTT indicates the round t trip time for a local group n
units of 10 milliseconds.

Sender port - __I'mdlcates the port number of ECTP sender (TO)

Mulucast data part | indicates the port number of the r_r_1ult1c.-.15t channel

Sender IP address | indicates the IPv4 address of ECTP sender (TO)

| | indicate : 1Cé at

Masdticant dain address indicates the IPv4 address of the multicast data

channel.

Table (2.13): Specification of tree membership element

¢ ACKNOWLEDGEMENT ELEMENT- this element provides information on error, flow
and congestion controls, which consists of fixed 8-byte and the variable-sized bitmap

that depends on the ACK bitmap size. Figure (2.12) shows the acknowledgement

element fields.

0

Figure (2.12)-Acknowledgement Element
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ACKNOWLEDGMENT

ELEMENT

Next element

DESCRIPTION

indicates the type of the next element immediately following
| this element.

Version- | defines the version of t_hig ele_me-nt. '_I‘_hq default valueis "1".
Valid bitmap length | indicates the length of valid bitmap
LLowest Sequence 1s a sequence number of the lowest numbered data packet

Number (LSN)

which has not been yel received

Bitmap

indicates which data packets'have been lost. It contains valid
bitmap length bit; starting from the LSN sequenced number.

Table (2.14): Specification of acknowledgment element

TIMESTAMP ELEMENT

The Network Timestamp Protocol (NTP) is used for specifying timestamps

IMills89]. NTP tmestamps are represents as a 64-bit unsigned fixed-point

number. The integer part 1s in the first 32 bits and the fraction part is 32 bits. If the

NTP system 1s not used, ECTP uses the TCP timestamp calculation algorithm. In

this case, only the first 32 bits for integer part will be valid. A flag bit is employed

to indicate which timestamp mechanism is used. Figure (2.13) shows the

timestamp element structure.

Figure (2.13)- Timestamp Element

The tmestamp elements are specified as follow:

Next element- indicates the type of the next element immediately

following this element.

Version-defines the version of this element. The default value is “1°.

Flag (F)-1s set to *0” for use of TCP timestamp mechanism,

Timestamp- contain timestamp value
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2.7.6 PACKET STRUCTURE

The following tables categorized the packet structures in three different formats.

Table (2.15) shows the packet structure that uses only the fixed header. [CP+00],
[KohO1]

PACKET STRUCTURE . -+ + . o+ e 2™ o2 00| PACKET FORMAT

NULL DATA (ND) When To has no data to transmit or it is In the ND= Fixed header
connection pause period, it transmits an ND packet
every null data time (NDT) interval

LATE JOIN REQUEST (JR) A late joiner can join the connection by sending a | JR = Fixed header
JR packet to TO.

TREE JOIN REQUEST (TJ) A receiver joins a control tree by sending a TJ TJ = Fixed header
packet to an on-tree LO during tree configuration
vhase.

LEAVE REQUEST (LR) When a child wants to leave the connection, it

sends a LR packet to its parent. LR also used for a

harent to eject a trouble-making child

CONNECTION TERMINATION CT = Fixed header
(CT) vacket to all receivers.

Table (2.15): Fixed header Packet Structure

Table (2.16) shows the packet structure that uses the fixed header and the data part.

PACKET STRUCTURE - . - PACKET FORMAT :

ETRAN Each parent LO transmits the RD packets to
FRD) NSMISSIONDATA 1 its children over the multicast control RD= Fixed header + Data part
address
, Each parent L.O transmits the RD packets to
fRDE')M'S“'SS'O” DATA | its children over the multicast'control RD= Fixed header + Data part
address

. » "

= Fixed header + Data
DATA (DT) gliizgsnnts a multicast stream with DT a'f’t Fixed header

*
i
¢

Table (2.16): Fixed header and Data part packet structure
Table (2.17) shows the packet structure that uses the fixed header and the extension

elements.
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PACKET STRUCTURE - -~ - e PACKET FORMAT

TO creates an ECTP connection by sending a .
) Y 5 CR =Fix header +
CR packet to the all receivers over the Connection information
multicast data address.
element

CREATION REQUEST (CR)

In the response to the CR packet, each
receiver sends a CC packet to its parent by
unicast.

CC = Fixed header +
Tree membership element

An on-tree TO or LO responds witha TC TC = Fixed header +
vacket to the TJ packet. Tree membership element
- : ACK = Fixed header +
ACKNOWLEDGEMENT (ACK) Eac&f:;;i sends an ACK packet to its parent Tree membership element +
d Acknowledgement
Each parent LO sends a HB packet to its o
HEARTBEAT (1IB) children every Heartbeat generation time %,B N Fglfl%:;i?cr;em ent
(HGI) interval. cem P
: JC = Fixed header +
LATE JOIN CONFIRM (JC) ;‘g}::tsponds with a JC packet to the JR Connection information
' clement

Table (2.17): Fixed header and the extension elements packet structure

CREATION CONFIRM (CO)

42



CHAPTER2- MULTICAST SERVICES
2.7.7 PROTOCOL PROCEDURES

1. ENROLMENT BEFORE CONNECTION CREATION

It 1s assumed that the enrolment procedures have been processed before the
connection creation and all the active receivers have been enrolled into their

multicast groups. This procedure has been discussed in details in Appendix B.
[PC+01]

2. CONNECTION CREATION

e Connection creation procedures/ operations
The connection creation procedure can be summarized as follows [PE+01],
[KohO1]:
1. TO transmit a CR packet to all receivers by multicast, then TO activates
the Connection Creation Time (CCT) timer.
2. When a receiver receives the CR packet, it begins to configure the control
tree.
3. After each receiver joins the tree, it sends a CC packet to its parent by
unicast, and then waits for multicast data from TO. Each on-tree parent
LO aggregates the CC packets from all of the children and then sends
them to its parent.
4. TO aggregates CC packets from its children while the CCT timer is valid.
If the CCT timer expires, TO completes the connection creation for the
receivers that have sent CC packets until then.
After the connection creation is completed, TO transmits multicast data. The
receivers that have not participated in the connection may join the connection

as late-joiners.

e Control tree creation
In the connection creation, ECTP configures a hierarchical control tree

connecting TO and LEs via LOs. ECTP provides two options for control tree
creation [PK+00]:
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OPTION (1)- Level-1 configuration, where no LO 1s employed. Figure (2.14)
llustrates no LOs i1s employed in the control tree. In fact no tree is configured. All
the receivers become the children of TO. This option may be used 1in multicast

connections that do not display scalability problems.

LEVEL-0

i
CiEd D v

Figure (2.14)- Level-1 Tree control, option (1)

OPTION (2)- Level-2 configuration, where all LOs are connected to TO. Figure

(2.15) tllustrates all LOs are connected to TO, and each LE can join an on-tree LO

or 10.

LEVEL-0

LEVEL-2

Figure (2.15)- Level-2 Tree control option (2)
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Each receiver node (LO or LE) starts the tree creation as soon as a CR packet is
received. One of these options must be specified in the connection information
element for stable operation and maintenance in ECTP protocol mechanisms.

Figure (2.16) shows the Tree creation procedures in the connection creation

operation. [ KP+00]

R
HB
HB
TJ
cr ||| Totwem | e _
CC
e ||
CC
C (aggregate) < eeeerssssssemsrsssssseo | rsesssmimss
LE TO LO LE

Figure (2.16)- Tree creation procedures

3. DATA TRANSMISSION

After the connection is created, TO transmits multicast data to all the receivers.
TO will generate DT packets by the segmentation procedure. It happens when TO
splits a multicast data stream into multiple DT packets where each DT packet has

Its own sequence numbers.
When TO has no data to transmit, TO transmits the periodic ND packets. ND time

(NDT) is a ime interval between multicast transmissions of ND packets by TO.
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The NDT timer is activated after the connection is created. Each time a DT or RD

packet is transmitted, the NDT timer is reset. If NDT timer expires, TO transmaits
a ND packet.

All the received data packets are delivered to the application in the order sent by
TO. Each receiver reassembles the received packets. Corrupted and lost packets

are detected by using a checksum and sequence number. All of the lost DT

packets (include corrupted) are recovered in the error control function. [ECO00],
[KohO1]

¢ CHECKSUM

Checksum function is used to detect the corrupted received packet. It

covers a whole packet format including header and extension elements

(data part). The checksum must be applied to all packet types. [KohO1]

¢ SEQUENCE NUMBER

TO 1s sequentially numbered a new DT packet, where each sequence

number is used to detect lost data packets by receivers and to manage the

transmission and retransmission buffer by TO and LOs. {KohO1]

4. ERROR RECOVERY

The reliability control mechanisms typically consist of error recovery, flow and
congestion control. Flow and congestion control mechanisms are designed to

adjust the data transmission rate base on the monitored status of the receivers and
the network, which are defined in the QoS management functionality (chapter 4).

This section focuses on error recovery, which consists of error detection by
receivers, retransmission request by receivers via ACK packet and
retransmissions by parents. In this work, we assume that the ECTP sender

transmits only multicast data at fixed rate. [EC00], [KohO1], [CE98]
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5. CONNECTION PAUSE AND RESUME

This function is used to suspend multicast data transmission temporarily. If the
connection pause is indicated, TO transmit periodic ND packets with the Flag bit
of fixed header set to 'l'. In connection pause period, TO must not transmit any

new DT packet, while control packets including RD and HB can be sent.
[ECO0],[Koh01]

6. LATEJOIN

The following procedures is the performance of the late-joiner receivers when

they want to join an existing connection [EC00],[Koh01]:

1. The late-joiner sends a JR packet to TO by unicast. It then activates
Retransmission Time (RXT) timer,

2. One reception of a JR packet, TO responds with a JC packet to the late-joiner.
3. If the late-joiner receives a JC packet with an acceptance flag within RXT,

then it begins to join the control tree in the tree configuration.

7. LEAVE

This function 1s used when a receiver leaves an existing connection, or parent

ejects a trouble-making child. [EC00], [KohO1]

8. TREE MEMBERSHIP MAINTENANCE

After an initial control tree is created in the connection creation, the tree
membership is maintained until the connection is terminated. [PC+01]

¢ Tree configuration for late joiners

After the connection is created, each LO advertises periodic HB packets over

its multicast control address. When the late-joiner receives a JC packet from

TO, it begins to locate a suitable parent.
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The late-joiner listens to HB packets from one or more LOs, and information
on candidate parents are recorded into the parent list.

e Tree reconfiguration for leaving receivers
When a child leaves the connection, the parent removes the child out of its
child list.

e Tree reconfiguration against node failures

To detect a node failure, the node failure threshold (NFT) is employed. The

tree maintenance procedures are different for the node types: TO, LO and LE.

9. CONNECTION TERMINATION

TO terminates a multicast transport connection by sending a CT packet to all
receivers by multicast. When the connection termination is indicated, TO shall
discard all subsequently received packets and also freezes the local port number.
One the receipt of a CT packet, each receiver freezes the local port number. This
function will be initiated after all the multicast data are transmitted. TO also

terminates the connection on detection of fatal protocol error. [KohO1]
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2.8 SUMMARY

Multicast service and applications: types and classifications have been discussed in this
chapter. It has also explained about the multicast applications requirements. This chapter
has investigated the various approaches for multicast protocols and as result, it has been
shown that the tree-based protocol is more reliable and scalable compare to other exciting

multicast protocol approaches (sender-initiated, receiver-initiated, and ring-based).

Finally, Enhance communication transport protocol (ECTP), control part specification
has been discussed. ECTP features "tight management of multicast sessions" from the
sender’s perspective. Tight management in the multicast sessions happens when the
sender i1s at the heart of group communications. The sender can perform overall
management of the multicast connection establishment; group membership and Quality
of Services perceived by end users with the help of Internet Group Management Protocol
(IGMP) and IP multicast routing protocols. The design of ECTP uses the combination of
sender-initiation and tree-base approaches to support multicast applications in the

simplex connection.

49




CHAPTER 3

QUALITY OF SERVICE




CHAPTER 3- QUALITY OF SERVICE

3. QUALITY OF SERVICE (QO0S)

3.1 OVERVIEW

Today’s Internet provides only Best Effort service, i.e. the traffic is processed as quickly
as possible but there is no guarantee for Quality of Service (QoS). QoS was first
introduced to describe characteristics of low level data transmission in communication
systems. With the appearance of multicast service and their applications [Miller99], the
meaning of QoS was broadened to cover all system components in a distributed multicast
system. QoS can represent the set of those quantitative and qualitative characteristics of a
distributed system necessary to achieve the required functionality and performance of an

application. Functionality and performance include both the presentation of data to the

user and general user satisfaction. [MCDysan00])

The QoS is expressed using QoS parameters, which are described as specific attributes of
multicast service, each of which have target values. The structure of a QoS parameter
consists of an attribute name and target value. An attribute describes a single aspect of
the functionality or performance of a distributed multicast service. Due to the very nature
of multicast applications, a vast set of different QoS parameters exits, such as throughput,
delay, etc, where each of these has a specific target value(s). Applications have to specify
the QoS level they need, such that the multicast service is able to provide the respective
functionality and performance. The requirements of an application are expressed as a set

of QoS parameters that are used to describe the service level that it requests of the

underlying communication framework. [VK99]

ATM was first networking technology designed with QoS capabilities; however the
concept of QoS in ATM is rather complex. Therefore, the ATM Forum [Dobrowski98]

has defined the simpler notion of QoS categories tailored to broad classes of applications
in Internet protocol (IP) [JN98].

The concept of QoS per connection has no meaning in a connectionless protocol 1.e. 1P.

Therefore, Internet engineering task force (IETF), [IETF], has introduced several QoS
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services architectures to adopt the idea of QoS for IP networks. By now there are two
QoS architectures which have been defined: Integrated services (IntServ) (section 3.4)

and Differentiated services (section 3.6) (DiffServ) [Stalling98].

3.2 QOS MANAGEMENT PARAMETERS AND COMPONENTS

QoS management is concerned with the support of QoS parameters to be maintained

within certain limits between two or more users. [TW97]

3.2.1 PARAMETERS

As it discussed in section (2.4.3), Multicast applications have varying performance

requirements. Therefore it is necessary to design a service that provides guaranteed QoS

satisfaction. ‘These requirements have been defined, as QoS parameters that the

applications are interested in and the range of lQoS desired for each chosen parameter
[QAO1}. Table (3.1) shows the common QoS parameters (section 2.4.3.1) that most

multicast applications are generally concerned with.

3

5 OOS PARAMETERS - 0 o e sy
epresents an amaunt of application data over a specific time period
epresents end-to-end transmission time from a sender to a receiver
epresents the variation of network delay over short time scales

Represents the ratio of the amount of lost data to the amount of
transmitted data.

Table (3.1): QoS parameters
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3.2.2 COMPONENTS

QoS management 1is the concrete realization of required levels of QoS in a real

environment. The components of QoS management have been summarized as follows
[TWO7]:
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QOS NEGOTIATION
QoS negotiation is defined as a static QoS management component. The QoS

negotiation function is responsible for analyzing an activity and finding a
composite of the individual QoS levels supportable by applications, which is

necessary and sufficient to realize the QoS of the complete activity.

QOS MAINTENANCE

QoS maintenance is defined as a dynamic QoS management component. To
maintain an agreed level of QoS it is often not sufficient to dedicate resource
to an activity at QoS negotiation time. Instead, dynamic QoS maintenance 1s
frequently required to ensure that the required performance of individual
system components is kept within bounds. The QoS maintenance function 1s

particularly important in cases where resources must be multiplexed among

activities.

QOS MONITORING

QoS monitoring is defined as a dynamic QoS management component. QoS

monitoring is used to allow each level of system to track the ongoing QoS

levels achieved by the lower layers and compare them with the initial

requirement. It often takes the form of a feedback loop, monitoring the QoS

being achieved by the monitored component, comparing it against the target

and then performs if necessary.

e A 4 SRR 53

S %t.r



CHAPTER 3- QUALITY OF SERVICE
3.3 QOSSERVICES

The network needs only to provide a certain level of quality for the packet that conforms

to the QoS parameters. IETF has defined two QoS services architectures: Integrated

services and Differentiated services.

3.4 INTEGRATED SERVICES (INTSERV)

When the first Integrated Services (IntServ) session was held in the November 1993 the
main concern was to discuss how the audio and video casts from IETF meetings could be
supported by the network [Kilkki99, p.53]. From the very beginning the main principle
behind Integrated Services was to enable the transmission of real-time data without the

need to modify the underlying Internet architecture. The goals of the IntServ working

group were [IETF-IntServ]:

e toclearly define the services which this enhanced model provides,

e to define the interfaces between the application and network service, routers and
sub-networks,

e todevelop router validation requirements in order to ensure that the proper service
1s provided.

3.4.1 INTSERV ARCHITECTURE

The fundamental 1dea behind integrated services is that the existing Internet architecture
does not have to be modified. IntServ architecture is defined as a set of extensions to the
traditional best effort model of the Internet with the goal of allowing end-to-end QoS to
be provided to the multicast applications. The two main building blocks of IntServ are
resource reservation and admission control. IntServ assumes that the guarantees for the
delivery of multicast applications can be achieved only by reserving resources from the

network nodes. This requires flow-specific states in the network nodes and represents a

fundamental change in the traditional network node model [EA+00].
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It is quite obvious that some kind of explicit setup mechanism is needed to create and

maintain flow-specific reservations in the network. The main components of IntServ are a

reservation setup protocol known as Resource Reservation protocol (RSVP) and

admission control that determines whether a new flow can be granted for the requested

resource reservation without affecting the exciting established flows. [Iyer97]

3.4.2 CLASSIFICATION

IntServ has been defined in three classes, which are described as follow:

e BEST-EFFORT

Best-effort is the default and traditional QoS service. This service does not
guarantee any kind of QoS; it only delivers the packets as fast as possible. The
most commonly used scheduling mechanism is first in first out (FIFO) (section
3.7), that delivers packet to the receiver in the same order as they came from the
sender. This service is sufficient for all application if the network element is
lightly loaded. In a congested network delay and dropping packets are typical and
therefore best-effort services are not acceptable for multicast application. The
best-effort service does not use any traffic descriptors such as Traffic (TSpec) and

Reservation (RSpec) specifications (section 5.5.6) [Shenker95].

¢ (CONTROLLED- LOAD NETWORK ELEMENT SERVICE

The controlled-load service is designed to provide end-to-end traffic behaviour
that closely approximates traditional best-effort services in ‘unloaded network
conditions. In other words, the service is better than that which best-effort can
offer in a congested network. The applications using this service may assume that
a high percentage of the transmitted packets will be successfully delivered by the
network, 1.e. th_e ratio of dropped packets should be equivalent to the error rate of

the transmission media. The latency introduced into the network will not greatly
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exceed the minimum delay experienced by any successfully transmitted packet.
The controlled-load service does not make use of specific target values for such
control parameters as delay or loss [Wroclawski97].

The controlled-load service uses the admission control to assure that service is
received even when the network element is overloaded. The receiver’s application
requests the controlied-load service with the help of the sender’s TSpec. The
reservation request will be accepted if the admission control process is successful,
1.e. if the network element has the capacity to forward the flow’s packets as the
FLOWSPEC assumes and if the receiver has permission to make such a
reservation. The controlled-load service is provided for traffic that conforms to
the traffic specification given at flow set-up time. The amount of data sent does
not exceed r*T+b, where r and b are the token bucket parameters and T is the
length of the time period. The non-conforming packets can be forwarded as best
effort traffic [JS+92].

The aim of the controlled-load service is to provide a better service than best

effort but without any hard guarantees. As has already been mentioned, this
service 1s sufficient for applications, which can operate with best-effort service in

a ightly loaded network, but not in a congested one [Wroclawski97].

¢ GUARANTEED SERVICES

The Guaranteed service provides firm end-to-end QoS, which guarantees both
delay and throughput. This service describes both traffic descriptions: Traffic
specification (TSpec) used to introduce the flow’s traffic characteristics to the
network, and Reservation specification (RSpec) used by the flow to request a
specific requirement from the network, e.g. bounded delay.

Using these traffic descriptions, the network can compute various parameters
describing how it will handle the flow, and by combining the parameters, it is
possible to compute the maximum delay a packet can experience. This service

does not control the minimum or average delay (jitter) of datagrams, merely the

maximum queuing delay.
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The service guarantees that datagrams will arrive within the requested delivery
time and will not be discarded due to queue overflows provide the flow’s traffic
stays within its specified traffic parameters. This service is intend for applications
which need a firm guarantee that a datagram will arrive no later than a certamn
delay bound.

Note that this service does not attempt to minimize the delay jitter, but merely
controls the maximal queuing delay. The guaranteed service policing are out of
scope this work.

RFC 2212 has specified that: “The data transmission in the IP network causes two
types of delay: A fixed delay and a variable queuing delay. The fixed delay
includes transmission delays, the properties of chosen path. Therefore only the
queuing can be controlled by guaranteed service. The guaranteed service
framework asserts mathematically that the queuing delay is a function of two
factqrs: The token bucket depth (b) and token data rate (r). This model is the
service that would be provided if there was a wire of bandwidth R between source
and receiver”. Thus the end-to-end delay bound in guaranteed service that has

been defined in RFC 2212 are as follows:

b-M) (p-R)| (M +Cror) 3.1
[( R )X(p_r):l+ P + Dtot (r<R<p) .1)

or in a case where the peak rate is smaller that data rate R is:

[Q‘i_*“:foif)] + Dios (r < p<R) (3.2)

where r, b, p and M are token bucket parameters (section 3.4.3.1), R is data rate
and must be greater than or equal to the token-bucket data rate (r). [CS+92]

The rate-dependent error term Ctot represents the end-to-end sum of delays that
the datagram might experience due to the rate parameters of the flow, also known
as packet senialisation. The rate-independent error term Drot represents the worst

case of end-to-end sum of delays in the transit time as the datagram in transferred
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through the service element, i.e. a router. Table (3.2) summarises the IntServ

classes and their performances. [SP+97]

QOS SERVICES PERFORMANCE QOS RELIABILITY
Best-Effort QoS-is i gnm:ed in providing service No % i |
trattic descriptors !
Inteerated services | Guaranteed QoS is guaranteed, Using TSpec, High
) 1 RSpec B | -
| Controlled - QoS is guaranteed, no guaranteed High
load delay, Using TSpec

Table (3.2): IntServ classes and their performances

3.4.3 INTSERV TRAFFIC COMPONENTS

IntServ consists of two traf<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>