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ABSPRACT
This thesis describes a project, aponsored by the Admiralty Surface Weapons Estabiishnent (A.S.W.E.), whose ohjective is to investigate the use of Computer-Aided Design (C.A.D.) methods in reliability engineering and, in particuiar, in reliability prediction.

The project evolved as a result of continuous interaction with users whose requirements and comments have assisted in the definition of the project specification which, in turn, implied the method of computation (Monte Carlo analysis) and the form of implementation (a modularly structured program).

The project produced a $C A \bar{D}$ method which aimed to provide:
i) a means of predicting the reliability of complex heterogeneous systems and an aid to estimate their spares requirements in an efficient way.
ii) software which is easily extendable, modifiable and, while oriented towards the ICL 1900 range of computers, optimally portable.
iii) a mode of documentation which permits the use of the progran by reliability engineers who have no previous computing experience.

In order to fulfil these requirements it was necessary to incorporate a number of novel features which include:
i) the use of hierarchical structures as a means of modeiling the reliability of large and complex systems.
ii) the introduction of a modelling device in the form of a controlled switch which allows the modeliing of a wide range of dependent failure and repair mechanisms.
iii) the transformation of any type of failure and repair distribution into a uniform data structure which permits the easy and efficient handling of any type of distribution function.
iv) the use of modular programming and program documentation as a means of providing the necessary efficiency, flexibility and user-accessability.

This thesis includes the description of the CAD method and iliustrates it by means of a number of examples. Further, it discusses some of the problems of using this method to predjet the reliability of mechanical engineering systems.

The use of the progrom by A.S.W.E. contractors and Polytechnic students is described by reference to diverse design examples. Further areas of research and development in relation to the project are given. To assist the reader who may not be equally familiar with the standard terminologies of reliability engineering, ztatistics and computing used in this thesis, a set of selected definitions is included in one of the appendices.

### 1.1 EACKGROUND TO RELIABILITY PREDICIIGiN

Reliability studies as a separate discipline rose to prominence during the second world war. Until then the application of mathematical techniques to improve the reliability of systems was restricted to simple cases of one or two elements.

With the ever increasing complexity of technological systems since the war, a means of estimating the reliability of systems became important. As the number of elements in a system increased, overdesign for reliability became an unacceptable solution due to the prohibitive cost. Performing life cycle tests with items of equipment in order to compile data proves impossible with the size of systems being designed at the present time. For these reasons reliability prediction has become important as an area of study. As part of the process of design, it is necessary to estimate the reliability performance of physical systems by means of calculation, thus ensuring that a new product conforms to such requirements as minimum availability or mean tjme between failures.

### 1.2 MATHEMATICAL NETHODS FOR OBTAINING RELIABILITY PERFORMANCE

There are at present two main classes of methods for obtaining the reliability performance of a system.
i) Analytical methods.
ii) Simulation methods.
j.) Analytical methods aim to provide an explicit expression for the reliability behaviour of a system. These methods are based on the assumption that the system may be partitioned into a number of units (elements) each of which may exist in one of two reliability states, namely, functioning or failed. The reliability model of a system of n elements may be described by a Boolean state transition diagram with $2^{n}$ states, each of which represents a unique combination of element reliability states. These $2^{n}$ system states may then be partitioned into two mutually exclusive subsets representing the functioning and failea state of the system, respectively. If now the probability of transition from one state to another is known for each element for all values of $t\left(0 \leqslant t \leqslant t_{M}\right)$, where $t$ is time and $t_{M}$ is the 'mission time', one may attempt to obtain the system reliability behaviour as
a solution of a set of simultaneous differential equations whose parameters are the transition provabilities of elements.

The most usual analyticel method resards failure and repair mechenisms as a Markov process whose full description is given, among others, in reference 5 .

In many cases a Markov model may only be devised after radical simplifications of the real-iife behaviour of a system under analysis. In any case, at the start of this project and at the time of writing; the method was restricted to systens of modest size and complexity which are devoid of sophisticated reliability problems such as dependency. References 5 and 24 describe early methods which aimed to overcome the problen of size. The most promising method concerned truncation of the transition probaioility matrix with the resultant drawback of loss of accuracy. Even at the present state of the art (refererces 18, 33) modelling of dependent elements is usually not possible unless a very simple mechanism operates. Quite sopnisticated list processing and patitern recognition techniques (reference 18) will still only allow systems of moderate size ( 20 elements) to be analysed.
ii) Simulation methods provide an estimate of the system reiiability based on statistical experiments with the reliability model of the system. For each experiment, random samples are taken from the probajility distributions characterising the failure and repair mechanisms of the elements. One technique that employs this process is known as Monte Carlo analysis which is a method involving repeated statistical samping in order to obtain an estimate of the solution of a stochastic problem. Mihram (Ref. 36) regards this method as a branch of experimental mathematics and verifies its validity by means of the Law of Large Numbers. The statistical foundations of the method are widely discussed in the literature (see for anstance, references 37 and 38 ), and one of its uses in the context of reliability assessment is described in reference 10. It is this technique which forms the basis for the method described in this thesis.

A comparison of these two main methods at the start of the project (1972) indicated that the Monte Carlo method would provide a more promising approach for the class of system being considered, namely; large complex interdependent structures. In the course of this work it was found that the Monte Carlo method was able to cater for the practical problems encountered by reliability engineers while, even at the present state of the art, Markov methods would not be able to handle the complexities of the systems shown as design sxamples in this thesis, chapter 7 .

### 2.1 THE RELIABILITY BLOCK DIAGRAM

The type of structure in reliability analysis most easily understood by designers is the reliability block diagram which is a contact network of branches connected between nodes.

Each element of the system is represented by a branch which contains a contact. The contact can be in one of two states; made or broken, representing functioning or failure of the élement, respectively. . The prime purpose of the reliability block diagram is to model the physical system as a number of routes or paths between two specified nodes. The system is said to be functioning if sufficient routes are available (usually one) between these two nodes: Failure of an element in a route breaks the contact and disables that route. Figure 2.1 shows the reliability block diagram of a four-element system containing three parallel redundant elements. The system will be said to function if at least one route is maintained between nodes 1 and 3.

figure 2.1
Should one of the parallel elements fail, two of the three routes through the system would still be available. However, if the series element '1' failed then all three routes wculd be disabled and the system would cease to function.

Modelling systems reliability in terms of contact networks is a well known procedure. An alternative is the use of logic gate models (reference 13) While both methods, in their normal form, are limited, the contact network model offered more scope for extension of modelling facilities to allow for additional complexities such as shelf life standby, etc. A third alternative method of modelling is the failure or fault tree. An example of this type of model is shown in section 2.5. Reference to this example shows that this is a dual of the contact network model.

### 2.2 DEPENDENCY

### 2.2.1 TTHE CONCEPT OF DEPEIDEENCY

The failure and repair of an element is governed by one of two basic mechanisms.
i) An element can change state independently of any other element cr event. This means that the element fails and repairs according to some random process characterised by the disiributions apertaining to that element.
ii) The operation of an element may be governed by events occuring to another element elsewhere in the reliability structure. Alternatively, an element may change state at certain pre-determined times as demanded by the environment in which the system operates. In both these cases the failure and/or repair of the e?ement is not an independent random event. To cope with such situations the concept of dependency has been introduced. By using this concept it is possible to model a variety of practical situations such as shelf life, standby redundancy, scheduled maintenance, etc.

### 2.2.2 IMPLEMENTATION OF DEPENDENCY

Let us assume that a system contains, among others, two elements, $A$ and $B . A$ is an independent element whose failure and repair are random events whose occurrence is characterised by specific distributions. The repair of $B$ is similarly independent but $B$ only starts to operate after $A$ has failed. Thus the failure distribution of $B$ does not give a full account of the failure mechanism of the element since failure also depends upon events occuring in element $A$.

Figure 2.2 shows a sequence of random events occuring in $A$ and B. The manner in which the program handles the situation is as follows:

At the start of simulation the time of the first event is generated for each branch. Let these be t1A and t1B for element $A$ and $B$, respectively. t1A is an independent event which is recorded by the program. t11B is examined with respect to the
state of $A$. Since at $t 11 B A$ was working, this failure time is not taken into account until laten. Element Bfails at t1B $=t 1 A+t ' 1 B$. After this, both elements are under repair. $B$ becomes available first and starts service; hence the subsequent failure time t3B is recorded, although A becomes available in the meantime. Events at t3A and t4A are independent. t'5B is once again suspended because $A$ is functioning. The next failure of $B$ is computed a.s $t 5 B=t 5 A+t 5 B$.

In general, failure and/or repair may be a dependent mechanism. At the time of sampling the appropriate distribution of the dependent branch a chock is made to see if the independent branch is operating in the same mode. If so, the time of the next dependerit event is adjusted according to the next event in the independent branch; otherwise it is treated in the same way as for an independent event.

Inverse dependency is an identical mechanism except that:
i) The initial state of the dependent element is inverted i.e. fail to repair and vice versa.
ii) The next event time of the dependent branch is modified if its mode (failed or working) is opposite to that of the branch on which it is dependent.
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### 2.2.3 THE SWITCH

In order that more complex situations may be modellea an additional element has been invented. This element, called the switch, has a discontinuous cunulative distribution function characterised by figure 2.2A. The tirne t' at which the probability of the event changes from 0 to 1 is known as

the switch time. By making the operation of the switch dependent on some independent event or events it is possible to use this auxiliary modelling device in a variety of apparently different practical situations. In the light of experience it can be supposed that the switch may be a universal modelling tool. This means that new modelling problems may be solved with the judicious use of the switch.

The operation of a dependent switch is shown in figure 2.3. The 'switch time' of the switch can be set so short that, compared with the timing of any other event in the system, the switch appears to act instantaneously. The user sets this time as desired.

FUNCTIONING


### 2.2.4 STANDBY

In the classic standby situation an element is in service only when the corresponding independent element fails. Assuming the standby element has infinite shelf life then it can be modelled in two ways. In the example of figure $2.4 \mathrm{~A}, \mathrm{X}$ is an element whose operation is dependent on $M$. $X$ will not. come into service initially until $M$ fails for the first time.

figure 2.4A


Assuming normal repair functions on both $X$ and $M, X$ will always be on standby unless $M$ has actually failed. The disadvantage of this model is that, following a failure of $M$, $X$ remains operational even after repair of $M$ as can be seen from the explanation of the dependency concept. This will not affect the performance of some systems but in other cases it may cause misleading or ambiguous results, i.e. when more than one route is required for the system to operate. Hence, in general, the alternative model shown in figure 2.4 B is recommended. An additional series element is inserted in the standby path. This is an inverse dependent switch which fails when $M$ repairs and repairs when M fails. Thus the standby path is not available while. $M$ is functioning. An additional constraint can be imposed by making the failure or repair of $M$ dependent on the failure or repair of $X$. This has the effect of not bringing $M$ back into service until $X$ has failed.

The standby models so far described all have the property that, for the duration of the switch time, there are no working routes available in this part of the system. The switch time may be chosen by the user to represent the period of failure while the standby is brought into service. If the standby is in a series branch, for this period the system will be in a failed state.

In sone systems the changeover to standby is accomplished practically instanteously and the functioning of the systern is not disrupted for any appreciable time. Since the models of figure 2.4 A and figure 2.4 B record a system failure for the duration of the switch time, all the output parameters dependent on the number of systems failures (M.T.B.F.M.T.F.F. etc) will be distorted, as in many practical systems these failures are ignored. An alternative model is shown in figure 2.4C which correctly represents such a situation.

figure 2.4 C

Y is an additional switch element which fails when $M$ fails and repairs when $M$ repairs. The switch time of $Y$ though is made longer than that of $S$ to cover the transition that causes the system failure. Figure 2.5 illustrates the model.

figure 2.5

### 22.5 DUPLICATE ELEMENTS

It is sometime necessary to include the same physical element a number of times in the same reliability structure. Such a situation may arise in the course of modelling a complex system
where it may be quite difficult to ensure that scme element forms part of all the correct routes. By using dependent switches in the structure it is possible to acinieve the required. model if the switches (with a small switch time) are made dependent on an element which has the distributions of the required single element.

### 2.2.6 TIME OPERATED SWITCH

Some systems require a model that is able to cater for predetermined or periodic switching of equipment. For example, two receiver channels might be available in a system, one being the in-service channel, the other the out-of-service channel. Every n hours the roles of these channels would be switched round. By using the switch as a free-running clock it is possible to model this. Figure2.5A shows a possible block diagram for modelling the two receiver channel system.


Element 3 is a switch that opens at a certain time $t$ Element 1 is a switch that closes at a certain time $t$

Hence the effect is to switch in element 2 at $t$, switching out element 4 at the same time.
$A^{\circ}$ multiple switch shown in figure 2.6 A could be modelled as in figure 2.6B

figure 2.6A


A time sequence governing the operation of the model could be represented as in figure 2.7.

$t_{1}, t_{2}, t_{3}$ represent the times at which the switch changes. Element 1 fails at $t_{1}$, element 2 being repaired at the same time. Element 3 fails at $t_{2}$, element 4 being repaired at the same time. Element 5 fails at $t_{3}$. A cyclic switch could be made by having dependent failure and repair with an initial independent switch.

### 2.3 N OUT OF M REDUNDANCY

This is a special case of parallel redundancy where, by definition, a specified minimum number ( $n$ ) of all m independent parallel elements must be functioningfor the system to function. The situation may be modelled in two ways:

1) The $n$ out of $m$ section may be regarded as a separate nest of the system, (see section 2.4 for nesting). 'Im' is an input parameter. RELY records a nest failure when the number of functioning branches falls below m.
2) A parallel structure containing all combinations of $n$ out of $m$ elements may be set up using the facility of duplicate elements. The network shown, figure 2.8, illustrates the model for the 2 out of 4 case.

figure 2.3

This method is clumsy for any but the simplest cases.

### 2.4 THE CONCEPT OF NESTIITG

The model of a complex system may contain many elements. In order to simulate this model in an efficient way it is necessary to partition it into smaller, two-terminal units called nests. Thus, nesting is a facility provided so that a complex system can be subdivided into nests of readily manageable size. In the case of a complex system such sub-divisions may need to be organised hierarchically in order to keep the number of elements contained in each nest and the number of routes through the structure within reasonable bounds. The ideal nest size, governed by machine space and time considerations, is discussed in section 4.2.6.

Figure 2.9 shows a simple system which has been nested to illustrate the concept. Normally systems as simple as this would not be nested but this example demonstrates the technique. Elements 10 and 20 are the lowest level of resolution. No distributions are available describing the failure and repair of these elements. Nests 2 and 3 are the actual representation of elements 10 and 20 and distributions are available for elements 1, 2 and 7. Element 8 is further broken down to Nest 4, elements 11 and 12.

figure 2.9
Simulation of this system would start with nest 4 . The outcome of that simulation would be used to obtain distributions describing the performance of element 8, nest 3 . Then nests 2 and 3 would be simulated, the results used for elements 10 and 20 of nest l. Finally nest 1 would be simulated and the overall system performance obtained.

### 2.5 A COMPLEX MODELLING EXAMPLE

Figure 2.10 represents the fault tree of a gas production unit as described by the reliability engineers of a chemical plant. This is the boolean dual of the success model of the contact network used by RELY. The corresponding contact network model of figure 2.10 is shown in figure 2.11 incorporating a number of auxiliary elements for the purpose of describing specific features of the system as discussed below. The data for this model is contained in figure 2.12. The unusual modelling features are as follows:

Units 31,33 . The condition $B$ excludes $A$ is catered for by the serics combination of 31 and 33 . When $B$ fails the path 31,33 is broken.

Units 3, 4. These are clocks with periods of 1 month and 6 months respectively. Any, unit that has a T.P. repair is repaired after the T.P. period if it had failed.

The repair on unit 1233 is provided by the switch, 1222. Unit 122 represents the alarm failure. If failure occurs then 1222 fails and takes 10 hours to repair, 122 itself being repaired after 1 month. The repair of 1233 is dependent on 1222 but delayed by 0.1 hours. Thus if 1233 (the alarm) had failed then repair is delayed by 10 hours.

Figure 2.13 shows the branch and system failure and repair information for 200 runs of 10 years each. ( 07600 hours). The system is only available to fail if there is a demand on the gas to absorpticn unit (31.and 33). This denand only occurs either 4 times a year for 8 hours each or, exponentialiy, with $\mu$ of $0.8 / y e a r$ and $\mu$ repair of 0.1 hours. It can be seen from figure 2.13 that of the 9425 times there was a demand (failures of 31 and 33), on 41 of these occasions the rest of the system was unavailable, thus making 31 or 33 cause a system failure. On 6 other occasions when there was a demand, another unit failed during the demand. The time to first failure for the 47 system failures is 58393 hours ( 6.67 years). The system repair time is 6.92 hours.

The model could be further refined by taking some practical considerations such as ensuring certain vital units are available before allowing a demand. For example if both the running fan and the standby fan were unavailable then clearly the system would fail at once.

If this example were a design study then the next stage would be to remove 31 and 33 so as to see which units in the system caused the system not to be available for 41 of the times of demand.

Furthur examples of modelling may be found in chapter 7 where 3 design studies are described.

### 2.6 MODELLING EXPERIENCE

The majority of experience gained in the use of these modelling techniques (and subsequent simulation of the models) concerns complex equipment systems such as control and communication systems. Although the diversity of reliability problems of such systems might be considered sufficient proof of the flexibility of the modelling methods, efforts were directed to gain experience in modelling and simulating totally different classes of systems. This experience includes the prediction of the reliability of the service provided to patients in a newly built. hospital.

Another example, the investigation of the safety of a gas production unit, is detailed in the previous section of this chapter.
2.7 MODELLING FOR SPARES ESTIIAFIION

Spares cstimation is a facility that was incorporated late on into the project at the request of the sponsoring catahlishment, A.S.W.E. The concepts and implementation involved in spares estination are described in section 4.2 .7 but some aspects involve modelling.

In a spares situation, a system normally has a number of identical pieces of equipment appearing in different parts of the associated reliability block diagram. Consequently, it is necessary when devising the overall reliability block diagmam to take this into account. Should the identical units be spread over a number of nests, it is a requirement of the method used for spares estimation that these nests be the parts of a series chain. All the normal modelling techniques will work for spares estimation.
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MISSION TIME 17520 (2 YEARS)

|  | ELETVENT | NODE <br> NUMBERS | FAIL CODE <br> PARAMETERS AND DEPENDENCIES | REPAIR CODE PARAVETERS AND DEPENDENCIES | ELEMENT NAME | REMARKS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 31 | 17 | $1,0.913 \times 10^{-4}$ | 1, 01 | GAS TO ABSORPIION UNIT 'A' |  |
|  |  |  |  |  |  |  |
|  | 33 | 12 | 3,2190 | 3,8 | GAS TO ABSORPTION UNIT ${ }^{\text { }} \mathrm{B}$ ' | . |
|  | 13 | 18 | $1,1.14 \times 10^{-5}$ | 3,0.1×10 ${ }^{-5},(3)$ | ISOLATION ERROR | REGULAR MONTHLY REPAIR AVAILABLE |
|  | 14 | 89 | $1,0.57 \times 10^{-5}$ | $3,0.1 \times 10^{-5},(4)$ | BLOCKAGE | GEGULAR 6-MONTHLY REPAIR AVAILASIE |
|  | 111 | $9 \quad 10$ | 1, $1.14 \times 10^{-5}$ | 1,4 | POWER FAILURE |  |
|  | 112 | $10 \quad 11$ | 1, 4.56×10 ${ }^{-5}$ | $3,6$ | RUNNING FAN STOPPED |  |
|  | 1233 | 1115 | 1, $3.42 \times 10^{65}$ | 3, 0.1 (1222) | PCV OPENS SPURIOUSLY ' | REPAIR DELAYED IF ALARM HOT OPERATIONAL |
|  | 121 | 152 | 1,2.28×10 ${ }^{-5}$ | $3,0.1 \times 10^{-5},(3)$ | - FCV STUCK OPEN | REGULAR MONTHLY REPAIR AVAILABLE |
|  | 1132 | 10. 12 | 3, 2190 | 3, 22 | STANDBY FAN UNAVAILABLE |  |
|  | 11311 | 12. 13 | $1,3.42 \times 10^{-5}$ | 3,6(3) | AUTO-START FAILURE | REGULAR MONTHILY REPAIR AVAILABIE |
|  | 11312 | 1314 | 1, $1.14 \times 10^{-5}$ | 3,6(3) | NON-RETURN VALVE FAILTRE | REGULAR MONTHILY REPAIR AVAILAELT |
| 思 | 11313 | $14 \quad 11$ | 1, $0.7 \times 10^{-5}$ | 3;6(3) | ISOLLATION ERPOR | REGULAR MONTHLY REPAIR AVAILABLP |
| $\begin{aligned} & \text { స్ } \end{aligned}$ $N$ | 122 | 26 | 1,5.7×10-5 | $3,0.1 \times 10^{-5},(3)$ | ALARPI NOT OFERATIONAL | REGULAR MONTHLY REPAIR AVAILABI® |
| $i$ | 1222 | 25 | $3,0.1 \times 10^{-5},(122)$ | 3, 10 | DUMIM ELEVENT | REPAIR DELAY 10 HOURS IF ALARM NOT OPERATIONAL |
|  | 4 | 24 | 3, 2160 | 3,2160 | DUMMY ELEMENT | REGUIAR 6-MONTHLY REPAIR |
|  | 3 | 23 | 3, 360 | 3, 360 | DUMMI ELFMEITT | REGUIAR MONTHLY REPAIR |

ANALYSIS OF BRANCH FAILURES AND REPAIRS
NEST LEVEL 1

| BRANCH NO | SYSTEM FAILURES | BRANCH <br> fatludes | SYSTEM REPATRS | BRANCH REPATRS |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | 24400 | 0 | 24200 |
| 4 | 0 | 4000 | 0 - | 4000 |
| 13 | 1 | 186 | 1 | J 86 |
| 14 | 0 | 112 | 0 | 112 |
| 31 | 8 | 1625 | 8 | 1625 |
| 33 | 33 | 7800 | 31 | 7800 |
| 111 | 2 | 201 | 2 | 201 |
| 112 | 0 | 84.2 | 0 | 842 |
| 121 | 2 | 383 | 4 | 383 |
| 122 | 0 | 1014 | 0 | 1012 |
| 1132 | 0 | 7800 | 0 | 7800 |
| 1.222 | 0 | 10455 | . 0 | 10453 |
| 1233 | 1 | 609 | 1 | 609 |
| 11311 | 0 | 600. | 0 | 599 |
| 11312 | 0 | 178 | c | 176 |
| 11313 | 0 | 127 | 0 | 127 |
|  | 47 | 00332 | 47 | 60125 |

figure 2.13

### 3.1 Tile program and the 1900 COMPUTER SYSTEM

The choice of computer system influences the structure and format of the program. The 1900 system was chosen for this program primarily because of the existance of a 1905 machine at the Polytechnic. Access to 1900 .machines is fairly easy and sc most potential users would be able to have a copy of the program on a convenient machine. The other major area of choice in program development is the programming language used. ALGOL 60 was chosen for a number of reasons:
i) It is the preferred language of the sponsoring establishment A.S.W:E.
ii) Implementation of algorithms is fairly straightforward as ALGOL is an 'algorithmic language'.
iii) The sophistication of ALGOL 60 over all other high level languages available, (ALGOL 68 was not generally available at the time), makes the design of modules and control software fairly simple.
iv) The program makes heavy use of dynamic array structures which are not available in other languages.
v) It is the programming language most familiar to the author.
vi) The objective of portability is maintained as ALGOL 60 is widely available on other major computer systems.
vii) The 'procedure' concept in ALGOL 60 enables a modular structure to be realised fairly easily. The modular implementation chosen is described in chapter 4.2 .

The choice of the 1900 system gives access to certain software and hardware facilities available with this range. The ones that were considered are:
i) Segmentation: A segment is the smallest unit that can be compiled. By the use of segmentation one may devise a program which can consist of a number of secments in different languages. Each segment is compiled by its own
compiler and the whole program is constructed by consolidating the appropriate segments together by means of a universal consolidatorc
ii) Overlaying: This is a facility available on machines with a backing store, ideally disc, which allows part of a program to reside in store during run time rather than needing to hold all the prosram in store. This is useful as it increases the data area and may allow a program to. run on a small machine.
iii) Interrupt facility: This exists in some form on all modern machines and enables the processor to timeshare peripherals. It is implemented by use of certain extracodes which perform distinct tasks. These extracodes are available at assembly code level programming. They enable a peripheral transfer to be initiated and processing to be carried on until the stage is reached where the buffer of that peripheral would be overwritten before it had been emptied. The other possibility is subprogramming where a program is diviced into members and each member is allowed to be active. However, it is a difficult technique to implement practically.
iv) Backing Store: Large volumes of data not actually being analysed can be kept on backing store. In ALGOL, arrays or part arrays can be written and read from backing store which can either be magnetic tape or disc.
v) Multiprogramming: This enables more than one program to run at any time. It is timesharing at program level.
vi) Trusted program status: Programs which can run other programs or have a program under control are called trusted programs. They are allowed to do certain tasks, by the machine's executive, which ordinary programs. are not allowed to do.

Some of these facilities have been incorporated. Figure 3.1 shows the phases of a compilation process. A nodule or subroutine library is constructed by passing the source program
statements through the compiler and producing semi-compiled output which is stored in a library file on disc. To produce a working progran the master segment or module (super... visor or control section): is passed through the ALGOL compiler. The semi-compiled output is combined with the semicompiled library modules by a universal consolidator to produce an overlaid binary object program. The overlay units are held on disc, the master segment being permanently held in store.

Overlaying is achieved by dividing the store into overlay areas and a permanent area. In each overlay area are assigned a number of overlay units of which only one can be present at any one time. The permanent area contains the supervisor which is as small as possible. The structure envisaged allows a number of overlay areas to be used for applications modules so that more than one application module could be operating. Likewise with housekeeping modules, a special type of module described in section 4.2.9. This would allow a form of subprogramming by timesharing. This sophisticated structure was not implemented fully but a subsct was used where one overlay area was assigned.

An important consideration is the peripheral requirements of the program. The 1900 system has peripherals of three main types accessible by program.
i) Basic Input devices:

Paper tape reader
Card reader
Magnetic or optical encoding reader
Timesharing terminal
ii) Basic Output devices:

Paper tape punch
Card punch
Lineprinter
Graph Plotter
Timesharing terminal

figure 3.1
iii) Storage devices:

Magnetic tape
Disk (fixed or exchangeable)
Drum
In deciding which peripherals to make use of, the availability of the different types on 1900 installations must be borne in mind. All normal installations have either a paper tape reader or card reader. RELY allows use of either. All normal installations have a lineprinter so RELY only requires a lineprinter as an output device. All normal installations have at least two tape decks and disc storage. However, disc storage is a limited utility. It is available as named files of a fixed size or workspace available for the duration of a run. Tapes are available as complete units capable of mass data storage. As a result, the backing store medium chosen was tape, and disc storage used as workspace for a small amount of data handling. Tapes have the disadvantage of being slow, although this is not a drawback from a user point of view. The operating system on large 1900 machines allows tapes to be simulated by disc files and this removes the disadvantage of slowness. The main drawback of a tape backing store, however, is that tape is a serial storage device as opposed to disc which is a random access device. This drawback has been overcome by the backing store housekeeping module described in section $4,2,9$ which treats tape as though it were a random access device. Combined with the operating system facility, it provides a flexible backing store system.

This choice of peripherals has enabled the installation of the program on other 1900's without alterations. In addition, the overlay technique has allowed machines of 32 K store to be used, this being chosen as the smallest-practical installation.

### 3.2 USE OF PROGRAM

The description of the use of the progran can be dividad into two sections.
i) Operating considerations.
ii) User considerations.
i) Operating a computer program can be performed by an operator (manual method) or by an operating systen (automatic method). The latter mode is normally used and it is desirable that the operating instructions be kept as simple as possible in order to simplify the job description. RELY requires the following sequence of operations.

1) Load two magnetic tapes.
2) Make available an input device (card or paper tape reader).
3) Make available a lineprinter.
4) Load the program into the computer.
5) Set switches to control mode of program operation.
6) Activate the program.
7) Delete the program on completion.
ii) A complex computer program requires that the user should have a certain level of knowledge so that efficient use may be made of the program. To this end a user guide has been issued, see chapter 6.1.

The user has control over:
i) The input data.
ii) The outputs available.
iii) The mode of operation of the program.
i) The choice of input data determines the efficiency of the simulation. By tailoring the reliability block diagram according to the recommendations of the user guide (nesting if necessary), the user is able to extract maximum information from a simulation. The choice of mission time and number of runs is particularly important.
ii) A choice of outputs exist. Chapter 8.2.1 outlines the full and summarised output facilities. The user can control the number and range of output by five output control parameters.
iii) The mode of operations is controlled by the setting of eight system switches (a software representation of console switches). The switches perform the following operations if set:

1) Input all data on paper tape. Default is card.
2) Terminate run after ROUTEANALYSIS output. This is used where simulation is not required.
3) Start frogram at simulation stage with a previously assembled data file. This is used if 2) had been used on the previous run.
4) Frovide a summary output. This is used for remote terminal users.
5) Extend data file from 400 records to 1000 records.
6) Start program at output stage. This will output all the results of a previous simulation. It would be used if a previous run had 4) set.
7) Provide Spares Estimation. This will - cause the spares data to be input.
8) Provide a repeatable random sequence. This allows an identical random number stream to be used.

A start number can be placed in the program by the user if desired.
4. THFP PREDICTTON PROGRAM RELY

The major part of the research into comirter aided reliability prediction was devoted to the design and inpiementation of a computer program for use by reliability engineers. The program, which is described in detail in this chapter, utilises the modelling techniques discussed in Chapter 2.

### 4.1 OBJECTIVES OF PROGRAM

It was envisaged from the conceptual stage that certain objectives would control the way in which the program was to be developed.
i) The program must be user orientated.
ii) The program must provide some useful facilities for reliakility engineers as soon after the start of the project as possible, gradually extending these throughcut the duaation of the project.
iii) The program must have inputs and outputs that are recognised as standard methods oi system reliability description by designers in the reliability field.
iv) The program must be efficient.
v) The program must be portable.
vi) The program must not be constrained by an unrealistic demand of central processor and peripheral resources.
i) This was the fundamental objective because it was intended that the sponsors, A.S.W.E., would use the program from an early stage. The most important requirement of A.S.W.E. was the ease of use, even, if necessary, at the expense of efriciency and accuracy.
ii) The design philosophy of many programs demands the delay of the release of software until, sometimes, years of development have been carried out. In order that the sponsors, A.S.W.E., could get an indication of the state of development and could comment upon the facilities provided, the first issue of the program was made available about one year after the start of the project. An additional advantage of this design philosophy was that, since sophisticated new facilities were gradually introduced, users were educated in the use of the program by easy stages. Thus, the project encountered none of the usual user resiatance to CAD.
iii) The input and output formats affect user acceptance but go further. It is possible to design an input language which offers ease of coding but requires a transformation from a standird system description to arr unusual one. The chosen method of modelling (section 2.1) uses a standard formulation of the problem and, accordingly, this type of description was chosen.

Standard recognised output formats, such as tables, histograms, graphs etc. have been provided to suit user preference.
iv) The efficiency of a program relates to user acceptance in terms of cost of a program run. If the cost is prohibitive compared with existing programs then users will be reluctant to make extensive use of the program in spite of its sophjisticated facilities. Chapter 4.2.4 describes the methods that were employed to improve the efficiency of the program.
v) Program portability can be considered in two stages. Firstly, portability amongst computers of the same range (the ICL 1900 series in this case). Secondly, portability amongst computers of comparable size to the prime computer for which the progran was desigried. The first consideration is fairly straightforward apart from machines at the top end of the 1900 range. There are features present on the 1906A, such as paging, that require fundamental changes in the structure of a program developed on a more modest 1900 computer. The second consideration conflicts with efficiency because making a program more efficient usually involves employing special features of a particular computer. A compromise involves modular design, (section 4.2), where sections of the program are written in assembler code as a replacement for high level language equivalents. This improves efficiency at the expense of machine dependence. Portability is achieved by replacing the assembler code with the high level language equivalents and efficiency improved on the new machine by the conversion of these modules to that machine's assembler. . Identifying those parts of the program which critically affected efficiency and incorporating these into a single, assembler-language module of relatively modest size, it has proven possible to find a compromise between the conflicting demands of efficiency and portability.
vi) It is easy to make wide use of all the peripherals of a computer available to the programmer. This has two major drawbacks. Firstly,
should one of these peripherals be unavailable due to breakdown or use by another program then this would/might curtail a run of the program. Secondiy, it would affect the feasibility of using the program on other, more modest, installations. Chapter 3.1 details how this object has been met.

### 4.2 THE STRUCTTTRAL COMPONENTS OF THE PROGRAM

The fundamental feature of the program is its modular construction. A modular program comprises a number of units known as modules, organised by a control or sunervisor. This type of structure is very flexible as a working program . can be produced after a much shorter time than compared with a monolithic approach. Bxtra facilities and sophistication can be achieved by adding modules or replacing modules with better equivalents. Nodular programming is ar area of study in itself and consequently the structure used by RELY is fairly simple. The main features of the RELY inplementation are:
i) Set processing tasks like input, histocram gutput, etc. are entities called applications modules and exist es procedure segments normally held on the module library file.
ii) Data file communication is achieved by a housekeeping module. Requests for data are handled by this module.
iii) With the exception of the housekeeping module, applications modules do not communicate with other appli.cations modules. All interaction is achieved by the control section.
iv) Applications modules are written in ALGOL except for a few modules where assembler code has been used to improve efficiency. ALGOL equivalents do exist for portability and development purposes.

With this structure it is possible to incorporate new facilitites with relatively minor modifications to the control structure. Examples of this are nesting and spares estimation, both of which are fairly complex facilities but were implemented at late stages of development of the project without much trouble and without disturbing facilities developed earlier.

The linkpin of the structure, however, is the hovsekeeping module. As mentioned in the previous section, this module allows the data file on tape to be treated as if it were held on a random access device. It gives complete flexibility in the order in which
applications modules are called within the limits of the logical daia flow, i.c. input must come before output. It allows the data file to be treated as a black box into which data is entered and then extracted as necessary. Thus, devising a. new module to perform a task is straightforward from a data file consideration; if this new module requires a record of information placed on the file somewhere a request to the housekeeping module for this record will be all that is required. It is analogous to asking a librarian for a book and waiting while he fetches it.

The file is held on magnetic tape which is a cheap mass storage medium. It allows very long simulations to be carried out without the danger of the data file overflowing. The partial results of one run can be retained and used for . the next mun e.g. data input and verification. In addition to the data file, a second tape is used as a temporary storage device. This second tape is particularly useful during simulation, allowing the output to be written in assembler format (not standard ALGOL records as the data file) for speed of processiñ

The description of the component parts of the program follows. The modules are described using the format:
a) Purpose of modules.
b) Theoretical considerations and practical context.
c) Structure of the modules in terms of information flow.
d) Algorithms used.

Modules are grouped, when appropriate, according to the function they perform.

### 4.2.1 DATA INPUT MODULES.

Three modules are responsible for data input. INPUTROUTINE is the main input module, CONPARIN is used for output control paramieters and SPARESTNPUT inputs sparing data. the first two of these are dealt with here while SPARESINPUT is described in section 4.2.7.
a) Purnose of modules

ITPUTMOUTINE is designca to input a reliabiljity block diagrau; see section 2.1. The topology is described by branch numbers and the node numbers between the branches. The probablistic information about the failure and repair characteristics of the elements is described by distribution types in the form of code numbers together with the parameters appropriate to the distributions. Interdependencies, see section 2.2, are described by branch numbers. In addition to the reliabilitiy block diagram, information is required about the characteristics of the simulation. Parameters specifying the length of simulated time, the number of simulations, the number of routes required for a working system and nesting structure, see section 2.4, are also input by INPUIROUTINE. Control of output is achieved by CONPARIN. Five outputs are available:
i) System Pailura Rate (SFR)
ii) System Repair Time (SRT)
iii) Availability
iv) Time Between Failure (MTBF)
v) Time to First Failure (MITF).

A parameter is associated with each of these outputs which will:
i) Suppress the output.
ii) Allow choice of the histogram $Y$ axis maximum.
iii) Give automatic histogram $Y$ axis maximum.

Error checks are performed on the input data. The errors that are detected are:
i) Number of branches < 1 or number of nodes < 2 .
ii) Incorrect number of parameters for current branch.
iii) Missing branch delimiter ( $/$ ) See part b) of this section.
iv) Two identical branch numbers.
vi) Specified input/output node doesn't match an encountered node.
vii) Nest termination parameter not encountered.

At the end of a line of branch input a / (solidus) is searched for. This is used as a check on the correct number oi branch parameters being input. The parameter specification takes the following form. One set of nest parameters per nest:

$$
\mathrm{A}, \mathrm{X}, \mathrm{~B}, \mathrm{C}, \mathrm{D}, \mathrm{~F}_{9} \mathrm{~F}_{9} \mathrm{G}
$$

$A=$ Block Replacement ITumber (Positive Integer)
$\mathrm{X}=$ Replacement Nest Level (Positive Integer)
$B=$ Nest Number $\quad$ (Positive Integer).
$C=$ Number of Branches (Positive Integer)
$D=$ Number of Nodes (Positive Integer)
$\mathrm{E}=$ Number of Routes for System to Operate (Positive Integer)
$F=$ Mission Time (Positive Integer)
$G=$ Number of Simulations (Positive Integer)
One set of branch pararieters per branch:

| $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}, \mathrm{G}, \mathrm{H}, \mathrm{J}, \mathrm{K}, \mathrm{L}$ |  |
| :--- | :--- |
| $\mathrm{A}=$ Branch Number |  |
| $\mathrm{B}, \mathrm{C}=$ Node Numbers | (Positive Integer) |
| $\mathrm{D}=$ Fail Code | (Positive Integer) |
| $\mathrm{F}, \mathrm{F}=$ Fail Parameters | (Positive Integer) |
| $\mathrm{G}=$ Repair Code | (Real) |
| $\mathrm{H}, \mathrm{J}=$ Repair Parameters | (Positive Integer) |
| $\mathrm{K}, \mathrm{L}=$ Dependency Parameters | (Real) |

One set of terminal nodes per nest:

| $A, B$ |  |
| :--- | :--- |
| $A$ |  |
| $B$ | Input Node |
| B Output Node | (Positive Integer) |

Onc nest terminal parameter:

* = More Nests to follow
$\uparrow=$ Current Nest is last Nest.

figure 4.1
Consider the example shown in figure 4.1. Branch 1 is independent of 2 and 3, and is characterised by a Weibull distrjbution. Branch 2 is a standby of branch 1 and its failure is dependent on it. It too is charactèrised by a Weibull distribution. Branch 3 is a switch that switches in 2 on a failure of 1. It operates in 1 second. This model is a standby dependency described in section 2.2.4. The code letters for the aistributions are described in section 4.2.3, but for this example the correct numbers are used as described in that section. The nesting parameters $A, X, B$ are set as for a single nest system. The complete input is:

$$
\begin{aligned}
& 0,1,1,3,3,1,100,10 \\
& 1,1,2,1,2,3,1,2,3,0,0, / \\
& 2,1,3,1,2,3,1,2,3,1,0, / \\
& 3,3,2,3, \cdot 017,0,3, \cdot 017,0,-1,-1, / \\
& 1,2, \uparrow \\
& 0,0,0,0,0
\end{aligned}
$$

The mission time has been set at 100 hours with 10 runs.
c) Structure of the modules in terms of information flow. The Input device is selected (cards or paper tape)
and the nest control parameters read in. The number of branches and number of nodes are used to set up arrays to.hold the connection table describing the reliability block diagram. A loop is then entered to periorm the following steps:
i) A complete line of branch data (11 paraneters) is read into a temporary vector.
ii) Error checks 2 and 3 are performed.

On completion of this loop the next phase of data checking is carried out, error checks 4 and 5. For internal manipulations the user branch and node numbers are converted into a sequential set of numbers starting at 1. This process is carried out Wy first sorting the branches into ascending order. Then a sequential set is constructed and a node directory compiled of user node numbers versus internal node numbers.

To illustrate, consider figure 4.2.
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The connection table after input:

| branches | Nodes |  |
| :---: | :---: | :---: |
| 16 | 8 | 2 |
| 23 | 8 | 2 |
| 9 | 15 | 8 |

figure 4.3a

After numeric sorting on the branch numbers:

| Dranches | Nodes |  |
| :---: | :---: | :---: |
| 9 | 15 | 8 |
| 16 | 8 | 2 |
| 23 | 8 | 2 |

figure 4.3b

The node directory would appear:

| Internal node | Usser node |
| :---: | :---: |
| 1 | 15 |
| 2 | 8 |
| 3 | 2 |

figure 4.3c

The connection table would then be altered to:

| Kranches | Nodes |  |
| :---: | :--- | :--- | :--- |
| 9 | 1 | 2 |
| 16 | 2 | 3 |
| 23 | 2 | 3 |$\quad$ figure 4.3d

Branch 9 would be internal kranch number 1 (1st row) Branch 16 would be internai branch number 2 (2nd row) Branch 23 would be internal branch number 3 (3rd row) The dependency branch numbers are 2.1 so converted to internal branch numbers. The terminal nodes are now input and error check 6 carried out. Then the nes.t terminator is searched for and if it is not encountered within 5 papertape claracters or 80 card characters (the remaining blarks on an 80 column card are treated as spaces by 1900 hardware) then error 7 is displayed. This makes the search finite. The arrays are then written to the data file by the housekeeping module and if more nests follow (nest terminator. * encountered) then the whole process is repeated.
d) Algorithms used

No special algorithms are used. Because the number of branches per nest is small, typically 20, no special sorting algorithms are used for the ascending branch order sort.

### 4.2.2 FOUTE SFARCHTNG AND PRODUCTION OF STATUS TABLE These functions are carried out by one module ROUTESEARCH.

a) Purpose of modules

The purpose of this module is to take the connection table produced by INPUTROUTINE ard construct, a status table.
b) Theoretical considerations and practical context

In order to be able to perform simulation it is necessary to convert the reliability block diagram into a more suitable format, A reliability block diagram is coded-by assigning unique positive integer numbers to each node and to each branch and then describing the nodes linked by each branch. I'his method is user orientated. The process of obtaining a more machine orientated format involves

constructing the connection matrix of the reliability block diagram. A connection matrix has branches by rows and nodes by colums. The terminations of a branch are indicated by two 1's in the appropriate columns. The connection matrix for figure 4.4 would be:

|  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 0 |
| 2 | 0 | 1 | 1 |
| 3 | 0 | 1 | 1 |
| 4 | 0 | 1 | 1 |

This connection matrix is used as a basis for obtaining the status table. Thjis table provides information about the state function which, when combined with.a time sequence, provides an immediate assessment of the state of the system. The state function of figure 4.4 would be:

## (1 'AND' 2)POR' (1 'AND' 3):OR' (1 :AND' 4)

alternatively written $(1.2)+(1.3)+(1.4)$
Another way of considering the state function is to imagine it describing all the routes from the input to the output (the number of 'AND's.). The status table displays all these routes and the current state of the routes during the time sequence is given by altering the values of the elements from 1 to -1. The status table for figure 4.4 would be:

branches \begin{tabular}{c}
<br>
<br>
<br>
2 <br>
2 <br>
3 <br>
4

 

\hline 1 \& 1 \& 1 <br>
\hline 1 \& 0 \& 0 <br>
\hline 0 \& 1 \& 0 <br>
\hline 0 \& 0 \& 1 <br>
\hline
\end{tabular}

This would indicate a working system (all routes functioning). Failure of branch 1 would disable all the routes and the system would fail. A full description of time simulation can be found in section 4.2.4.
c) Structure of the modules in terms of information flow The module is called by control on a nest by nest
basis. The comection terble for the current nest is obtained by the housekeeping module. The algorithm, see d), is used to construct each column of the status table on disc. This solves the problem of not knowing the number of routes until completion. At the end of the module the complete status table is read back and placed on the data file by the , housekeeping module.
d) Algorithms used

The only algorithm used is that for obtaining the routes.

Starting at the input node and proceeding always along the first ävailable branch of lowest serial number, a route is traced out. A record of the branches comprising the route is held in vector PR i.e. an entry $\operatorname{PR}[N]=1$ indicates the Nth branch lies on that route. A node list is kept in vector NL; j.e. an entry $N L[M]=1$ indicates the Mth node has been traversed. As each branch in the route is traced out, the nodes of that, branch are marked as unavailable in the connection matrix but the destination or second node of that branch is not marked until a check has been made in NL to ensure that this node has not already been traversed. If the node has already been encountered then the branch leading to this node is retraced, the other node of that branch then made available again and the path continued if possible taking the next branch of lowest serial number out of that node. Should there not be a branch available then the branch that initially lead into that node is retraced, that node then being removed from the node list, that entry branch from the path record and that node associated with that branch in the connection matrix made available. When the output node is encountered the path record is copied away. The branch that leads to the output node is retraced, the output node being deleted from the node list. The
branch and the node associated with it in the connection matrix are made available again from the path record. On arriving at the other node of the final branch, the search is then carried on as before, attempting to find the next branch of lowest serial number. When the retracing has been sent all the way back to the input node and no more branches are available then the algorithm stops as all the routes have been found.

The algorithm:
$I=$ Rows, $J=$ Columns. CONMAT is the connection matrix of dimension, number of branches (by row) by number of nodes (by column). IMAX $=$ number of rows +1 . $M$, the node list, is a vector of dimension number of nodes. $P R$, the path record, is a vector of dinension number of branches. CCNMAT [I,J] has three states 0,1 or 2. 0 indicates that a branch is not cornected to that node, 1 indicates that it is connected and 2 indicates that the node has been encountered.

1. Set $I=3$, $J=$ Input node, clear all lists, Set NJ $[J]$ to 1 .
2. If CONTAT$[I, J]=1$ go to 5.
3. Set $I=I+1$.
4. If $I=I M A X$ go to 11 otherwise go to 2 .
5. Put Comian $[I, J]=2$.
6. Find $J$ for which CONMAT $[I, J]=1, I$ retains previcus value $J$ varied.
7. If $N L[J]=1$ go to 19 .
8. $\operatorname{Set} \operatorname{NL}[J]=1 \cdot \operatorname{PR}[I]=1, \operatorname{commar}[I, J]=2$.
9. If $J=$ output rode go to 22 .
10. Set $I=1$ and go to 2 .
11. If $J=$ Input node then Stop.
12. Set $I=I-1$ 。
13. If CONMAT[I,J] $=2$ go to 14 otherwise go to 12.
14. $\operatorname{Set} \operatorname{CCMMAT}[I, J]=1$.
15. Reset $N L[J]=0, \operatorname{PR}[I]=0$.
16. Find $T$ for which CONMAM $[I, J]=2$ and set $\operatorname{COMMAT}[I, J]=1$.
17. $\operatorname{Set} I=I+1$.
18. If $I=I M A X$ go to 11 otherwise go to 2
19. Find $J$ for which Commam $[I, J]=2$ and set $\operatorname{comram}[I, J]=2$.
20. $\operatorname{Set} I=I+1$.
21. If $I=I M A X$ then go to 11 otherwise go to 2 .
22. Write away PR vector, set CONMAR $[I, J]:=1$, set $N L[J]=P R[I]=0$.
23. Find $J$ for which $\operatorname{CONMAT}[I, J]=2$ and $\operatorname{set} \operatorname{CONMAT}[I, J]=1$.
24. $\operatorname{Set} I=I+1$.
25. If $I=I M A X$ then go to 11 otherwise go to 2 .

Information about the failure and repair characteristics in the form of standard distributions is supplied at the input stage. Although this is in a usable form for simulation it is very time consuming to sample equations wi'h random numbers in order to obtain event times, (see section 4.2.4 for a theoretical description of time sjmulation). To speed up the process the cumulative distribution function is converted into a tabular format.
a) Purpose of modules

The purpose of the module, PROBPOINTS, is to convert a standard distribution function into a table of values of $t$ for 50 equally spaced values of $F(t)$ going from $0 \rightarrow 1$.
b) Theoretical consideratione and practical context.

The input routines; section 4.2.1, have provision for code numbers describing distribution types for each branch together with parameters pertaining to the appropriate distribution. The distributions available are:

$$
\begin{aligned}
& 0=\text { No distribution } \\
& 1=\text { Weibull } \\
& 2=\text { Lognormal } \\
& 3=\text { Switch }
\end{aligned}
$$

Weibull: 1st parameter is the scale parameter (K) 2nd parameter is the shape parameter (M)

An exponential distribution is obtained by putting the 2nd parameter to zero. The first parameter then becomes $\lambda$ the failure rate.

Lognormal: 1st parameter is the lower $3 \sigma$ point 2nd parameter is the upper $3 \sigma$ point

Switch: 1st parameter is the actual switch time 2nd parameter not used

Both Weibull and Lognormal are distributions that have the shape as shown in figure 4.5 .

figure 4.5

They are characterised by the properties:

$$
\begin{array}{ll}
t=0 & \text { at } F(t)=0 \\
t=\infty & \text { at } F(t)=1
\end{array}
$$

As the table of values of $t$ is designed to accept $F(t) 0-1$ a difficulty is created for $F(t)=1$. It is impossible to store $\infty$ as the final value in the table. Instead $10^{20}$ was used as a representation of $\infty$. However this gave rise to very large errors in the final section of the table. Should a random sample be generated in the last interval, see section 4.2.4 then the corresponding value of $t$ obtained by linear interpolation will be large, probably greater than the mission time. Consider the case of an exponential distribution with $\lambda=1$. The 49 th value in the table is 3.8632. The largest number that can be generated below 1 is 0.999999 (generator definition is $10^{-6}$ in range $0-1$ ). The value of $t$ corresponding to this $F(t)$ on an exponential distribution is 13.8155. Thus all values of $t$ on a true exponential, apart from the 1 in $10^{6}$ value of 1 , lie below 13.8156. Consider what actually happens with limits 3.8632 and $10^{20}$. Taking the next possible value of $F(t)$, after the 49th interval, which is 0.979001 results in a value of $t$ of $5.10^{15}$
which will be outiside any possible mission time as the mission time is an integer parame ter which cannot lic above $0388607\left(2^{23}-1\right)$. This metrod was replaced by a better approximation susgested by the users (reference 30 ) where $t 50=t 49+2 / \lambda . \quad \lambda$ can either be an input parameter as with exponential or calculated from the values in the table already found.
c) Structure of the nodules in terms of information flow The module is called on a nest by nest basis by control. The record containing the distribution code letters and parameters is obtained from the data file by the housekceping module. The code letter is used to switch to the correct section of the module depending on the distribuiion typc. The actual mechanism used to fill the table is described in d). When the table is full, the housckeeping module places the table on the data file.
d) Algorithms used

The Weibull distribution is described by the equation:

$$
F(t)=1-\operatorname{EXP}\left[\frac{-K_{t}^{m+1}}{m+1}\right]
$$

Writing as an inverse function:

$$
t=\operatorname{EXP}\left[\frac{L O G_{E}-\left(\frac{m+1}{K} L O G_{E}(1-F(t))\right)}{m+1}\right]
$$

Putting $m=0$ in the distribution function:

$$
\begin{gathered}
F(t)=1-\operatorname{EXP}(-K t) \quad \text { which is an exponential } \\
\text { distribution. }
\end{gathered}
$$

The process of obtaining the table is fairly straightforward. $F(t)$ is incremented from 0 to 0.979 in 49 equal steps and the equation solved.

The Iognormal distribution is obtained by generating a normal distribution and taking EXP $t$ for given values
of $P(t)$. The process used is lengthy and involves the following steps:
i) Generate values of $F(t)$ for given values of $t$ on a normal distribution, by numerical integration. The algorithrn used to do this is number 226, Generation of Normal Distribution Function from the collected algorithms published by the A.C.M., (reference 7). The mu and sigma must first be calculated from the lognormal upper and lower 3 ois by the following formulas:
$\mu=\operatorname{LOG}_{E}\left[\frac{(30 u+3 \sigma L) / 2}{\sqrt{1+\left(\frac{30 x-3 \sigma I}{3(3 \sigma u+3 \sigma L)}\right)^{2}}}\right]$
$\sigma=\sqrt{\left.\operatorname{LOG}\left[1+\left(\frac{3 \sigma u-3 \sigma L}{3(3 \sigma u+3 \sigma L}\right)\right)^{2}\right]}$
The range of $t$ is found from:

$$
\begin{aligned}
& \text { UPPER } t=\sigma \times 2.0055+\mu \\
& \text { JOWER } t=\mu-\sigma \times 2.0055
\end{aligned}
$$

figure 4.5aillustrates the validity of this.


$$
\begin{aligned}
& \alpha=\sigma \times 2.0055 . \quad \text { For probability of } 0.979 \\
& \text { ioe area under curve } \\
& \text { normalised } t=2.0055 .
\end{aligned}
$$

100 values of $F(t)$ are generated using this method.
IIi) Interpolate values of $F(t)$ first obtained, to obtain values of $t$ for reouired values of $F(t)$ (at equal intervals)。
iii) Transform the values of $t$ so obtained by calculating $\operatorname{EXP}(t)$.

The switch distribution is obtained by placing the switch time (the 1 st parameter of the distribution) into the table for all fifty values.

### 4.2.4 TIIM SJMULATJON

Three modules are responsible for time simulation; MTPOSITION, TIMESEQ anc TIMESERMT. TIMESZQ is the main module, the other two being backing store manipulation modules.
a) Purnose of modules

The purpose of the modules is to generate nest failure and repair times for a givon number of simulations each of a specified length using the status table generated by ROUTESEARCH, section 4.2.2, and the probability table generated by PROBPOINTS, section 4.2.3.
b) Theoretical considerations and practical context Time simulation is achieved by the following process.
i) Random samples are generated by the random number generator.
ii) These samples are applied to the failure distribution tables and linear interpolation carried out to obtain a first failure time for each element in the nest.
iii) The times so obtained are chained together so that rapid accessing of the sequence can be achieved.
iv) The times are applied to the status table and the state of the system checked after each time used.
v) The time previously used is replenished and chained into the sequence.
vi) This process is carried on until the required number of simulations each of the required length of time have been performed.

A simple example will illustrate the basic method. Consider the status table, figure 4.6, obtained from the reliability block diagram, rigure 4.7.


Figure 4.8 shows a possible time sequence for first failure together with its chaining.

$\longrightarrow$|  | 1 | 10 | 4 |
| ---: | ---: | ---: | ---: |
|  | $F$ |  |  |
| 3 | 1 | $F$ |  |
| 4 | $F$ |  |  |
|  |  |  |  |

After the first time; 8 hours, the status table will be:

| 1 | 1 | 1 |
| ---: | :--- | :--- |
| -1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 1 |$\quad$ figure 4.9

and an additional vector, the routes available vector will appear:

| 0 | 1 | 1 |
| :--- | :--- | :--- |$\quad$ figure 4.10

indicating 2 routes still available. Replenishment of the event time for branch 2 could produce a new time sequence thus:
$\longrightarrow .\left[\begin{array}{c|c|c}10 & 4 & F \\ 15 & 3 & R \\ 16 & & F \\ 14 & 2 & F \\ \hline\end{array} \quad\right.$ figure 4.11

Applying the next event, failure of branch 1 at 10 hours would produce a status table and routes available vector:

| -1 | -1 | -1 |
| :---: | :---: | :---: |
| -1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 1 |


| 0 | 0 | 0 |
| :---: | :---: | :---: |

Thus the system would fail at 10 hours and this would be recorded.

The simulation requires a number of input records from the data file. The modules are all written in Assembler code for reasons explained later on in this section and consequentily the request to the housekeeping module for the records has to originate from the control section. The events produced by the simulation are stored on the 2nd magnetic tape, the work file, because the housekeeping module cannot be used to write simulated output on the data file as the data format is assembler and not ALGOL produced. MTPOSITION is responsible for positioning the tape prior to simulation. The simulation itself is performed by an assembler code module, written in PLAN, for efficiency considerations which are:
i) Array accessing can be simplified once the address of the first element has been found.
ii) Extracodes can be eliminated.
iii) ALGOL 'FOR' loops can be accomplished very simply.
iv) Subroutine calls can be made with one instruction.
v) The writing of vectors to magnetic tape backing store can be timeshared.
vi) Floating point operations can be carried out without the need to store intermediate products.
i) Arrays are stored column by column. Once the address of the 1 st element has been obtained, any other element in a repetitive loop can ke obtained by a simple add to a modifier. Modification is the process where an element is accessed by taking a base address and adding on to it an incremental value. The advantage comes because the base. addresses can be obtained outside all the repetitive loops whereas in ALGOL the base address has to be obtained on every array access. A 2-dimensional array element takes $250 \mu \mathrm{~S}$ in ALGOL compared with $20 \mu \mathrm{~S}$ in PLAN.
ii) Certain instructions in the basic machine instruction set exist not as hardware functions but as a series of hardware instructions performed by the executive of the machine. The cheaper machines in a range usually have more of these instructions, known as extracodes. But the major disadvantage of them is the time required to perform them. Not only must the actual instructions comprising the extracode be obeyed but the executive must be entered and left. Two instructions in particular are used in the simulation module. 'FIX' converts from floating point to fixed point and 'FLOAT' does the opposite. They both take about 650 5 to perform compared with a standard instruction time of $7 \mu \mathrm{~S}$. There were 9 calls of these instructions before attempts were made to remove them. 6 of them were relocated outside repetitive loops, 1 was replaced but the 2 remaining (FLOATs) were found impossible to replace. It was decided to replace these by the 7 executive obeyed instructions which consequently cut the time down inside the loop from 5.85 mS to $98 \mu \mathrm{~S}$.
iii) An ALGOL for loop when obeyed has to incorporate certain checks to ensure that the loop is not corrupted by the statements insice it. These precautions can be dispensed with, making a loop a simple increment and compare.
iv) In ALGOL the calling of. procedure takes $250 \mu \mathrm{~S}$ if the procedure has no parameters and an extra 250 S S for every paraneter. An equivalent call in PLAN takes $7 \mu \mathrm{~S}$, the parameters being available anyway.
v) When a vector is to be written away to magnetic tape, the AIGOL routine stops the program until the operation is completed This is because the nexi ALGOL statement might write to that vector while it is still being written to the tape thus cormupting it. In PLAN the peripheral transfer can be activated and the program allowed to continue until the vector is written to. By having two vectors it is possible for the transfer to have very little effect on the main program. This process is similar to timesharing and is called double buffering.
vi) When floating point arithmetic operations are carried out in ALGOL all intermediate products must be stored even though it may not be necessary for the final result. In PLAN the equation can be rearranged so as to minimise this.

The result of implementing these changes was to reduce the simulation time for a simple problem from 20 minutes with the ALGOL version to 9 seconds with the PLAN version, a factor of 130:1.
c) Structure of the modules in terms of information flow The subroutines of TIMESEQ are each responsible for a specific task. The subroutines are:

TSS: This routine contains the random number generator. It is responsible for producing an
event time when requested. The random number generator is a multiplicative congruent type. It can be primed by a combination of the date and time or else continue a sequience already started. Initially the length of number used was a 24 bit integer but this was found to cause problems with the degree of randomness in a small interval, see chapter 8.2.2. The length was increased to 48 bits and the randomness found to be sufficient within the limits of the simulation technique. The actual process involved in obtaining a random number requires the following sieps:
i) Obtain the previous number oi the sequence.
ii) Multiply it by 25681
iii) Collate off the middle 20 bits of the least significant word.

10 random numbers are generated at one time and then used. Having obtained a random number, the tro values of $t$ required for linear interpolation are obtained and linear interpolation perforraed to produce an event time.

CFT: This routine is responsible for chaining the first event times of all the branches in the nest. On exit, the 1st event time is held and the branch number for that event time is also held.

SST: This routine is designed to alter the status table for the current event. The entries for the correct row (the current branch) are altered to -1 if the event is a failure or 1 if the event is a repair. Associated with each route (column of the status table) is a counter which counts the number of failed branches in the route. Zero indicates the route is working. Thus if a branch is repaired then the counter is decremented. If a change to or from zero occurs then a routes counter is incremented or decremented accordingly. This mechanism saves a time consuming scan of the status table
after every event. If the current event has caused a system event then SST calls another routine FAS to transfer the event tine to a buffer.

FAS: This routine accepts event times and places them in the correct output buffer (the one that is being filled). When the buffer is full, a transfer is initiated, the other buffer now being used. Normally, simulation is not held up by transfers unless system events happen at every branch event. REF: This routine is designed to chain in to the time sequence the replacement event generated for the one just used.

While the control sequence in TMMESTQ calls the subroutines, it in itself is fairly complex. It comprises:
i) An initial phase to set up constants and data areas.
ii) A loop on number of missions.
iii) An inner loop on mission time.
iv) A final 'clean up' phase.

The constituents of the control are:
i) The output tape is prepared for reception of events. The arrays containing the status table, connection table and probability table are located and their base addresses calculated. The randon number generator is primed. Various floating point constants are formed.
ii) The status table is set to a virgin state at the start of the mission. The route counter is cleared. The time sequence of first events is generated by successive calls of TSE. Dependencies are examined, the times in the time sequence adjusted and the repair and failure pointer column set. CFT is called.
i.i.i) In this loop, SST, TSE and REP are called until the mission time is reached. At the end of the mission FAS is called with the mission time as the event time.
iv) The burfers are written to the tape so that partial information in them is preserved.

After simulation, the output tape is transferred to the data file by TMPSERNT. Blocks of information are read from the simulated output and placed on the data file by the housekeeping module.
d) Algorithm Used

The adjustment to the event times caused by dependency depends on:
a) The state of the independent element (working or failed).
b) Whether dependency or inverse dependency is in operation.

The algorithm used:

1) Is there dependency. If so go to 3
2.) Go to Out
2) Is the dependency inverse. If so go to 9
3) Has the independent failed. If yes go to 7
4) Is the dependent working. If yes go to 14
5) Go to Out
6) Has the dependent failed. If yes go to 14
7) Go to Out
8) Has the independent failed. If yes go to 12
9) Is the dependent working. If no go to 14
10) Go to Out
11) Is the dependent working. If yes go to 14
12) Go to Out
13) Adjust time
14) Out

### 4.2.5 STATISTTCS OF SIMULATION.

The output statistics are produced by two modules, STATISTICAL and CELLMAP.
a) Purpose of modules

STATISTICAL is responsible for taking time simulation output and generating five statistics.
i) Times Between failure
ii) Availability
iii) System Repair Times
iv) Times to First Failure
v) System Failure Rates

The means, standard deviations, maxima and minima of these quantities are calculated. The output from STATISTICAL is passed onto CELLMAP.

CELLMAP takes the values making up each of the five statistics and performs a sort in order to be able to divide up the range of values into ten equal intervals called ceils. The number in each interval is obtained and stored so that it can be used by the histogram output module; section 4.2.7.
b) Theoretical considerations and practical context

The events output by the time simulation, section 4.2.4 consist of a list of system failure and repair times in ascending order up to the mission time, which is included on the output. A pictorial representation of this is shown in figure 4.13.

figure 4.13

In addition to the actual values a marker is placed next to each value on the data file to indicate the type of event.

$$
\begin{aligned}
1 & =\text { Repair } \\
-1 & =\text { Failure } \\
0 & =\text { Mission Time }
\end{aligned}
$$

c) Structure of the monules in terms of information flow STATISTICAL is entered and the first action is to request a record of simulated output which is serviced by the housekeeping module. A loop is then set up on the events contained in the record which automatically replenishes the record when all the events have been processed. The events are extracted from the record and the module control passes to one of three sections depending on the value of the marker. The next section, d, gives the actual formulae used. If the event is the first of its type in the current mission then a reference is stored with this value. If this first event is a failure then the time is stored in the output buffer as a time to first failure. As the events are processed, the times between failure are obtained by subtracting the reference from the current failure, the reference then being updated by the current failure tine. The repair time is obtained by subtracting the current repair time from the last failure time. The availability is found by accumulating all the repair times in a given mission, subtracting them from the mission time and dividing by the mission time. The system failure rate is found by counting the number of failures in a mission and dividing it by the mission time. While these quantities are being assembled, the mean and standard deviations are found. In addition, the maximum and minimum of each quantity is found by comparing the current value of the quantity with a reference maximum and minimum and updating if necessary. When the output buffer is full-the housekeeping module is requested to write it to the data file.

The markers used next to the output quantities are:
$0^{-}=$Time Between Failure
1 = Time to Repair

```
2 = Time to first Failure
3 = Availability
4 = Failure Rate
```

Finally a 30 word vector is filled with all the meanis, standard deviations, maxima and minima.

CELLMAP is then entered and the first phase is to obtain the abscissa maximum. This is achieved by estimating the next number, above the maximum value of the quentity, from a base of 2, 5 or 10, e.g. if the maximum value was 0.042 then the abscissa maximum would be set to 0.05 . This gives . uniform scaling of the 10 cells of the histogrom. A loop is then entered which extracts the quantities from the output records of STATISIIICAL, sorts them into one of the five types and increments the appropriate cell of the correct type. The-output of CELLMAP is five 10 element vectors.
d) Algorithmisused

The formulae used for computation of the statistics are:


Time to First Failure :
for Nth mission $=t_{1}$
hence mean for $L$ missions $=t_{11}^{t_{11}+t_{12}+t_{13} \ldots t_{1 L}}$
If a mission has no failures then the quotient is decremented by 1 and a counter incremented by 1. This counter is stored and output.
'Time Between Failure :
for Nth mission $=t_{3}-t_{1}, t_{5}-t_{3}$,
hence meen for $L$ missions $=\left[\begin{array}{ll}J_{\sum} & t_{K j}-t_{1 j} \\ j=1 & \frac{\text { number of Iailures }-1}{}\end{array}\right] \times \frac{1}{L}$

If a mission has less than 2 failures then it is not included for the calculation of MTBF. L is decremented by 1 and a counter is incremented, stored and output.

Repair Time :
for $\mathbb{N}$ th mission $=t_{2}-t_{1}, t_{4}-t_{3}, t_{6}-t_{5}$ (3 failures)
Hence mean for $L$ missions $=\left[\sum_{j=1}^{L} t_{2 j}-t_{1 j}+t_{4 j}-t_{3 j \ldots \ldots} \ldots \times \frac{1}{L}\right.$

If a mission has no repairs then it is not included for the calculation of MRT. L is decremented by 1 and a counter is incremented, stored and output.

Availability :
for Nth mission $=\frac{\left(t_{1}+t_{3}-t_{2}+t_{5}-t_{4}+t_{m}-{ }^{\dagger} 6\right)}{t_{m}}$
hence for $L$ mission $=\left[\sum_{j=1}^{L}\right.$ availability for $j$ th mission $] \times \frac{100}{L}$
Failure Rate:
For Nth mission $=\frac{3}{t m}$
hence mean for $L$ missions $=\left[\sum_{j=1}^{L} \frac{\text { number of failures in }}{\text { tm }} \frac{\text { th mission }}{}\right] \times \frac{1}{\mathrm{~L}}$

Nesting is carriod out by one module, TABULAR, and by control. The control aspects are described in section 4.2.10.
a) Purpose of modules

TABULAR is designed to take the output of a simulation, in the form of nest events, and use this output to obtain a tabular distribution describing the performance of the nest in the same format. as PROBPOINTS, namely a table containing 50 values of $t$ for equal intervalled values of $f(t)$ going from 0 to 1.
b) Theoretical considerations and practical context

The object of nesting is to obtain distributions for elements by a process of simulation. The simulated output, which can be represented as in figure 4.13., can be converted to histograms of times to failure and times to repair. The histogram represents the density function for that nest. The cumulative function, which is the tabulated function, can be obtained by taking the area under the histogram. The advantage of this technique is that no curve fitting needs to be carried out on the function.

Although the distribution obtained is a record of a simulation it does not define the boundaries i.e. at $F(t)=0$ and at $F(t)=1$. The case for $F(t)=0$ is easily catered for by putting $t$ equal to 0 . At the top end $F(t)=1$ it is not so simple. It is possible to estimate with standard distributions what the top value should be, but when the form of the distribution is not known, there is no way of calculating the top value. An estimate based on the mean can be found from:

$$
t_{\max }=t_{\max }-1-98 / \sum_{j=1}^{\max -1}
$$

A justification for this method can be found in reforence 30.

The process of obtaining the distributjon is as follows:
i) The first 1000 times to failure (or repair for the repair distribution are taken. The technique will work with as few as 50 values but a more accurate result will be obtained with 1000 values.
ii) The values are sorted into ascending order. Section $d$ has details of the algorithm used.
iii) The table is constructed by finding the intervel $n, 1 / 49$ of the number of values, and placing in it every Nth value.

This method,although fairly easy to implement,lacks sophistication. The users commented on a number of points and their suggested improvemerts to the method are given in reference 30 . The ideas have been incorporated into an improved TABULAR which is being written.

The drawbacks in the existing module are:
i) The maximum number of events that are utilised is 1000.
ii) Storage space requirements are quite high. 4000 words are needed to hold 2000 events in floating point format.
iii) A numeric sort is required on the numbers.

The improved method has the following features:
i) The space required is only 400 words.
ii) A sort only needs to be carried out on 200 event times.
iii) The remaining event times are sorted as they are generated.
c) Structure of the modules in terins of information flow

The routinc TABULAR is entered and a loop set up to obtain the simulation output. The events are extracted and up to 1000 times to failure and times to repair are obtained and placed in two vectors. Both vectors are sorted into ascending order by use of the disc backing store. The vectors are stored on the backing store and the space that was used to hold the values is now used for the sort. On completion of the two sorts, the table of 50 values is filled by taking every ivth value where $n$ is ${ }^{1} / 49$ of the number of values. The output of the module is one row of the probability table ( 50 failure values and 50 repair values) which can be slotted into the probability. table by control.

The improved method uses the same theorctical technique for filling the row of the probability table but it differs in a number of details. An initial 200 values of times to failure and times to repair are used to estimate the tmax's of the generated distributions. These tmax's define the time interval of each cell of a 400 word vector which has tmax as the top value. The events, used to estimate tmax, together with the other events of the simulation are then examined to see which cell they lie in, and the appropriate cell incremented by 1. Should the estimate of tmax be too small then another estimate of tmax is made and the scan restarted.
d) Algorithms used

The algorithm used for the numeric sort is called QUICKERSORT, (reference 29). In comparison with three other sorts, Shellscrt, Stringsort and Treesort it is much faster over the whole range of numbers used in the module.

The method used is to continually split the vector
into parts such that all elements of cne part are less than all elenents of the other, with a third part in the midale consisting of a single element. An element with value $t$ is chosen arbitrarily, $i$ and $j$ give the lower and upper limits of the segm ment being split. After the split has taken place a value $q$ will have been found such that a $[q]=t$ and $a[I] \leqslant t \leqslant a[J]$ for all $I, J$ such that
$i \leqslant I<q<J \leqslant j$. The algorithm then performs operations on the two segments $a[i: q-1]$ and $a[q+1: j]$ as follows: The smaller segment is split and the position of the larger segment is stored in a lower temporary and upper temporary area. Jf the segment to be split has two or fewer elements it is sorted and another segment obtained from the lower temporary and upper temporary areas.- When no more segments remain, the vector is completely sorted.

### 4.2.7 SPARES ESTIMATION

Spares estimation is the process of ascertaining the spares requirements of a system so that it will survive a stipulated mission with a given probability. At A.S.W.E. there exists a software routine that performs spares estimation on the basis of:
i) Stock out risk
ii) Length of Mission
iii) Failure rate of each unit in the system
iv) Unit cost of each unit
v) Number of each unit type in system

This routine, called OPTCOST, optimises on the basis of cost, i.e. given two units whose effect on the system is the same, then it would be better to stock the cheaper of the two. It is virtually impossible to guarantee that a system will not run out of . spares; (this would entail holding many times the number of spares for each item, clearly
impractical on a ship). The measure of this guarantee is the stock out risk, set by the desjegners of the system.

The existing routine has three disadvantages:
i) The reliability structure of the system is assumed to be a series chain. This, could - lead to oversparing in systems with redundancy.
ii) The routine assumes that all elements of the : system have exponential failure distributions. As this assumption is used to obtain the expected number of failures, errors will recult when other distributions are specified.
iii) Very fast repair time (compared with failure tine) is assumed. Repair tine is ignored when the expected number of failures is estimated. This will result in oversparing in systems with sjgnificant repair times.

Information available during a RELY run could be used to improve on the assumption made by OPTCOST.
i) Information is available about the topology of the system in the form of the STATUS TABLE, section 4.2.2. Section b describes a modification to the expected number of failures based on the STATUS TABLE.
ii) Information is available about the number of failures occurring for each branch during simulation. This takes account of all distribution types as the mechanisms invoked to reach this stage e.g. PROBPOINTS, section 4.2.3, are specialised to each distribution.
iii) Repair time is taken account of automatically in ii).
a) Purpose of moduies

Spares estimation is performed by three modules; SPARESIMFUT, SPARTSROUTES, OPTCOST.

SPAPESINPUT is designed to input additional
information, (adaitional to the reliability
block diagram about the sparing. The format of the input data is:

CODE, NT, SO, NB for each nest to be spared $\mathrm{MN}, \mathrm{UC}, \mathrm{MS},\left(\mathrm{BN}_{1}, \mathrm{NN}_{1}, \mathrm{BN}_{2}, \mathrm{PN}_{2}, \ldots\right)$ for each type CODE determines the method used to obtain the number of failures
$N T$ is the number of different item types (require different spares)
SO is the system stock out risk
NB is the number of branches to be spared
MN is the type number
UC is the unit cost
MS is the minimum number of spares for this type
BN is the user branch number
NN is the nest level for the branch
All the parameters are integer with the exception of $S 0$ which is real.

Certain rules exist about the data format:
i) The Branch number, $B N$, must correspond to a branch number of the same nest in the connection table.
ii) All the nest numbers NN must have the same nest replacement i.e. the nests to be spared must be at the same level in the system; see example in section $b$.
iii) NB must equal the sum of all the branches in each nest NN.
iv) There must be NT types.

In addition system switch 7 must be set to invoke the whole sparing section. Two other switches, 2 and 4, can be used together with 7 and CODE, to provide a flexible use of the sparing facility, Switch 2 terminates the run after the ROUTEANALYSIS output i.e. before simulation is started. Switch 4

SWITCH

| code |  | 2 | 4 | 7 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | OFF' | OFF | ON | SPARING. ANALYTICAL DISTRIBUTIONS |
| 2 | 0 | OFF | ON | ON | SPARING. ANALYTICAL DISTRIBUTIIONS. SUMMARY OUTPUT |
| 31 | 0 | ON | ON | ON | SPARTING. ANALYTICAL DISTRIEUTIONS. TERMINATE RUN AFTER ROUTEANALYSIS |
| 4 | 1 | OFF | OFF | ON | SPARING. STMULATED DISTRIEUTIONS |
| 5 | 1 | OFF | ON | ${ }^{\circ} \mathrm{ON}$ | SPARING. SIMULATED DISTRIBUTIONS. SUMMARY OUTPUT |
| 6 | 1 | ON | ON | ON | NOT APPLICABLE. RESULT'S IN ERROR NO. 22 |
| 7 | 2 | OFF | OF'r | ON | SPARING. SIMULATED DISTRIBUTICNS. NO NESTING PERFORMED |
| 8 | 2. | OF'r | ON | ON | SPARING. SIMULATED DISTRIEUTIONS. NO NESTING PERFORMED. SUMMARY OUTPUT |
| 9 | 2 | ON | ON | ON | NOT APPLICABLE. RESULTS TN ERROR NO. 22 |

provides a summarised output i.e. PRINTSHORT is used instead of PRINTHISTOGRAMS. See section 4.2.8, Figure 4.14 shows the options availajle with the four variables. SPARESINPUT places the parameters into a vector ready for use by the next module.

SPARESROUTE adjusts the expected number of failures depending on the conditions existing in figure 4.14. The method used is described in section b.

OPTCOST performs the spares estimation as carried out by the original routine. It is slightly more efficient than the criginal.
b) Theoretical considerations and practical context

The method used to make allowance for topology can be illustrated using the following example.

figure 4.15

The nest shown has 3 routes. A,B and C appear in 1 route each, D appears in all 3. Taking an $n / m$ ratio (number of appearances/number of routes) gives $1 / 3$ for $A, B$ and $C$ and 1 for D. A complication arises when a nest contains more than 1 element of a given type, e.g. A and D could be identical. The total $\mathrm{n} / \mathrm{m}$ ratio can be obtained by adding ratios, $4 / 3$, giving the combined significance of elements $A$ and $D$ in this nest. This, adjusted for one element gives $2 / 3$. The advantage of this method is that it can be used for nested systems provided:
i) Sparing is performed on the same level of replacement
ii) The mother nest is a series chain.


The number of routes in each nest is clearly $1,3,3$ respectively. Suppose A,C and G are of an identical type. If all 3 nests were combined then there would be a total of 9 routes. Hence the ratio for these 3 elements normalised to 1 element is:
$(1 \times 3 \times 3+1 \times 1 \times 3+1 \times 1 \times 3) /(9 \times 3)=5 / 9=0.55$
Since element A appears in one route in its nest but would appear in all the routes in the other 2 nests; element $C$ appears in 1 route out of three in its nest but would appear in the single route in the first nest and in all 3 routes in the last nest; likewise for $G$. The effect of increasing the number of identical elements depends upon the topology. In this case if a nest contains more than one branch of the same type, the ratio would be reduced. It was shown with $A, C$ and $G$ identical, the ratio is 0.55. Wi.th $A, B, C$ and. $G$ identical the ratio drops to 0.5. Considering the example further, clearly A on its own has a ratio of 1 (the series case). But if A is removed from the group of identical types, then the ratio remains constant at 0.33 . This is because B-G all have equal significance as does every element in a series chain. The simplest modification to the existing method of obtaining the expected nurnber of failures is to multiply it by the ratio so obtained (ratio $\leqslant 1$ thus reducing expected number of failures). Field trials are being carried out to see if this relationship is valid.

Whould exponential failure and repair be -used then the expected number of failures is estimated from:

$$
\text { mission time } /\left(1 / \lambda_{f}+1 / \lambda_{R}\right) .
$$

This is an approxination of the expected number from two exponential distributions which can be found by recourse to queuing theory. This approximation gives about $8 \%$ error when $\lambda_{f}=\lambda_{n}$ the worst case. Should more accuracy be requirea then the expected number of failures can be obtained from simulation.

When simulation is used to provide the expected number of failures the mean is fourd for all the branches comprising each type to. be spared. To demonstrate the improvement in sparing estimation brought about by use of the RELY facilitics the following system was used.


Nest 2
figure 4.17

| Type | Unit | BN's NN's | Failure <br> Rate | Repair <br> Rate |
| :---: | :---: | :---: | :---: | :---: |
| No. | Cost |  | . | 0.015 |
| 1 | 10 | $2,2,2,3,3,4$, | 0.007 |  |
| 2 | 12 | $1,2,1,3,1,4$, | 0.01 | 0.005 |
| 3 | 15 | $3,2,2,4$, | 0.012 | 0.01 |

The example was run in three different ways with a 100 missions of 1000 hours each.
i) Using the original OPTCOST
ii) Using analytical distributions
iii) Using simulated output

The results obtained were:
Type Fails/hour i) ii) iii) Spares allocated i) ii) iii)
No.

| 1 | 0.015 | 0.0029 | 0.0031 | 54 | 13 | 15 |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: |
| 2 | 0.01 | 0.002 | 0.0024 | 38 | 10 | 11 |
| 3 | 0.012 | 0.0023 | 0.0024 | 30 | 7 | 7 |

The system has a large amount of redundancy hence the dramatic reduction between i) and ii), iii). Because repair is significant ji.) differs from iii). iii) is the most accurate result. A re-run of iii) with 500 missions (instead of 100) gave estimates for types 1,2 and 3 of 15,10 and 8 spares respectively.
c) Structure of the modules in terms of information flow

SPARESINEUT is entered after IMPUTROUTINE, section 4.2.1. The four nest parameters are input and used to calculate the bounds of the input vector. A loop is set up on each row of type data to input and check. Frror checks are performed to ensure that the parentheses match, i.e. no parameters have been omitted. When the vector is complete, the housekeeping module is requested to transfer the vector on to the data file.

SPARESROUTES is entered after simulation. A special jump is instigated by control if no simulation is performed i.e. switch 2 on. Housekeeping is requested to transfer the vector from the data file into store. In addition the status table and connection table are obtained. Because a number of nests may be involved (the same type may comprise branches of different nests) it is necessary to pre-process the vector so that the complete status table can be used before the rext status table is obtained. This is achieved by scanning the vector
for branches in the current status table-(nest) and building the ratio for each type. The number of routes in each nest is also compiled. When this process has been completed the next phase is to gather all ratios of a given type and obtain the complete ratio by dividing by the number of branches in this type. This ratio is stored and the module left.

OPTCOST is entered after SPARESROUTES and one of two routines are entered depending on whether analytical or simuiated distributions are used. If the former is the case then the expected number of failures is computed by multiplying the ratio by the failure rates. If the latter is the case then the simulated output is obtained by the housekeeping module and the mean failure rate for each type obtained. This is multiplied by the ratio to give the expected number of failures. The original OPTCOST routine is then entered. On completion, the sparing estimatos are output in a tabular format.
d) Algorithms used.

The algorithm used in OPTCOST for the optimisation process is security classified by A.S.W.F. and hence no details can be given here.

### 4.2.8 OUTPUT

The output from a RRLV computer run falls into one of two categories:
i) Results of an analysis or simulation
ii) Error messages

Specific modules are responsible for type i):
ROUTFANALYSIS is responsible for analytical information about the structure of the system being simulated. .

EVENTSDATA is responsible for outputiting the number of branch and system failures and repairs experienced by each branch.

PRINTSHORT is responsible for the summarised output required by remote terminal users.

PRINNHISTOGRAMS is responsible for the generation of . histograms from the CELLMAP output.

The figures in chapter 7 (Design examples) illustrate the output formats.

Type ii) output can be generated from any point in the program. The user guide gives details of the reasons for each message see figure 6.4 for format. The selection of output modules is governed by control which itself is subject to user choice. The section on control, 4.2.10describes in more detail the mechanisms used.
a) Furpose of modules

The module specification is taken in the above order. ROUTIEANALYSIS is designed to accept:
i) The input connection table
ii) The probability values table
iii) The status table

From these tables:
i) The input data is displayed in an ordered format.
ii) The nesting structure is provided.
iii) The structure of cach route is displayed.
iv) Summarired information is provided about the routing system for the whole system.

EVFANISDATA is designed to accept a table containing, for each branch:
i) The number of failures experienced by the branch.
ii) The number of repairs experienced by the branch.
iii) The number of systems failures caused by the branch.
iv) The number of system repairs caused by the branch.

This information is output in tabular form for each nest immediately after simulation.

FRINTSHORT is designed to accept the 30 word vector output by STATISTICAJ, section 4.2 .5 and output, in a reduced format suitable for a terminal, all the parameters generated by STATISTICAL. PRINTHISTOGRAMS is designed to take the 5,10 box cell vectors output by CELLMAP, section 4.2 .5 and convert them into lineprinter histograms. Additionally the module provides all the summarised parameters as output by PRINTSHORT.
b) Theoretical considerations and practical context

All the output is normally steered to the lineprinter. However, when running under an advanced operating system such as GEORGE 3, found on large 1900 systems, the output is placed in specified output files. The destination of the output is then controlled by the job description. It is the use of this technique that enables PRTNTSHORT output to be displayed on a terminal. As mentioned in section 3.1, the only output peripheral
that is used is the lineprinter. Accordingly the output is formatted to a standard lineprinter page of 60 rows of 120 print positions. This is importent for tables in order to ensure alignment; (additional characters over the last print position appear on the next line.) It is however, vital for histograms because any line overflow would make nonsense of a pictorial representation.
c) Structure of the modules in terms of information flow ROUTEANALYSIS is entered and the housekeeping module is requested to obtain the Connection table, Node directory, probability table and Status table for the current nest. The printing then begins. First the nesting structure is displayed. Then each set of branch parameters is displayed, the branches having been sorted into numerical order. The number of routes required is out put followed by the nest number and then the branches comprising each route are given. Finaliy, a summarised table showing:
i) the number of routes each brarich appears in
ii) the number of routes containing $n$ branches where $1 \leqslant n \leqslant n o$ of branches, is displayed. EVENTSDATA is entered and the contents of the simulation events table is output branch by branch.

PRINISHORT is entered and the following parameters are out put.

Number of missions, mission time, the five output parameters (MTBF, MTFFF, SFR, MRT, Availability) and the minimum, maximum and standard deviation of each of the five.

PRINTHISTOGRAMS is entered and the $y$ axis maximum calculated from either:
the largest cell
or:
the user selected maximum
A new page is thrown and a loop is then entered which
outputs the boundaries of the axis and the cells. The cell content (rumber of items) is displayed above the top oì the cell. The $y$ axis scalins is printed on every 5th line and the x-axis scaling on every 2nd cell boundary. When printing histograms on a lineprinter, the entire line has to be built up in the printer buffer. This involves fairly complex control. After the $x$-axis labelling the PRINTSHORT parameters are displayed.
d) Algorithms used

No special algorithmsare used because the majority of the output is rearrangement of internal tables.

### 4.2.9 HOUSEKREPPING

Housekeeping describes the general manipulations necessary on data areas in order to free CONTROL from the restriction of requiring to kecp track on the current location of all the data held on backiné store.

In RETY these manipulations are carried out by a single module, MIFILE. The full implications of MIFILE in relation to the structure of the program are described in section 4.2.
a) Purpose of modules MTFILE is designed to:
i) Open a scratch tape (unused tape) for the data file.
ii) Open an existing data file.
iii) Transfer a record to the data file (write operation).
iv) Transfer a record from the data file (read operation).
v) Close the data file.
b) Theoretical considerations and practical context

The module contains a map of the layout of the tape. This nap is a permanent vector in store and therefore has to be of a fixed size. The size first chosen allowed a maximum of 400 recordis. This was found to be too small for long simulations where the volume of data generated was large. A user option was provided where the size of the data file could be increased to 1000 records. The drawback of having a large map area is the consequent reduction in available data space. Because the module is in the form of an ALGOL procedure, steps have to be taken to ensure that the map vector is not destroyed on exit from the procedure. There are only two ways that this can be achieved:
i) Making the map area an 'OWN' array.
ii) Making the map area global to the whole program. The first mothod is the best one from programming and structural considerations. The 'OWN' variable concept is a device used in ALGOL to retain the contents of variables outside the block in which they were declared (a procedure counts as a block). Variables are declared within blocks and are normally only valid within the blocks or inner blocks in which they were declared. Unfortunately the use of :OWN' variables in 1900 ALGOL creates an additional problem. All data space is contained in an area of store at the end of the program callea the stack. A request for more space, (e.g. a dynamic array declaration), than the stack has would cause the size of the stack to be increased. As soon as an 'OWN' variable is requested the stack is used in a different manner. Figure 4.18 shows the situation.

large as possible thus renoving the dynamic data space facility of ALGOL.

The second method has the drawback of requiring the global area to be declared in the MPFILE procedure and listed in the parameters at call time. If MPFILE is used inside another module then that module must declare the area. But as this method is the only viable alternative it was decided to structure the map in this manner.
c) Structure of the modules in terms of information flow

In order to understand the mode of operation of MTFILE it . is necessary to describe the data structure used.

Arrays:
RECNAME. This array contains the names of the records. When a new record is written a check is made to see if the record name already exists. If not it is added into RECNAME. Names are stored 4 characters to a word, new names starting at the next vacant word.

RECITAME


RECNAMEP: This array points to the start address of the record names in RECNAME. The corresponding RECNAMEP for the RECNAME shown would be

RECNAMEP


Thus the 1st name (JOE) starts in word 1. The 2nd name starts in word 2, the 3 rd in word:4 and the 4 th in word 5. MAP: This array contains a map of the data file. Each element represents a record and the contents of the array represent the subscript of the RECNAMEP array which relates to the record.
A typical map could be

MAP

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 1 | 3 | 1 | 2 | 1 |  |

Thus the 1 st record is of name 1 (which is JOE). The 5th record has the 3 rd name in the RECNAME list, which starts at word 4 of RECNAME (SID).

Variables:
NUMBER: This contains the number of records on the tape.
TAPEPOS: This shows the current position of the tape. $0=$ beginning.

RECNAMESUB: This shows the next free name in the RECNAMEP array.

Assuming the tape is positioned to write away a new record the values of each of the three variables in the example shown would be:

$$
\begin{aligned}
& \text { NUMBER }=8 \\
& \text { TAPEPOS }=8 \\
& \text { RECNAMESUB }=4
\end{aligned}
$$

The entry parameters in the MTPILE call are:
MTFILE ( $A, B, C, D, E, F, G)$
where $A=A n$ integer parameter to control the mode
$0=$ Write
$-1=$ Read
-2 = Open new file
$-3=$ Close file
-4 = Open existing file
$B=$ An integer parameter to determine which occurrence of a given record name is required when reading.
$C=A n$ integer array to hold the information being transferred to or from the record.
$D=A$ real array to hold the information being transferred to or from the record.
$\mathrm{E}=\mathrm{An}$ integer marker to determine which of C or
$D$ is to be used.
$E=0 \quad C$ is the array to be used
$E \neq 0 \quad D$ is the array to be used
$F=$ The name of the record being written or read.
$G=$ The directory of the tape.
The action taken depends on the mode ( $A$ ) chosen.

Writing to the file: The record name ( $F$ ) is examined. If it already exisis then it is not added to the list in RECNAME. The next vacant element in Map is filled with the number of the record name. The tape is moved to record number (NUMBER-TAPEPOS). The contents of $C$ or $D$ depending on $E$ are written. NUMBER is increased.by 1 and. TAPEPOS is set equal to it.

Reading from the file: The recurd name parameter $F$ is examined. The corresponding subscrivt of RECNAMEP is found. Parameter $B$ is examined and search is made of MAP to locate the Bth occurrence of the number of the record name, e.g. suppose it were required to obtain the 5 th occurrence of record JOE in the example. JOE is the 1si record name and therefore has a numker 1. A scan of MAP shows that the 5 th occurrence of number 1 is the 8 th record. The tape is moved to ( $8-\mathrm{TAPEFOS}-1$ ) and the record read and placed in either $C$ or $D$ depending on $E$. Opening a new file: A scratch tape is relabelled as the data file, NUMBER \& TAPEPOS set to zero, RECNAMESUB set to 1 and MAP cleared.

Closing a file: The file is closed by writing (using mode 0 ) the actual map as record. The final call of NTFILE then closes the tape and rewinds it.

Opening an existing file: The file tape is opened and a search made for the Map. The map was written with a unique record name so the map is not required for this operation consequently the normal software read routine can be used. When the map has been read into store. it is adjusted to remove all trace of the previous writing of the map (as this was the last record written to the tape before it was closed). This involves reducing NUMBER by 1 , setting TAPEPOS=0, setting RECNAMESUB to point to the start of the unique map record name (so that it can be overwritten) and clearing the record number from MAP. When this 'bootstrapping' process has been completed the data file can be used normally.
d) Algorithms used

No special algorithms are used.

## 4.2 .10 <br> COMIROL

The control section of the program is responsible for data flow organisation. It calls the applications modules in a required order to suit the user need for the current run. Ideally control should consist of a list of module calls with decision statements interspersed. However, this is not a practical possibility as machine software does not permit this elegance of structure.

The structure of control has the following component parts:
i) A list of program description statements.
ii) A declaration of all the procedures (modules and standard routines)
iii) The body comprising the module calls and necessary control software.

Examining these in detail:
i) Certain statements are necessary in order to inform the compiler of the actions that need to be taken. These include such things as:
the name of the module library
the overlay structure
the disc file to be used to store the program.
ii) A declaration of all procedures is needed so that the named libraries can be searched for the body of each procedure.
iii) The body can be considered as a list of actions and decisions.

Check date; The program is issued every three months and a purge date ensures that obsolete copies do not proliferate.

Open data file; A test is made to see if an existing file is to be extended or a new file to be created.

Gall INPUTROUTINE; (4.2.1) Input data
Call SPARESINPUT; (4.2.7) If spaires estimation has been invoked then input spares'data.

Free input device;
Open work disc area;
Call ROUTESFARCH; (4.2.2) Find routes in nest
Call PROBPOINTS; ( (4.2.3) Fill probability tables
Transfer completed tables to data file; The previous two steps are carried out on each nest. On completion, the finished tables are written to the data file.

Call SPARESROUTES; (4.2.7) Perform spare routing if required

Call ROUTEANALYSIS; (4.2.8) Output all route tables
Transfer all tables for simulation from data file;
Set up status table, probability table and various work arrays.

Call TIMESEQ; (4.2.4) Performs time simulation
Call EVEIVTSDATA; (4.2.8) Output branch histories
Invoke nesting control; This control is responsible for simulating a nested structure in the correct order, see chapter 2.4.

Call TABULAR; (4.2.6) This is called by the nesting control and is responsible for producing probability tables for nested structures

Call OPTCOST; (4.2.7) This performs the actual spares estimation if necessary.

Call STATISTICAL; (4.2.5) This obtains the simulation statistics for the top nest.

Call CELLMAP; (4.2.5) This obtains the cell sizes for the ten box histogram

Call PRINTSHORT; (4.2.8) This is responsible for remote terminal output and is called if necessary. Call PRINTHISTCGRAMS; (4.2.8) This outputs all the histograms.

Close all files;
5. RELTABILITY OF NECHANICAL ENGINIEERING SYSTEMS

### 5.1 IIMTRODUCTION

In the early stages of this project, the systems used for field trials were 2.11 electronic equipment systems such as coimmunications networks. It was suggested by the sponsors, A.S.W.E., that it would be profitable to try to apply the prediction method to predominantly mechanical systems. As the prediction technique is a general one, in principle there seemed to be no limitations on the extension of the method to mechanical systems. However, a number of practical problems were revealed when a feasibility study was carried out. It became clear that, in most practical cases, the general methods of reliability prediction can only be applied to mechanical engineering systems after the solution of certain modelling problems particular to such systems. This chapter aims to outline the nature of these problems and indicate the need for further work in this area. The nature and volume of this work is such that it was considered unreascnable to include it within the bounds of this project.

### 5.2 MODELLING MECHANICAL ENGINEERING SYSTYMS

As shown in earlier chapters of this thesis, when carrying out a reliability analysis of any system it is necessary to supply:
i) A reliability block diagram modelling all relevant aspects of the physical system.
ii) Failure and repair distributions that characterise the performance of each element in the reliability block diagram.

Both of these may be problematic in a mechanical engineering system:
i) In a mechanical system there are three main failure modes, free, locked and runaway. Analysis of failure modes and their effects on this type of system results in a very complex pattern of interactions between the
system components which, in turn, results in a very invoived block diagram with a large number of interdependences. Figure 5.1 shows a simple example relating to a rotating waveguide joint. This assembly has been used by A.S.W.E. in order to see how complex the modelling problem.becomes with a fairly simple physical structure. The resultant model became practically unmanageable and could not be used for obtaining quantitative reliability figures for the systen: Experience indicates that resolving a mechanical system into a reliability block diagram.at the present time requires detailed mechanical engineering knowledge of the system under consideration in order that a full failure modes and effects analysis may be carried out. A skilled mechanical-engineer is therefore needed to perform the modelling, unlike the case with an electronic system where the interdependences are not so great, and the modelling problem is relatively straightforward.
ii) Mechanical systems tend to be purpose built as individual items and therefore there is little standardisation of fabrication and assembly processes. Even if the individual items comprising an equipment are standardised, and hence provide a sufficient population for statistical analysis on the basis of large samples, the methods of assembly can be critical in determining the overall performance of the system. It is difficult to isolate for test purposes the component parts from their assemblies. Limited time and availability of specialised prototype assemblies prevents the accumulation of satisfactory volumes of test data. All these factors hinder obtaining accurate failure rates and distribution types.

In the rare cases when data is available from standard sources, very little confidence can be placed on it due to the wide differences between the data quoted for the same item by alternative sources. Figure 5.2 shows some data for the assembly of figure 5.1 (reference A.S.W.E. failure rate tables.) The corresponding items detailed in MIL 217
(U.S. Defence publication) differ by factors of 30 from the A.S.W.R. list.

### 5.3 COMCLUSIONS

As a result of these problems it was decided that no further work could be carried out in this area of mechanical reliability prediction. Although the prediction method is applicable to any system, the statc-of-the-art of mechanical engineering systems does not usually allow the direct application of the suggested modelling procedures. Thus, further research will need to be carried out by mechanical engineers into modelling: this work will necessitate development of:
methods of partitioning mechanical engineering systems into minimally interdependent components. methods of data collection and analysis under conditions of scarce and unreliable data.


SEMI-ROTATING WAVEGUIDE JOINT. INFORMATION TABLE

| G.A. <br> Item No. | Item Description | Remarks | $\begin{gathered} \text { Number off } \\ \mathrm{N} . \end{gathered}$ | $\begin{gathered} \text { Failu } \\ \text { Locked } \end{gathered}$ | $\begin{aligned} & \text { re Mod } \\ & \text { Free } \end{aligned}$ | Score <br> Runaway | Proportioning Factor | Failure Rate ppmh. | f. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [i | $\begin{aligned} & \text { Waveguide Soldered } \\ & \text { Joint. (Input) } \end{aligned}$ | - | 2 | 1 | 2 | 1 | 4/2 | 0.007 | 0.0035 |
| 1a | Waveguide Soldered <br> Joint. (Output) | - |  |  |  |  |  |  |  |
| 2 | Geared Sections (Rack \& Pinion) | Partial <br> Rotation | 3 | 1 | - | 1 | 2/3 | 0.20 | 0.30 |
| 3 | Multiple Pinion Bearing Spindle (Plain Bearing) | - | 1 | 1 | - | 1 | 2/1 | 0.50 | 0.25 |
| 4 | Plain Bearings | - | 2 | 1 | - | - | 1/2 | 0.50 | 1.00 |
| 5 | Machined Inner <br> Housing | Static, <br> Extra <br> Reliable | 1 | - | 1 | - | 1/1 | 0.41/20 | 0.02 |
| 6 | Machined Main Casting | " | 1 | - | 1 | - | $1 / 1$ | 0.41/20 | $0.02{ }^{\circ}$ |

Note. Items 5 and 6 are considered to be extra reliable because of their static nature, and therefore to have a lower than normal failure rate. i.e. 1/20th. the rate quoted in the list.

## 6. DOCUNENPATION OF PROGRAM

The documentation of the reliability program RELY is designed as a hierarchical structure starting with elementary user information and gradually resolving into detailed information about the program statements. The documentation may be considered on three levels of resolution:
i) The user level. This level contains sufficient information to enable a user to use the program without needing to know structural details. Specifications of the modules are given in a user orientated format.
ii) The system level. Information is provided about the overall program structure and its use of. 1900 system software. The documentation at this level enables a version of the program to be constructed from a library of modules.
iii) The program level. The actual operation of each module is described. This level is the most detailed and would enable actual changes to be made in a module.

All documentation examples are taken from the actual manuals.

### 6.1 THE USER LEVEL

Two manuals exist at this level.
i). The User Guide.
ii) The Introductory Guide.

User Guide:
This guide is a formal statement of the facilities of the program and operations required on the part of the user. It is a modular document which permits modifications, additions and deletions with each new issue of the program ensuring that users have up to date documentation. The user guide consists of:
i) The specification of the current issue of the program.
ii). The description of the users guide.
iii) Program instructions:
iv) The specification of the control module.
v) List and specifications of modules associated with input.
vi) Specification of each module.
vii) General error reports.

The information contained in each part of the guide is as follows:
i) Each issue has its own publication and expiry date. In addition, the size of the program and the modules in. the current issue are also given.
ii) The description of the user guide, inciudes the index and informs the user how to achieve maximum efficiency in the use of the guide.
iii) The format is shown in figure 6.1
iv) The particular control module for the current issue is specified as a list of module calls and intermodule operations.
v) Because the formal description of input parameters is contained in the module specifications vi), it is necessary to list the modules responsible for input so that no part of the input structure is omitted by mistake. Using this format enables module revision documents to be incorporated without affecting the overall structure. Should a new module be included which requires input then a document of type figure 6.2 would be issued together with a revised input module list showing the amended order, figure 6.3
vi) Each module contained in the current issue has a specification document. An example is shown in figure 6.2 The specification sets out:
i) The mark number.
ii) The module issue date.
iii) The size.
iv) The programming language.
v) A description of the module.
vi) Error reports generated by the module.
vii) Figures 6.4, 6.5 illustrate the format used. The messarges are those which appear on the output. These refer to the module where an explanation of the error can be found. Thus occurrence of error No. 17 (detected by the message) figure 6.5 , would be caused by a missing parenthesis, figure 6.2.

Introductory Guide
This guide is designed to give advice on the best use of the program parameters depending on the problem being simulated. The introductory guide consists of:
i) Specification of the program.
ii) Modelling examples.-
iii) Recommendations on input parameter choice.
iv) Recommendations on cutput parameter choice.
v). Recommendations on use of the nesting facility.
vi) User control diagram.
vii) Recommendations on the use of spares estimation.

The information contained in each section of the guide is as follows:
i) A brief description of the simulation technique is given.
ii) Suggested methods for modelling standard situations are given. Chapter 2 describes the models in detail.
iii) The format is shown in figure 6.6.
iv) The format is similar to figure 6.6,
v) Advice is given on the design of a nesting structure for handling large systems. Chapter 2.4 describes the nest-, ing concept.
vi) The user control diagram is a flow chart showing the effect of the control switches on the mode of operation of the program.
vii) The sparing facilities are described together with a table showing the varjous options available with the sparing facility.

### 6.2 THE SYSTEMS LEVEL

One manual exists at this level, the systems organisation manual. The documents comprising this manual are:
i) System organisation.
ii) Source master segment on magnetic tape.
iii) Object code dump on magnetic tape.
iv) Nodule library on magnetic tape.
v) Module library organisation.

The information contained in each section of the manual is as follows:
i) The compiling system used is described and a basic outline given of the process of compilation of RELY.
ii) The steps necessary in producing an object code copy of PELY on any suitable 1900 eomputcr arc described. The parameters required to produce a magnetic tape copy of the master segment are given. Figure 6.7 shows the format.
iii) The parameters required to produce a magnetic tape object code dump of RELY are given.
iv) The parameters required to produce a magnetic tape copy of the module library are given.
v) The organisation of the module library is described together with the precautions that have to be taken when deleting and adding modules.
6.3 THE PROGRAM LEVEL

At this level it is possible to take the source listings and make changes to the modules. The purpose of each program statement is described as well as the interface (procedure parameters) with the control section. This
level would nornally only be of interest to a programmer. Each document, whose format is shown in figure 6.8, has two main sections.
i) The procedure heading specification. This contains a list of all the parameters together with their function.
ii) The statement by statement description of the module.

## Operating Instructions

These operating instructions apply to a manually run version. If an - operating system is to be used then these instructions must be incorporated into the job description pertaining to the system in use.
-. Load the program into store by means of a find

Set switches
$\mathrm{N}=1$ Input on paper tape (cards default)
$\mathrm{N}=2$ Terminate run after route analysis output
$\mathrm{N}=3$ Enter simulation with data already assembled
$\mathrm{N}=4$ Provide summary output
$N=5$ Increase size of data file
$\mathrm{N}=6$ Provide complete output
of previous run
$\mathrm{N}=7$ Perform sparing
$\mathrm{N}=8$ Repeatable random sequence required

Activate the program
At message
Make more store available and

Successful termination
Errors occurred
Terminate program after an error
$\mathrm{ON} \neq \neq \mathrm{RELY} \mathrm{N}$

GO $\neq$ RELY 20
O\#f RELY:-HALTED ST
GO $\neq f$ RELY
$0 \neq \neq \mathrm{RELY}:-\mathrm{HALTED}$ AH
$0 \neq \neq \mathrm{RELY}:-H A L T E D E E$
$\mathrm{FI} \neq \neq \mathrm{FELY} \neq \neq(\mathrm{ABCD})$

ORELY:

GO $\neq \neq \mathrm{FELY} 28$

Module SPARESINPUT
MK 1
FEB 75
SIZE 315
ALGOL
This module inputs data for spares calculations. The format of the input is:

Spares Parameters CODE, NT, SO, NB
CODE $=$ Expected number of failures code
$\mathrm{NT}=$ Number of Types
SO = Stockout Risk
NB = Number of Branches
(Integer)
(Positive Integer)
(Positive Real)
(Positive Integer)

Type Parameters $M N$, UC, $M S$, ( $B N, N N, B N, N N, \ldots$ )

MN = Type identification number.
UC = Unit Cost
MS = Minimum Number of spares
$\mathrm{BN}=$ User Branch number
$\mathrm{NN}=$ Nest No of BN

The type parameters are repeated according to NT.
CODE $=0$ (Parameters E, H of PROBPOINTS, 6.2.1. used to estimate expected number of failures)
CODE $=1$ (Simulated Branch events used for estimating expected number of failures)
CODE $=1$ (Simulated Branch events used for estimating expected number of failures but no nesting is carried out).

Error Conditions
General Errors are given in the error report section. Error reports originating from this module are:

17 The (has not been encountered after MS,
105 Results from 17. Abandon run.

## INPUTi DATA

Certain modules are responsible for input of paraneters. They are:
Inputroutine;
Probpoints;
Conparin;
A detailed description of the order and specification of parameters can be found in the module description. The order can be summarised as follows:


Errors can be caused by:-
i) Incorrect data which is mispunched
ii) Incorrect data which is numerically invalid
iii) Overflow of procedures due to chance combinations
iv) Hardware failures.

The 1st can be detected by the input module and error reports are generated by the module.

The 2nd are more difficult to trap and can cause a system error. These are generated by the error reporting system incorporated in any ALGOL program and allow the user to send a report to the designer of the version of the program being used.

The 3rd type of error can be caused by the designer of the version of the program being used not implementing sufficient safeguards in the purpose built control module.

## Lineprinter Error Messages

Error No.
Message
ERROR IN SPECIFICATION PARAMETERS (N)(M)
2 NEST TERMINATOR ENCOUNIERED INSTEAD OF / WITH BLOCK NEST (N) (M)
3 TERMINATOR HAS NOT BEEN ENCOUNTERED ON A BRANCH FOR BLOCK NEST (N) (M) BRANCH IS PROBABLY (P)
4 INCORRECT NUNBER OF NUMBERS FOR BRANCH (B) IN BLOCK NEST (N) (M)
(P) NUMBERS WERE INPUT FOR THIS BRANCH INPUTROUTINE

5 TWO IDENTICAL BRANCHES FOR BLOCK NEST (N)(M) INPUTROUTINE
6 NON-EXISTENT TERMINAL NODES FOR BLOCK NEST (N) (M)
7 INCORRECT TERMINATOR AT END OF BLOCK NEST ( N ) (M)
NO MORE DATA HAS BEEN ACCEPTED INCLUDING ABOVE MENTIONED BLOCK NEST NEST WITH ERROR HAS BEEN IGNORED
8
9 $\quad$ NEST WITH ERROR HAS BEEN I
10 CANNOT FIND SPECIFIED RECORD

Module.
INPUTROUTINE
INPUTROUTITM
INPUTRPOUTINE
INPUTROUTINE

INPUTROUTINE

INPUTROUTINE INPUTROUTINE MTFILE
MTFILE

## Console Error Messages (And Exception Conditions)

Note: If an operating system is being used then these messages will appear on the lineprinter.

| 100 | O\# RELY | HALIED 99 | MTFILE |
| :---: | :---: | :---: | :---: |
| 101 | 0 \# RELY | HALIED NS | TIMESEQ |
| 102 | $0 \%$ RELY | HALIED FINISHED | FINE |
| 103 | 0 \# RELY | HALIED GO REIY AT N | ENTER |
| 104 | 0 \# RELY | HALTED $\mathrm{X}(\mathrm{N})$ | INPUTROUTINE |

Errors contd.

Error No.
Message
Nest Level LE Nest Level Replacement Must Be Only One Nest Level Replacement Number
Insufficient Failures In Nest (N)
Insufficient Repairs In Nest (N)
Insufficient Failures and Repairs In Nest (N)
Non Compátible Block Number At Level (N)

Module
VALIDATE
VALIDATE
tabular
tabular
TABULAR
TABULIAR

Error Type Caused by disc area being too small, 80 i.e. current nest has too many branches and hence routes. Either reduce size of nest or switch on 5 (see operating instructions) to increase size of data area
105
Of\# Rely Halted 80
(Not Encountered For Type (N)
SPARESINPUT
SPARESROUTES
SPARESINPUT
SPARESROUTES
SPARESROTTTES
19 Different Replacement Levels in Spares SPARESROUTES
21 Branch Not In Nest Level For Spares SPARESROUTES 22 Non-Existent Branch No For Spares Cannot Spare Without Simulation OPI'COST 23 More Than 180 Expected Failures

## Choice of Input Parameters:

The user must specify the number of branches (elements) and the number of nodes contained in the structure. The length of simulation increases with the number of branches and with the complexity of the structure which manifests itself by a large number of routes through it. A rough guide to the complexity of the structure is the ratio of the number of nodes to the number of branches. The advisory figure of maximum size of structure is 30 branches.

The number of branches also influences the storage space required by the program. The space requirements may be judged by the following information:-
(i) Every branch requires 200 words for its probability information. Thus, 30 branches require 6000 words.
(ii) Every route requires $b$ words where $b$ is the number of branches. Thus, 30 routes require 900 words in a 30 branch system.

Control can be exercised over the number of routes required for the system to function. This facility has been designed for n-out-of -m but it can be used in a broader sense for a complete system. Care must be exercised over this because in a complex system with the number required approaching the number of routes actually in the system, element failures and repairs become system failures and repairs. Thus, the amount of stored simulated output rises sharply. A stage is reached where much more time is required to compute the statistics than to actually perforin the simulation. If operating systems permit the use of disc files in place of actual magnetic tapes then it is possible to fill the file rapidly. A typical 2400 ' tape can hold about 4 M words whereas a disc file is set at an upper limit of about 256 k words.

The choice of mission time is important in determining the nature of the output. If a system fails and is not repaired then it is clearly pointless having a long mission time:- it is only necessary to make it slightly larger than the longest first failure. Repairless elements are modelled by means of a switch for the repair distribution with an independent switch time greater than the mission time; (events occurring after the mission time are not considered). If the times between failure are important then it is necessary to have a high mission time compared with the average time between failure.

The number of missions is an extension of the mission time because the volume of simulated data will be controlled by the number of missions. However, the number of missions directly controls the times to first failure and availability. Too few missions will not provide valid figures for these.

Both the block replacement number and nest level are dummy parameters at this stage and 1 should be inserted for each one.

## Source Master Segment on Magnetic Tape

It is sonetimes necessary to produce an object code copy of thie program on the machine on which it is to be used. The need originally arose because of the non compatability of the 1900 overlay package between different environments.

The sequence of operations required are:

1) Produce magnetic tape containing body of master segment using editor program XKYA.
2). Dump SUBGROUPCHRI, the private library of semi compiled segments onto magnetic tape.
2) With the destination machine, load SUBGROUPCHRI onto a suitable disc file.
3) Compile and consolidate the master segment from magnetic tape preceded by program description statements on cards or paper tape.
4) Load the program into a disc file prior to munning (necessary because RELY is overlaid).

XKYA parameters:
OFW SCRATCH TAPE
RENAME RELYSOURCE (1)
OSF SUBFILE1, B2.44
BLOCK, 128
LINEDIT
*ALTER
$\ddagger$ MASTER SEGIENT SOURCE CARDS

* EIVD

CSF
FINISH
The master segment source cards comprise the statements between the first 'BEGIN' and last 'END' including the 'BEGIN' and 'END'.

XPEK to produce dump of SUBGROUPCHRI:
The library program XPFK is used to copy the subroutines to magnetic tape. Its parameters are:
(TAB) IDF (TAB) (TAB) SUBGROUPCHRI, 1
(TAB) OMT (TAB) (TAB)
SUBGROUPCHRI, $1,9 \varnothing$
$(T A B)$
(TAB) F
The program description statements will be those used for a normal compilation including a 'READ FROM' (MT, RELYSOURCE(1).SUBFILEi)
figure 6.7

Procedure Heading
VALIDATE (DIRECTORY, SIET, MARKER)
DIRECTORY: The Directory of the tape size [1: Nests, 1:3] Integer array - SIZE: The number of nests being simulated : Integer

MARKER: Indicates a non recoverable error to control. Integer
Structure
A comparison between the 2nd and 3rd column of directory is per-formed to ensure that $2 \mathrm{col}>3 \mathrm{col}$ (Actual level must be greater than replacement level). On detection of invalid number, error message 11 is generated, marker set to 1 and the procedure lef't.

A check is made to see if there is more than 1 zero in the 3rd column. This is the replacement level at the level of resolution and is used to trigger the statistics. On detection of more or less than one zero error message 12 is generated, marker set to 1 and the procedure left.

The nesting structure is output in tabular format with nest level, nest replacement number and block number.

The purpose of the project, in the main, has been to invectigate methods for reliability prediction that would be suitable for computerisation. The outcome has been a fairly complex, modularly structured, computer program. As one means of assessing the program it was decided to show here design exercises in three different areas:
i) A shipborne communications system.
ii) A private hospital.
iii) A control system for an electronically steered car for disabled drivers.

### 7.1 A SHIPBORNE COMMUNICATIONS SYSTEM

This design example was supplied by the sponsors A.S.W.E. and was described in a paper presented at C.A.D. 74 (see appendix i). The system is fairly straightforward. An aerial, with a standby, is connected to an amplifier, with a standky, via a multicoupler. A single power supply is used and this is connected to a distribution point which feeds three separate receiving stations or consoles. The three stations have one, two and three receivers, respectively, as indicated on the reliability block diagram, figure 7.1. Each station has its own power supply. This physical configuration leads to a reliability model with standby switches whose operation is quite fast, bringing the standby rapidly into service if needed. The design problem is to improve the reliability of the system without increasing the cost. Certain constraints exist, namely:
i) The system configuration cannot be altered.
ii) Balancing the performance of each element, to ensure that the relative contribution of each element towards system reliability is the same, is not possible in practice.
iii) Repair times cannot be improved.
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figure 7.5

The first simulation using the data show in figure 7.2 results in an availability figure of $99.566 \%$. It is necessary to inprove this to $99.9 \%$ on a 10,000 hour mission (approximately one year). Examining the branch table shown in figure 7.3 it can be seen that the two serial multicouplers $(4,9)$ have caused most of the system failures. Those caused by elements 1 and 5 are the momentary switch times of 3 and 7 respectively. For element 3, its switch time is $10^{-2}$ hours. Thus the total time lost due to this element. $=10^{-2} \times 29=$ 0.29 hours. For a total simulated time of $10^{6}$ hours, this is relatively insignificant. For element 7 with a switch time of $10^{-4}$ hours, the effect is even less.

In order to effect improved availability the performance of the crucial elements 4 and 9 must be changed. The first attempt, not shown; consisted of improving $\lambda$ for. 4 and 9 from $1.41 \times 10^{-4}$ and $1.49 \times 10^{-4}$ to $3 \times 10^{-5}$ which did not produce the desired increase in availability. This was only achieved by making $\lambda=3 \times 10^{-6}$ as demonstrated by figure 7.4. (The usage of the standby facilities is also illustrated by figure 7.4.) The improvements represent increase of costs which has to be compensated by further design changes.

Seeking to keep the number of design changes to a minimum, engineers would suggest degrading the performance of the six receivers 17-22. The result of such a degradation is shown in figure 7.5. Only the receiving consoles are considered (nodes 90200 ) and $\lambda$ for the receivers has been doubled to $1 \times 10^{-3}$. This simulation, run for 200,000 hours, shows that the poorer quality receivers are still having no effect on the systems overall reliability performance and could be degraded further, if necessary, for additional cost reduction.

### 7.2 A PRIVATE HOSPITAL

The hospital considered for this design exercise was constructed within the last two years. The hospital has been structured according to the latest hospital design methods. It was decided that it would be interesting to model the hospital using reliability concepts and then attempt a simulation using assumed 'but realistic data.

The hospital consists of 80 private rooms divided into wards of 20 rooms each. Two wards exist on the ground floor and two wards on the first floor. Each floor hes shared hardware facilities in a core. . In each ward there exists a room for conferences, discussions, etc., which should should always be manned. This room is called the Team Control Centre (TCC). Situated on the ground floor is a central Supply and Processing Department (SPD).

The reliability model of this hospital has certain features common to the Gas Production Plant described in chapter 2.5, namely, the object of the model is to assess the ability of the services to meet a demand from the wards. Failure to meet a demand constitutes a system failure. Referring to figure 7.6, the ward demands are in parallel with the services. When a demand is made, the corresponding ward branch fails.

The operation of the system is discussed with reference to figure 7.6. Each floor has a core (1000, 1002) with an additional dependent core (1001, 1003) to cater for demands from wards 2 and 4. The SPD is represented by 2000 and 2002 with dependent SPDs 2001 and 2003. It is necessary to have two SPDs in the model because of the nested structure. The TCC provides the most complex part of the model. It is assumed that, should a TCC be unavailable, the other TCC on the same floor can take over, but with halved reliability of providing a service. This is modelled for one floor as follows: 20 and 30 represent the TCCs. 21 and 31 represent the TCCs working at half reliability. Should 20 fail, then 201 fails. 2010 repairs, bringing in 21. Also 20100 repairs, bringing in a route between nodes 125 and 139. If 21 fails before 20 is repaired then the system fails because 211 depends directly on it. The purpose of 211 is to cope with the circumstance when TCC ward 1 fails and TCC ward 2 has already failed ( 20 fails but 21 has also failed). The same processes apply on a failure of TCC ward 2 (30).

The data for the model is shown in figures 7.7, 7.9, 7.12. For the purpose of simulation the system is divided into two nests, one for each floor. The element data, which has been assumed, is as follows:
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i) Wards: Exponential failure (demand) with a mean of half-hour and switch repair fixed at 10 minutes. (duration of demana).

Core: Exponential failure with a mean of 30 days and lognormal repair with a mean of 1.22 hours.

SPD: Exponential failure with a mean of 90 days and lognormal repair with a mean of 22 minutes.

TCC: Weiball failure with a mean of 1 hour, shaping parameter $m=2.5$ and lognormal repair with a mean of 13 minutes.

The output of 100 mins of 24 hours each is shown in figure 7.13. There was an average of 3680 demands in this time, i.e., 36 per 24 hours. During these demands, the core and SPD proved to be very reliable, only causing one system failure. On an average of four occasions, the ward demand was not satisfied as soon as the demand occurred. On the other occasion the system broke down during a demand. On an average of 1089 occasions, one TCC had to cope with demands from both wards. On an average of 33 occasions even the single TCC broke down.

The time-between-failure histogram shown in figure 7.14 is exponential in shape and has a mean of 53 minutes. The mean time to first failure is 41 minutes and the mean system repair time is 2 seconds. The availability is very high (99.93\%) indicating that the system is unavailable on average for one minute in 24 hours.

### 7.3 A CONTROL SYSTEM FOR A DISABLED DRIVER'S CAR

The Transport and Road Research Laboratory has been undertaking an investigation into various control systems for a disabled driver's car. Part of this investigation required an assessment of the reliability of the proposed control system. A design exercise was undertaken under the sponsorship of TRRL. The initial part of the reliability assessment exercise is documented here.

The objectives of the exercise were to:
i) locate critical elements.
ii) obtain a mean time to first failure of two channels (no repair being undertaken).
iii) obtain a mean time to first failure of one channel as an indication of the 'safety margin' in which repair of the channel must be carried out before another channel fails.

The system chosen for investigation is 2 duplex monitored system shown in figure 7.16. The system requires at least two out of three channels to be operational. The monitoring channel is designed to detect a faulty channel and switch it out by means of control relays placed in the main power lines. Three separate batteries are used to prevent common mode supply faults.

In order to provide the two-out-of-three facility, the system may be modelled as in the conceptual block diagram shown on figure 7.15.


Should either channel 1 or channel 2 fail then one foute will remain open, provided that the corresponding isolating relay works. The gearbox and control lever are the only series (common) elements.

Figure 7.17 shows the full block diagram. The most complex modelling feature is the battery drain. This can be caused by:
i) an alternator failure.
ii) a diode open circuit.
iii) a diode short circuit, together with a battery failure of another channel.

Case i) is catered for by elements $20,30 \& 40,25,35 \& 45$, all of them switch dependent on 15 , the switch time being the drain time. Case ii) is catered for by elements 1008, 2010, 2002, 10061, $1006 \& 1004$ being dependent on their respective diodes. Case iii) is catered for by the elements modelled as for those between nodes 102 and 104. If diode 1 short circuits then branch 22 fails. If this is followed by battery 2 or battery 3 ( $M / C$ ) failing then 23 or 24 fails shortly after. The lumped parameter elements combine the command pot, comparator, $A / D$ converter, amplifier, motor, clutch, clutch driver power transistor, switch, fuse and wiring. This is valid because all these elements have exponential failure with no repair. The model shown in figure 7.17 has 53 elements. This is more than the optimum number but, since the model has only 12 routes, the extra number of branches do not prove much of a disadvantage. Figure 7.18 shows the input data with all the dependencies and switch times.

The output is shown in figure 7.19. With the exception of four random events, all 100 system failures have been caused by the alternator failing or a battery failing. Because of the interdependencies of figure 7.16 the actual cause of a system failure is sometimes fairly complex. Six branches depend on an alternator failure, $20,25,30,35,40$ and 45 . Of these, 30 and 40 have the fastest drain rates. Thus 30 and 40 fail causing two of the three parallel paths to fail. It is 20 failing that fails the system as this element lies in the only remaining path. The six systems failures caused by 30 and 40 are a result of channel 1 or channel 2 having already failed. The batteries provide an even more complex set of interdepndencies, A battery failure will cause a drain and fail the whole system if a diode goes short circuit. But the diode is a very reliable element so it is the second of the three batteries to fail that will cause system failure.

With this system, catastrophic failure will result if two channels fail. Another simulation was performed to assess the system in terms of failure being classified as one channel failure. For this purpose the system was modelled as in figure 7.21. Certain simplifications can be made. Element 10 represents the battery drain caused by an alternator failure. This drain is that undergone by battery 3 because this has the shortest drain time therefore making it unnecessary to include the drain for batteries 1 and 2. The lumpea, parameter element has in addition to the model of figure 7.17 the battery and the diode S.C. The battery failure rate is so high compared with the other elements, that the lumped parameter element can be considered to be the battery. Figure 7.22 shows the input data and figure 7.23 the branch statistics. The system failures have been caused principally by the battery failing with a contribution of alternator failure. Figure 7.24 the time to first failure histogram, shows an exponential distribution of first failures times with a mean of 286 hours. This compares with the two out of three time of 755 hours and represents the safety margin time in which repair of the faulty channel must be carried out.
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This chapter is concerned with the users of the reliability program during the three year development phase. The type of user and the amount of his usage is detailed. The feedback from users is described both in terms of new facilities and critical comments ranging from minor dislikes to error reports.

### 8.1 THE ROLE OF THE USER

The development of the reliability prediction program RELY was structured so that it became possible to use the program within three months of starting the project. After a year it became feasible to allow distribution of the program to users outside Kingston Polytechnic. It was therefore at this stage that the users became an important explicit consideration where previously they had been implicit. Users were encouraged to make comments and suggestions and to this end frequent meetings were held with A.S.W.E., their subcontractors using the program, and the designers at Kingston. The total usage of the program for the two years of issue is estimated as in figure 8.1. The major users at R.A.E. used a 1904A and a 1906A. The students at Kingston

| Run Hours |  | Machine | Cost |
| :---: | :---: | :---: | :---: |
| A.S.W.E. Internal users | $\begin{aligned} & 0.25[\text { [NOTIONAL }] \\ & 0.1[\mathrm{MLLL} \text { TIME }] \end{aligned}$ | 1907 SOUTHAMPION 1906A R.A.E. | $\begin{array}{r} £ 30 \\ £ 30 \end{array}$ |
| A.S.W.E. Subcontractors | $\begin{aligned} & 10[\mathrm{MILLTINE}] \\ & 0.5[\text { NOTIONAL }] \end{aligned}$ | 1904A \& 1906A R.A.E. 1907 SOUTHAMPTON | $\begin{array}{r} £ 800 \\ £ 50 \end{array}$ |
| Kingston Polytechnic students | 10. [ELAPSE TIVE] | 1905 KINGSTON | - |
| Transport \& Road Research Lab. | 1 [ELAPSE TIME] | 1903A E.R.A. | £30 |

figure 8.1
used the program for part of their course work. No development time or use by the designers is included.

### 8.2 COMIENTS OF USERS

During the two years of usage, the comments of users requiring action from the designer can be divided into facilities requested and errors reported.

### 8.2.1 FACILITIES REQUESTED BY USERS

The facilities requested ranged from minor output title changes to complex structural modifications. Sometimes the changes were anticipated by the designers and incorporated. On other occasions users requested facilities that they had no immediate use for but felt that the program would not be complete without them. The majority of changes did not, however, fall into this last category. The first improvements came in the area of data error reporting. Prior to general release, the only users were the program designers. But once inexperienced users started designing and coding input data it became clear that the standard of error reporting would have to be inproved. A number of comprehensive error checks were incorporated and these can be seen in detail in figure 6.4 of chapter 6.

Once an input error reporting system had been devised it became clear that some form of user guide was required. A modular format was laid down and this formed the basis of all the documentation which is described fully in chapter 6.

One.problem that had not been resolved by the time of the first program issue was the use of magnetic tape data files. While the program was only being used at Kingston, the run times for simulation were not critical as the computer time was free. This was not the case for outside users and it became clear that the file accessing was causing large time delays. As a result, a modular file accessing method was devised and this is described in chapter 4.2.9.

The first outside 1900 computer used was the 1904A at the Royal Aircraft Establishment. Installing the program
on this machine presented no problems. However, the second outside 1900 computer, the 1907 at Southampton University, presented problems mainly due to the local operating system. A number of minor changes had to be made to the way the program haited kecause of errors in the data. The Southampton operating system provided remote job entry (R.J.E.) and in crider to take full advantage of this, extra facilities were provided. R.J.E. permits a job (a computer run) to be cntered into a batch processing stream from a terminal. Unlike timesharing the job will not be processed immediately but will go into the normal batch queue. When processed, the output can be listed on the terminal if desired. A summarised output format was devised and an option given to the user to allow this form of output in place of the normal full output. Additionally, an option was provided that allowed a full output of a previous run should a greater level of resolution be required on the evidence of the summarised output. This.would have to be posted or collected unless a remote lineprinter was available.

When users had become familiar with the program and started getting meaningful results a general request for more comprehensive output was made.

The output was improved in the following ways:
i) The user's input data was output in a branch numerical order. This was required as a document and as a check against input errors.
ii) Route Analysis information provided. The routing information shows the weighting of each element determined by the number of routes it appears in. As well as this, information is available about the complexity of each route. This can be used to determine the topological importance of an element.
iii) A histogram of systems availability.
iv) Standard deviation of the output quantities, MTFF, $\mathrm{MTBF}, \mathrm{MRT}, \mathrm{SFR}$ and availability.
v) Choice of histogram ordinate maximum.
vi) Abscissa intervals scaled to factors of 2, 5 or 10.
vii) Branch simulation histories. This table, examples of which can be found in chapter 7, was requested as a means of identifying the vital branches in a system. The design examples in chapter 7 illustrate the importance of this table.

Chapter 2.3 describes the $n$ out of $m$ facility that is a useful modelling technique. The program facility was incorporated at the request of users who found the conventional method too tedious. Users made comments about the standby mechanism described in chapter 2.2.4. The conventional standby situation gave rise to a system failure, which some users wanted suppressed. By suggesting an alternative model a major program modification was avoided.

Random number generation caused many problems and arising out of these a request for a repeatable random number facility was made. This allowed users to repeat a run with the same random number stream removing this variable from the simulation. The problems are described in the next section.

When users attempted long simulations they found that the data files could not cope with the volume of data. Consequently a facility was provided that allowed users to extend their data files. .This is described in chapter 4.2.9.

Towards the end of the project it was suggested by A.S.W.E. that spares estimation could usefully be incorporated into the program. A method for doing this using existing techniques evolved by A.S.W.E. was devised and is described in chapter 4.2.7.

The nesting facility, which is described in chapter 2.4, proved to be too unsophisticated to cater for the diverse outputs of a simulation. The users suggested an improved method and this was duly incorporated as described in chapter 4.2.6.

### 8.2.2 ERRORS REPORTED BY USERS

The major exror reported by users concerned discrepancies in the number of expected events occurring during a simulation. After the provision of facility vii) of section 8.2.1 it became possible to compare the number of failures suffered by a branch with the expected number if:
i) The failure distribution is exponential.
ii) The repair time is small compared with failure time.

Chi squared tests were performed on the number of failures and in about $50 \%$ of cases the results failed the test with a confidence level of $90 \%$. In some cases the observed number of failures differed from the expected number by as much as four standard deviations. The causes of the problem were twofold.
i) The technique used to generate the tabular distributions, detailed in chapter 4.2.3, stored values of $f(t)$ of the cumulative function from $0 \rightarrow 1$ with corresponding t's of 0 and $\infty$. Because of the technique used where the $F(t)$ range $(0 \rightarrow 1)$ is split into 50 equal intervals and linear interpolation performed, the slope of the last linear segment is very small. As a result almost all values of $t$ generated in this area are very large and lie outside the mission time. ( $10^{20}$ was used as a representation of $\infty$.) Hence every 50th value of $t$ obtained, biased the simulation by either causing very long repair time in a few cases thus reducing the amount of mission time available for failures, or causing very long failure times producing the same result. The users suggest an improved method, reference 30 , which was incorporated.
ii) The second cause was due to the random number generator having too short a cycle. The generator used is a multiplicative congruent type and only had a bit length of 24. When this was increased to 48 the Chi squared test was passed with a confidence level of $90 \%$.

When the program was installed at Southampton University it was discovered that an overlaid version would not work. Because of the size of program it became necessary to overlay it, a technique described in chapter 3.1. This problem seriously affected the entire use of the program because a non-overlaid version left a very small area for data. The fault was traced to the machine's overlay package being different from the one used at Kingston. The problem was solved by compiling the program at Southampton thus incorporating the overlay package of that machine.

## 9. FURTHER DEVELOPNENTS

The project has been devised to allow for cortinued development and updating of the software. by people who may not have had close contact with its early or detailed design. It was assumed at the outset that the modular software structure, coupled with standardised documentation, would allow for ease of development and maintenance.

In an attempt to prove this in the course of the project and thus illustrate the way in which further development may be carried out in the future, some of the program modules of RELY have been developed by:
i) adaptation of algorithms and software independently developed by others (spares optimisation).
ii) inviting a programmer to devise an algorithm and develop a program module according to set specifications.

Future developments of PBLY range from providing minor modifications for greater convenience of users to incorporating powerful new features which would involve considerable research and development effort. Some suggestions, based on user feedback, are given here.
i) Providing information from the result of a simulation about the way an output quantity (time between failure, etc.) varies with time. This could be presented in the form of a histogram.
ii) Providing afacility that enables the user to terminate the mission after first failure for the case when mean time to first failure is the only output quantity of interest. By making repair a switch distribution that is longer than the mission time it is possible to do this at present provided an estimate can be made of M.T.F.F.

However, with complex systems this is not always easy and an automatic facility would be useful.
iii) Allow elements to be 'shut dow' during a system failure, i.e., prevent them failing during this time.

This would require adding on to these elements a time equal to the duration of the system shut down time.
iv) Providing information about the number of workjng routes throughout a simulation, i.e., calculating whether the system spends most of the time with a high percentage or a low percentage of routes available. This would give an overall measure of the redundancy of a system.
v) Providing sensitivity analysis. This would guide the designer towards the most advantaseous design modifications without the need for repeated and expensive similation runs. The provision of this facility would represent a major undertaking to be supported by research and extensive algorithm development.
vi) Providing an assessment of the level of confidence to be associated with a set of results. This would permit the adjustment of the number of similations according to the measure of accuracy required.
vii) Providing some degree of automation of the number of simulations according to the desired level of confidence and/or to the allowed cost of the simulation.
ix) Allowing dependent elements to be controlled by more than one independent element.
x) Providing a means for describing the failure and repair characteristics of an element as a numerical table.

This topic can be divided into two areas of activity:
i) Projects inside the School of Electrical and Electronic Engineering at Kingston Polytechnic.
ii) Projects outside.
10.1 INTERNAL PROJECTS

The major related project is in Markov methods for the assessment of the performance of probabilistic systems. The aim of the project is to investigate the application of Markov models to certain types of stochastic processes. These include the processes governing system reliability. The main problem that has been encountered in the course of this project is the large number of states required by a reliability model of practical systems. This leads to very large matrices and the size problem at present prevents the application of Markov methods to all but the simplest reliability models.

Another project that relates indirectly to the reliability project is an investigation into structured programming and programme proving techniques.

This, however, would only affect the methodological aspects of the reliability program and not the facilities offered to reliability engineers.

### 10.2 EXTERNAL PROJECTS

This section is divided into three parts:
i) Survey of programs in U.K.
ii) Related projects as a result of liaison with other firms.
iii) Projects outside U.K.
i) A number of reliability computer programs exist in the U.K. Many of them are private to the company that developed them but their existence shows work in this area.

Smiths Industries Ltd.
A number of programs have been developed that perform analysis as opposed to synthesis.

RPRED8, SPRED2, TPRED1: Calculates the failure rate, MTBF and reliability using Smiths own data bank.

DUANE1: Reliability growth assessor.
RTEST2: Truncated sequential reliability test plans for exponential distribution using MIL 781B.

BRDAP2: Reliability block diagram analysis program.
MTBFAV: Calculates MTFF and availability from transition rate diagram. PSIP4: Probability state interpretation program.

HILO: Strictly a logic simulator but some reliability comparisons may be made.

GEC Marconi
Only one program exists, which is fairly basic.
MIL: Calculates the failure rate and MTBF using MIL 217B.
REDAC Software Ltd.
One program is available as a bureau service. REDAP25: Reliability prediction using MIL 217A.

## Honeywell Information Systems

A simulator is available as a bureau service. MCREC2: Monte Carlo simulation.

Easams Ltd.
AWAZUV: Analytical reliability calculation.
WAZUST: Simulation of an aircraft mission. U.K.A.E.A. Risely

NOTED: Analytical reliability calculation.
RASP: Statistical evaluation of reliability data.
ITTE
STCML: Monte Carlo simulation.
COMSY: Markov reliability prediction.
ii) Reliability prediction is being carried out by the Ordnance deparinent of the Navy at Eath. As a result of this work, a program has been developed for reliability assessment. The sponsors of the Kingston Project, A.S.W.E., have taken this program and assessed it along with REWY. The results of the comparison are given in reference 20.
iii) A large number of projects into reliability are being carried out both in Europe and U.S.A. Details of these can be found in the bibliography section.
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Appendix i: Conferences and publications
Conierences
In the course of this research the opporturiti- arose to present aspects of this work at conferences. These occasions have aliowed the assessment of interest in this work and have led to valuable contacts with potential users whose views and comments were utilised in subsequent planning of the project.

1. AGARD Conference on Computer Aided Circuit Design. May 1973, Lyngby, Denmark. AGARD is an advisory group of NATO. Because of the international nature of NATO, papers were presented by authors from most of the NATO countries. A report on the conference by the author appeared in C.A.D. magazine and is reprinted in the publications section of this appendix. The purpose of attending the conference was to read a joint paper by the two supervisors of this project and to answer technical queries about the project.
2. I.E.E. Conference on Computer Aided Design, Southampton University, April 1974. The paper describes the approach to CAD developed at the Kingston Polytechnic School of Electrical and Electronic Engineering and shows the use of the approach in the context of the development of RELY. An example of a communication system is shown, together with the reliability assessment achieved by RELY, demonstrating the main features of the program at the time of the presentation of the paper.
3. CAD 74 Conference, Imperial College, London, September 1974. The synopsis of a paper, jointly read at the Conference by the author and one of the supervisors, is reprinted in the publications section of this appendix. The paper presents a practical design example and illustrates the use of RELY, in developing design strategies for evolving an acceptable compromise between reliability performance and cost of a system. The input - output data formats of RELY are illustrated.

## Publications

Apart from the conference papers described earlier, the project gave risc to a series of research reports held in the library of ASWE and of the Kingston Polytechnic which indicate the development of the project over the years.

21st - 24th May 1973, Lyngby, Denmark. 25th Technical Meeting of the Avionics Panel of AGARD (Advisory Group for Aerospace Research and Development)

150 representatives from the NATO countries met at the Technical University of Denmark at Lyngby, near Copenhagen. Of the 86 papers received, 35 were accepted. The opening address was given by Mr. R. Voles, the programme chairman, who outlined the theme of the conference, namely, to bridge the gap between the expert in C.A.D. and the prospective user.

The conference was divided into seven sessions covering topics in reliability, modelling, microwave, analogue, digital and layout. The first paper was given by Dr. Lindberg of the Institute of Circuit Theory and Communication at the Technical University of Denmark. He described the approach to the teaching of C.A.D. in Denmark and made reference to a number of programs developed in the Institute. Two in particular, ANP3 a linear circuit analysis program, and NAP2 a nonlinear analysis program, were demonstrated. Some tine was made available on the $370 / 165$ at the University for AGARD representatives to try out these programs.

Also given in the first session was a paper on the economics of c.a.d. by Mr. A. Llewelyn, the director of the CAD Centre, Cambridge. The system in operation was described and emphasis put on the needs of the industrial users. Mr. Llewelyn was asked if the limits imposed by PO land lines had affected the capacity of the system. He replied by saying that the proposed new trunk network should alleviate the situation.

The second session devoted to reliability contained two papers on reliability prediction, one on reliable design and one on reliability or yield. The prediction papers were both sponsored by defence establishments in conjunction with academic institutions. A users view of c.a.d. related to reliability, N.A. Walter, Admiralty Surface Weapons Establishment, and Dr. A.A. Kaposi, Kingston Polytechnic, described the particular problems encountered by the Navy. A modular prediction method was detailed.

Professor J.P. Vedel, University of Paris, described work of a similar nature being sponsored by the French Army.

Five papers were presented in the modelling session. The main theme was to try and improve the validity of parameters in existing nodels by different techniques. Dr. Mertens, University of Leuven, Belgium, described a method of taking physical parameters of a bipolar transistor and producing C.A.D. parameters from this. Captain Covello, USAF, gave details of a method of obtaining the nonlinear parameters of an $n-p-n$ bipolar transistor by successive iteration on known linear parameters.

The analogue session was represented by papers on filters, i.e. measurements and large-scale circuit analysis. Dr. Van der Ouderaa, Philips Eindhoven, described a program called ICAN which predicts the a.c. behaviour of a bipolari.c. Inputs used are the technological data, geometric dimensions and nodal connections. This program is aimed at device designers as the dimensions and diffusion techniques would not normally be known by circuit designers. Mr. W. Hochwald, Rockwall International USA, described a system of programs called SYSCAP/SELECT, currently available from CDC/Cybernet. The system is able to handle input in the form of lumped parameters, discrete parameters and functional blocks. The stimuli can be electrical, mechanical, hydraulic or aerodynamic. All the usual facilitics are available together with some useful additions. These include the effect of component failure on each node, stress analysis and open and closed loop responses. When asked if there was any backup service for users of the system Mr. Hochwald said that local centres had analysts who were able to assist and as a last resort Rockwall International could be consulted. A standin paper was presented in this session by Mr. K.G. Nichols, Southampton University, who described a system which has been implemented on a minicomputer. The paper outlined the advantage of C.A.D. on a mini and stimulated a lively discussion on the subject.

The session devoted to digital started with a paper given by Williams, Scott and Beaumont of Bell, Ottawa, on a high level graphical language called Grapple. It is designed to enable users of a graphical display to interact with the device by means of a very simple command language. This removes all the tedium of writing graphical display software and also avoids the use of databases. The language can be extended as required by a compiler-compiler technique. Professor D. Lewin, Brunel University, presented a paper on design languages for logic systems and this was followed by a paper given by K. Juergensen on the NASA computer aided design and test system.

The CADAT system enables the design, layout, evaluation and testing of l.s.i.c.'s. It is designed to be used by cortractors to NASA as well as NASA themselves. C.S. Meyer of Motorola Phoenix, USA, then described the design system used by Motorola for l.s.i.c.'s.

The final session was devoted to layout. W. E. Hillier, Redac Software, Tewkesbury, described the p.c.b. design package that is available from his company. Two papers were then given by representatives of ICL, West Gorton. One, by H. G. Adshead described the work of the design automation group within ICL. The techniques developed by this groyp are used in the design of multilayer p.c.b.'s. The SYSTHM 71 facility was described. This system-is used to produce the master logic drawings and n.c. tape necessary for the production of p.c.b.'s. The paper gave an interesting insight into the use of design automation within a large company. The second paper, preșented by Dr. R. W. McGuffin, was concerned with the placement and routing of high-density chip interconnections. A major consideration was the positioning of chips to produce short propagation times on critical paths. Dr. D. Oestreichter then gave a paper on a parallel p.c.b. design system. The system used a parallel method of solving the assignment, placement and laycut problem associated with p.c.b. design.

Finally W. M. Gaddes, IEN New York, gave a paper on Design Automation. This described the guidelines used by IEM to implement a design automation system.

The conference proved to be very successful. The standard of the papers was high without becoming too detailed. From a C.A.D. point of view the majority of representatives felt very encouraged at the progress that has been made.
C. Partridge.

Reproduced from C.A.D. Magazine Oct. 1973
A.A. Kaposi \& D.C. Partridge

This contribution discusses the problems associated with the assessment of reliability of complex technological systems and proposes a CAD method which has the potential of solving most of them. It presents the current state of development of such a method giving details of

- current capabilities of the method
- the structure of the software system
- the algorithms used
- the modes of implementation of these algorithms
- the computer facilities used
- the plans for future development

An example is included demonstrating the capabilities of the method, showing the input/output data format and the cost of computation. Features of the method

The paper argues and aims to demonstrate that the difficult and diffuse problems associated with complex technological systems are most conveniently solved by modular software which affords; among other advantages

- choice of combination of modules to suit individual problems
- efficient use of storage space by partitioning the data and keeping in use only the relevant parts for operating modules
- ease of software system and program development
- ease of extension modification and maintenance of software
- ease of documentation

At its present state of development the CAD method may be used to solve reliability problems

- at the feasibility study, design and maintenance stage
- of complex technological systems at sub-system, equipment, assembly or component level
- of systems containing any form of redundancy (standby, n-outof -m, parallel, etc)
- of systems liable to variable modes of failure and repair'
- of assessment of the systems sensitivity to element reliability

At the present time reliability assessment is based upon statistical. methods using Monte Carlo techniques. Future plans include the incorporation of probabilistic methods.

Background
The project, sponsored by the Admiralty, is part of the research at the School of Electrical and Electronic Engineering of the Kingston Polytechnic, directed at the development of a unified approach to the use of CAD.

IEE Conference on CAD, Southampton, 1974.

CAD for reliability improvement
A.A. Kaposi ${ }^{*}$ \& C.I. Partridge

Most people concerned with devising or usiñ $C A D$ have experience with programs whose facilities fail to keep in touch with changing demands of a dynamic industrial environment. This paper seeks to describe the development of a user-oriented CAD program which has specifically been designed for ease of modification or expansion. The progran, originally intended for the purpose of reliability prediction, has recently been extended to include facilities whichhelp designers in improving system reliability. The paper illustrates the use of RELY in this context with the aid of a practical design problem.

## * Kingston Polytechnic <br> ** Kingston Polytechnic and A.S.W.E.

CAD 74, London, 1974.

Appendix ii: List of symbols and abbreviations

ACM: Association for Computing Machinery
ASWE: Admiralty Surface Weapons Establishment
BS9000: British Standard Nine Thousand
CACM: Communications of the Association for Computing Machinery
CAD: Computer Aided Design
$f: \quad$ failure rate
IEFE: Institute of Electrical and Electronic Engineers
IREE: Institute of Radio and Electronic Engineers
$\lambda: \quad \therefore$ Failure rate of exponentional distribution
MIL 217: United States Defence Standard
MRT: Mean Repair Time
MIBF: . Mean Time Between Failure
MTFF: Mean Time to First Failure
MTTF: .. Mean Time to Pailure
PCV: : Pressure Control Valve
ppmh: parts per million hours
RAE: Royal Aircraft Establishment
RJE: Remote Job Entry
SFR: System Failure Rate
TRRL: Transport and Road Research Laboratory

The definitions given relate to the context in which the term is used in the text. The following references were used in compiling the definitions.
i) M. Shooman: Probabilistic Reliability: McGrav Hill.
ii) A.E. Green \& A.J. Bourne: Reliability Fechnology: Interscience. iii) G. James \& R. James: Mathematics Dictionary: Van Nostrand.
iv) D.W. Ballentyre \& D.R. Lovett: A Dictionary of named effects and laws in Chemistry, Mathematics and Physics: Chapman and Hall.
v) M.E. Kendall \& W.R.- Buckland: A Dictionary of Statistical terms: Oliver and Boyd.
vi) Chambers Dictionary of Science and Technology.
vii) P.B. Jordain: Condensed Computer Encyclopedia: McGraw Hill. viii) IFIP Guide to Concepts and Terms in Data Processing: North Holland.

ALGOL 60: An algorithmic and procedure-oriented machine language used principally in the programming of scientific problems.

Assembler: The generic term for the low level language of a particular computer. Also used to denote the computer program that translates the language into machine executable code.

Availability: The percentage of time a system is functioning compared with the total time it could function if it were perfect.

Backing Store: A means of storing data external to the main computer itself,but accessible to the program.

Branch: A two terminal model representating a physical device, forming an element of a reliability block diagram.

Chi Squared Test: A test of compatibility of observed and expected frequencies of occurrence of events.

Compiler: A computer program designed to translate a high level language into a machine language.

Connection Matrix: A rectangular array that displays the information held in a connection table, see below, by assigning a column to each node of the network and a row to each branch of the network. Connection of a branch to a node is represented by an entry in the intersecting square.

Connection Table: A table describing the topology of a system as a list of the branches and their associated nodes.

Cortact Network: A Boolean model, used in Boolean systems and reliability studies, of a physical system where each element is represented by a contact that can be in one of two states; made or broken.

Cumulative Distribution: A representation of the distribution function $F(x)$ of a variate $x$ where $F(x)$ is the total frequency of members with variate values less than or equal to $x$.

Elapse Time: The total time taken by a computer system to complete a run of a program.

Element: One or more branches in a reliability block diagram.
Fault Tree: A model of a physical system that describes the possible fault conditions which may cause the failure of the systen.

Failed: One of the two possible reliability states in which a system may exist, namely, when it fails to meet its required specification.

Free Failure: One of three failure modes in mechanical engineering systems, namely, where the output cannot be controlled by the input.

Free Running Clock: A pulse generator not dependent on any exterior timing signals.

Functioning: One of the two possible reliability states in which a system may exist, namely, when it meets its required specification.

High Level Language: A computer programming language that is machine independent, e.g. ALGOL 60.

Language (Programming): An artificial language specifically designed for expressing a schedule of actions proposed in order to achieve some desired result.

Library File: A collection of standard routines held on a storage medium.
Linear Interpolation: The process of finding an approximate value of a continuous function between two adjacent discrete values by assuming linearity in the interval.

Locked Failure: One of three failure modes in mechanical engineering systems, namely, where the output remains fixed and does not respond to input.

Logic Gate Model: A model of a physical system where the state of Boolean input signals represent the reliability state of each element and logic gates are used to generate an output signal representing the reliability state of the system.

Markov Process: A probabilistic process in which development of the process depends entirely on its state at any one time and not on how that state arose. This is known as a first crder Markov Process.

Mean Repair Time: The mean of all times between a failure and subsequent repair.

Mean Time Between Failure: The mean of all times between a failure and the next failure.

Mean Time to First Failure: The mean of all times to the first system failure.

Mean Time to Failure: The mean of all times between a repair and subsequent failure.

Mill Time: The amount of central processor time taken by a computer in running a program.

Mission Time: A pre-determined real-time interval representing the working life oî a system between subsequent renewals or overhauls: and simulated in the course of a single simulation run.

Monte Carlo Analysis: A method involving repeated statistical sampling in order to obtain an estimate of the solution of a stochastic problem.

Multiprogramming: The interleaved execution of two or more programs by a computer.

Nest: A structure in reliability modelling composed of a number of branches grouped together for the purpose of performing a Monte Carlo analysis.

Node: A terminal common to two or more branches of a network or to a terminal of any branch.

Notional Time: A ratio of the elapse time, used for accounting purposes, that reflects the utilisation of a computer systems resources by a program.

Object Program: A computer program that can be executed by the computer hardware.

Operating System: A collection of computer programs that automate the running of computer programs by performing some of the tasks necessary for the desired result.

Overlaying: A technique for enabling a computer to run a program larger than the available store by using the same area of internal storage during the different stages of a program run.

PLAN: The low level assembler code of the ICL. 1900 range of computers. Peripheral: A device connected to a computer to enable communication with that computer.

Probability Density Function: An expression giving the frequency of a variate value x as a function of x or dx . whose total is taken to be unity.

Random Access Device: A storage device in which the access time for any location is independent of the sequence in which references are made to locations.

Redundant Element: An element that ennances the reliability of a system but is not essential for the functioning of the system.

Remote Job Entry: A method of assessing a computer system from a remote terminal.

Run: A single use of a computer to carry out a defined piece of work.
Runaway Tailure: One of the three failure modes in mechanical engineering systems, namely, where the output is in an unstable state and does not respond to the input.

Segmentation: The division of a program into self-contained parts called segments in order to be able to execute the program without necessarily maintaining it in its entirety in the internal store throughout the run.

Shelf Life: A finite real-time period for which the parameters of an element stay within the specification under storage conditions and hence the element would be in a functioning state if put into service.

Standby Redundancy: A mode of operation of an element where it is available for service should another element fail.

Stock Out Risk: The probability that a system cannot be repaired due to there being no spares available.

System Failure Rate: The rate at which failures occur to a system averaged over a whole simulation.
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