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This thesis d8scri beG 'a project, Dponsored. by the Admiralt3''' Surface 

.ieapons Establishment (A.S.l'l.E.), 'whose objt.:.cti\re is to investigate the 

use of Computer-Aided Design (q.A.D.) m~thods .in reiiabili ty engineering 

and, in particular, in reliability prediction. 

The project evolved as a result of con:t;inuous interaction with users 

\-:hose requirements and comments have assisted in the definition of the 

'project specification which, in turn, implied the method of computation 

(Monte Carlo analysis) and the foro cf implementation (a modularly 

structured program). 

The project produced a CAD method which aimed to provide: 

i) a means of predicting the reliability of complex hetero

geneous systems and an aid to es"iiirr..ate their spares 

requirements in an efficient way. 

ii) softvlare vlhich is easily e:.dendable, I!l~difia-ble a.nd, l-lhile 

oriented towards the ICL 1900 range of computers, optimally 

portable. 

iii) ~ mode of documentation which permits the use of th8 

. program by reliability engineers who have no prE:vious 

computing experience. 

In order 'to fulfil these requirements it vIaS nece~sary to incorporate a 

number of novel features which include: 

i) the use of hierarchical structures .as a means of modelling the 

reliability of large and complex syste~s. 

ii) the introduction of a modelling device in the form of a . 

controlled switch which allows the modelling of a wide range 

of dependent failure .and repair mechanisms. 

'iii) the transformaticn of any type of failure and repair 

distribution into a uniform data structure which permits the 

·easy and efficient handling of any type of distribution 

funct.i on. 

iv) the use 'of modular programming and program documentation as 

a means of providing the necessary efficiency, flexibility and 

user-accessability. 
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This thesis includes the descriptjon of the CAJ) method and illustrates 

it by means of 3· m.~bcr of exa;nples. Further, it discusses SOlliG of the 

probl-=ms of using "this method to p!'Gc5ct the reliability of mechanical 

engineering systems. 

The use of the progra.m by Ac S. vl.E. contractors and Polytecr..nic students 

is d.escribed by reference to· diverse design examples. Further areas of 

resea.rch and development in relation to the project are given. 

To assist tho reader who may not be equally. familiar vJith the standard 

terminologies of r-eliability engineering, ctatistics and computing tlsed 

in this thesis, a set of selected definitions is included in cne of the 

appendices. 
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1. fillLIABILITY JillALYSIS 

1 • 1 BACKGTIOUl\jj) TO RELIAB.ILITY PREDI CTI ON 

Reliability studies as a separate discipline rOGe to prominence during 

the second world liar. Until then the application of mathematical 

tech..niques to i.mprove the reliability of systems was' restricted to 

simple cases of ,one 'or two elements. 

With the ever increa.sing complexity of technological systems since the 

war, a means of estimating the reliability of systems became important. 

,As the number of 'elements ,in a system increased, overde8ign for 

reliability became an unacqeptable solution due to the prohibitive 

cost. Performing 'life cycle tests with items of equipment in order 

to compile data proves impossible with the size of systems being 

desiened at the'present time. For these reasons reliability prediction 

r~s beco~e important as an area of study. As part of the process of 

design, it is necessary to estimate the reliability performance of 

physical systems by means of calculation, thus ensuring that a new 

product conforms to such requirements as minimum availability or meall 

tj.me between failures. 

1 .2 MATHEMATICAL METHODS FOR OBTAnrnrG RELIABILITY PERFORMANCE 

There are at pre3ent two main classes of methods for obtaining the 

reli~bility performance of a system. 

i) Analytical methods. 

ii) Simulation methods. 

j,) Analytical methods aim to provide an explicit expression for the 

reliability behaviour of a system. These methods are based on the 

assumption that the system may be parti~ioned into a number of units 

(elements) each of which may exist in one of two reliability states, 

namely, functioning or failed. The reliability model of a system of 

n elements may be described by a Boole~n state transition diagram with 

2n states, each of which represents a unique combination of element 

reliability states. These 2n system states may then be partitioned 

into two mutually exclusive subsets representing the functioning and 

failed state of the system, respect~vely. If nOvl the probability of 

transition from one state to another is knOlffi 1'or each element for 

all values of tCO ~ t , t M), where t is time and tM is the 'mission 

time', one may attempt to obtain the system relia.bility behaviour as 
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a solution of a set of si rilU 1 taneous differential equations vlhose 

parameters are the transition probabilities of elements. 

The most usuo,l analytical r.lethod ·rega:'o.s failure and repair mechanisms a.s a 

Markov process whose full d.escription is given, amonG others, in reference 5. 

In many cases a Harkov model may only be d~vised' after radical simplifi

cations of the real-life behaviour of a system under analysis. In any case, 

at the start of this project and at the time of wt'i ting, the methocl \vas 

restricted to systems of modest size ruld complexity which are devoid of sophi~

ticated reliability problems s"Qch as dependency •. References 6 .a.nd. 24 describe 

early methods \-Thich aimed to overcome the problem of size. The most pro

'mising method concerne'd truncation of the transition probability matrix 

't'li th the resultant drawback 6f loss of accu.racy. . Even at the present state 

of the art (referencas 18, 33) modelling of dependent elements is usually 

not possible unless a very simple mech~"1iGm operates. Quite sophisticated 

list processing and pattern recognition tecrilliques (reference 18) will still 

only allow systems of moderate size (20 elements) to be analysed. 

ii) Simulation methods provide an estimate of the system reliability 

based on statistical experiments \'lith the reliability model of the system. 

:Blor each experiment, random samples are ta.1(en from the probability distri

butions oha:rA..cterisi.ng the failure and repair mechanisms of the elements. 

One tecrulique that employs this process is kno\-m as Monte Carlo analysis 

which is a.method involving repeated statistical sampling in order to obtain 

an estimate o"f the solution of a . stochastic .problem. ~1ihram (Ref. 36) 

regards this method as a branch.of experimental mathematics and verifies its 

validi ty by means of the La\v of Large Numbers. The statistical fou.11.dations 

of the method are widely discu~sed in the literature (see for ~nsta.~ce, 

references 37 and 38), and one of its uses in the context of reliability 

assessment is described in reference 10. It is this technique which forms ,,--" 

the basis for the method described in this thesis. 

A comparison of these two main methods at the start of the project (1972) 

indicated that the Monte Carlo method would provide a more promising 

approach for the class of system being 'considered, namely; large complex 

interdependent 'structures. In, the course of this work it was found that 

the Monte Carlo method' 'vas able to cater for the practical problems 

encountered by reliabili·~y. engineers 't'lhile, even at the present state of 

the art, Markov methods would not be able to handle the complexities of the 

systems shown as G.csigr1 8xo,mples in this thesis, chapter 7. 
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2. RELIABILITY MODELLING 

2.1 Th'E REJ.JIABILITY BLOCK DIAGRAM 

The type of structure in reliability analysis most easily un.de,rstood 

by designers is the reliabilitY'block diagram which is a contact net

\-Jork of branches connected between nod.os. 

Each element of the .system is represented by a branch which contaills 

a contact. The contact can be in one of two states; made or broken, 

representing func~ioning or failure 'of the element, respectively •• 

The prime purpose of the reliability bloc,k diagram ,is to model the 

physical system as a numbe.r of routes or paths between two specified. 

nodes. ·T..f'le system is said to be fUllctioning if sufficient routes 

are .available (usually. one) betNeen these tl"lO nodes ~ Failure of an 

element in a route breaks the contact and disables that route. Figure 

.2.1 shows the reliability block diagram of a four-element system 

containing three parallel redundant elements. The system will be 

said to f~~ction if at least one ~outc is maintained between nodes 

1 and 3. 

2 

~ 

3 v 1· y 

1 2 3 

4 figure 2.1 

Should one of the parallel elements fail, two of the three routes' 

through the system would still be available. However, if the series ,.-__ .. -

element '1' failed then all three routes wculd be disabled and the 

system would cease to function. 

Modelling s,ystems reliability in terms of contact networks is a well 

known procedure. An alternative is 'the use of logic gate models 

(reference 13) While both methods, in their normal form, are limited, 

the contact network model offered more 'scope for extension of modelling 

facilities to allow for additional complexities such as shelf life 
- . 

standby, etc. A. third alternative method of modelling is the 

failure or fault tree. An example of this type of model is shOwn 

~n section 2.5. Reference to this example shows that this is a dual 

of the' contact network model. 
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2 .. 2 DE'P~lIENCY 

2.2. 'I THE CONCEprr OF DEPENDE.HCY 

The failure and repair of an element is governed by one of two 

basic mechanisms. 

i) An element can change state independently of any 

other element cr event. This means that the element 

fails and repairs according to some random,process 

characterised by the distributions .apertaining to tbat 
element. 

ii) The operation of an element m~ be governed by events 

occuring to another element ,elsewhere in the reliability 

structure. Alternatively, 'an element may change state 

at certain pre-determined times as demanded by the 

environment in which the system operates. In both 

these cases the failure and/or repa.ir of the el.ement 

is not an independent random event. To cope with such 

situations the concept of dependency ha.s been intro

duced. By using this concept it is possible to model 

a variety of practical situations such as 'shelf life, 

standby redundancy, scheduled 'maintenance, etc. 

2.2.2 IMPLEMENTATIOn OF DEPENDENCY 

Let us assume that a system contains, among others, two elements, ' 

A and B. A is an independent element whose failure and repair 

are random events whose ocourrence is characterised by specific 

distributions. The repair of B is similarly independent but 

B only starts to operate after A has failed. Thus the failure 

distribution of B does not give a full account of the failure 

mechanism of the element since failure also depends upon events 

occuring in element A. 

Figure 2.2 shows a sequence of 'random events occuring in A and 

B. . The manner in which the program handles the situation is 

as follows: 

At the start of simulation the time of the first event is gen

erated for each branch. Let .these be t1A and t'1B for element 

A and B respectively. t1A is an independent event which is 
I 

recorded by the program. t'1B is examined with respect to the 
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ELEMENT 
A 

ELEMENT 
B 

state of A. Since at t' 1 B A ,,;.;a.s y;orking, this failure time 

is not taken into account u.ntil late~. Element Bfails at 

t1B = t.lA + t':B • .!:'If-tp.r thi8, both elements are under repair. 

B becomes availa.ble first a!1.cl sta.rts service; hence the s~b

sequent failure time t3B is recorded, although A becomes e"vail

able in the meantimc. Event s at t3A and t4A are iniependent. 

t'5B is once again suspended because A is functioning. ~le 

next failure of B is computed as t5B i5A + t'5B. 

In general, failure a...VJ.cl/or repair may be a, dependcnt mechanism. 

A~ the time of sGIIlpling the appropriate distribution of the 

dependent branch u. chock is made -to see if the independen·~ branch 

is operating in the same mode. If so, the time of the next 

dependent event is adjusted according to the next event in 

the independent branch; otherwise it is iir-eated in the same 

way as for an independent event. 

Inverse depeniency is an identical mechanism except that: 

i) rr'he initial state of the dependent element is inverted 

i.e. fail to repair and vice versa. 

ii) The next event time of the dependent branch is mod

ified if its mode (feiled or working) is opposite 

to that of the branch on which it is dependen't. 

]'UNCrrIONING 

t1A I t 2A
. ~3A[Jt5A ,. 

t 
FAILED I 

I I 
I I 

FUNCTfI: OlIIUG \ I . 
I 

J t '5B' 
I 

rt'1B' 
~, Tt ' 
~) 

. 5B I 
t- t2B ~3B 

___ I .... 
~~ u1B "t4B 

·1 t 
• I I ~ , I t 

FAILED 
figure 2. 2 
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2.2.3 THE StITTCH 

In order that more complex situations may l)e Tiloa.elled an 

additional element has been invented. Thi.s element, called 

the switch, has a discontinuouD cUIllulative distribution 

function characterised by figure 2.2A. The time t' at vIhioh 

the probability of the event cha.."'1ges from 0 to is Imown as 

1 

F(t) figure 2.2A 

o 
t' t 

th,e switch time. By making the operation of the 'switch dep

end.ent on some independent €:\Tent or events it is possible to 

use this auxiliary modelling device in a variety of apparently 

different practical situations. In the light 'of experience it 

can be supposed that the switch m~y be a universal modelling 

tool. This means that nevI modelling problems may be solved 

with tho judicious usc of the swi tch., 

The 'operation of a dependent switch is shown in figure 2.3. 

The 'switch time' of the switch can be set so Short that, com

pared with the timing of any other event in the system, the 

switch appears to act instant~~eously. The user sets this 

time as desired. 

FUNCTIONING 

t1A 

, 
FAILED , I 

I FUNC'l'IONING I 

I I 

t' I 
I 

1A:!l " I 

-~ ~ ~ 

t1B I 
I 

I 
I 

FAILED 
2.4 

t2A 

t~ -t'2B 
+-:-

t2B 

INDEP ENDENT 
EMEN'T 

,--

EL 
A ,~ 

t 

DEP ENDENT 
EMENT 
B 

. EL 

t 

" figure 2.3 
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2.2.4 STAlIDBY 

In the cl~ssic standby situation a.'1. element iz in" sOl"vice 

only v:hen the corresponding inclependent clement fails. . . 
Assuming the standby element has infini t,e shelf life then it can 

be 'modelled in two "18::lS. In the example. of figure 2 .. 4A, X 

is a'l1. element whose operation is. dependent on M. X will not· 

come into service initially until Iv! fails for the first time. 

INDEPENDENT INDEPElIDENT 

M M 
p I 

-
~ - ~ 

-, 

X - ~ X - S f--

figure 2.4A SHITCH i f gure 2 .4B 

Assuming normal repair functions on both X and M, X will always 

be on standby unless M has actually failed. The disadvantage 

of this mod,el is that, following a fai lure of M, X remains 

operational even after repair of M as can be seen from the 

explanation of the dependency concept. This will not affect 

the performance of some systems'but in other cases it may cause 

misleading or ambiguous results, i.e. when more than one route 

is required for the s.ystem to operate. Hence, in general, the 

alternative model shown in figure 2.4B is recommended. An 

, additional series element is inserted in the standby path. This 

is an inverse dependent switch which fails when M repairs and 

,repairs when M fails. Thus the standby path is not available 

while.M is functioning. An additional constraint can be imposed 

by ,making the failure or repair of M dependent on the failure 

or repair of X. This has the effect of not bringing M back into 

s~rvice until X has failed. 

The standby models. so ~ar described all have the property that," 

for the duration of the mvi tch time, there are no vlOrking routes 

available in this part of the system. The switch time may be 

c~osen by the user to" represent the period of failure while the 

standby is brought into service. If the standby is in a series 

branch, for this period the ~~stem will be in a failed state. 
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In some systems the changeover to ntandby is accomplished . 

praciiically ins-tanteously and the functioning of the system 

is not disrupted for ar,lY appreciable time. Since the moC:els 

of figltre 2.4A and figure 2.4B record- a system failure for the 

duration of the mii tch time, all the output parameters dependent 

on the nlli~ber of syste~s failures eM.T.B.F. M.T.F.r. etc) will 

be distorted, as in many practical systems these failures are 

ignored. An alternative model is shown in figxre 2.4C which 

correctly repre3ents such a situation. 

J 
1-I M 

-

~ y r--
0 

f igure 2.4C 

X S 
~-

Y is an additional switch element which fails when M fails and 

rep a irs when M repairs. The swi toh time of Y though if:: made 

longer than that of S to cover the transition that causes the 

system failure. Figure 2.5 illustrates the model. 

functioning 

failed 
". 

I , , , functioning t 
I I 

I . 
I t failed 
I I 

. I . 
I I t , - I I -I 

I 
functioning I I 

figure 2.5 
I 

I 
I I I 
I failed I I I 
I t 

t 

~2.5 DUPLICATE ELEMENTS 

It is sometime necessary to include the same physical element 

a number of times in the same reliability structure. Such a . 

situation may arise in the course of modelling a complex system 
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where it may be quite difficult to ensure that serne element 

forms part of all the correct routes. ~ using dependent 

m·d tches in the structure it is possible to aohieve the required 

model if the switches (with a small sl"iitch time) are made 

dependent on an element which" has the distributions of the 

required single elemen-b. 

2.2.6 TIME OPERATED SWITCH 

Some systems require a model that is able to cater for predeter

mined or periodic switching of equipment. For example, two 

receiver channels might be available in a system, one being the 

in-service channel, the ~ther the out-of-service channel. ' Eve~J 

n hours the roles of these channels would be m,Ti tched round. By 

using the switch as a free-rl~ing clock it is possible to model 

this. Figure2.5A, shows a possible block diagra~ for modelling 

the two receiver channel s,ystem. 

1 2 

, , . 

. ' -

. 
3 4 fig ure 2.SA 

Element 3 is a switch that opens at a certain time t 

Element 1 is a ffivitch that closes at a certain time t 

Hence the effect is to switch in element' 2 at t, mvi tching out 

element 4 at the same time. 

A'mul~iple switch shown in figure 2.6A could be modelled as in 

figure 2.6B 

--t3 
. figure 2. 6A 

1 

2 

4 

L, 3 
.-' 
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/ 
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2.7 fiQ'ure 2. B 
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A time sequence governing the operation of the model could be 

represented as in figuJ."e 2.7. 

1 
I 
I 

2 I 
.J 

t 
t 

I 

3 I I 
I L-

4-
"-

4 1 
I. 

t 
I 

5 I I 
I 

I t 

t l I 
1 t2 

I 
t", figure 2.7 

.) 

t 1, t 2, t3 represent the times at which the switch changes. 

Element 1 fails at t 1, ele:nent 2 being repaired at the same time. 

Element 3 fails at t 2, element 4 bein.g repaired at the same time. 

Element 5 fails at t3. A cyclic switch could be made by having 

dependent failure and repair with an initial independent switch. 

2.3 N OUT OF M REDUNDAlICY 

This is a special case of parallel redundancy where, by definition, 

a specified minimum number (n) of all m independent parallel elements 

must be functioningfor the system to fu.."'1ction. 

The situation m~ be modelled in two ways: 

1) The n out of m section m~ be regarded as a separate nest 

of the system, (see section 2.4·for nesting). 'm' is an 

input parameter. RELY.records a nest failure when the 

number offunctioning branches falls belo\v m. 

2) A parallel structure containing all combinations of n out 

of m elements may be set up using the facility of duplicate 

elements. The network shown, figure 2.8, illustrates the 

model for the 2 out of 4 case. 

./ 
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figure 2.3 

This method is clumsy for ~ but the simplest cases. 

2.4 rI'HE CONCEPT OIt' NESTING 

The model of a complex system ,may contain ma11Y elements. In order 

to simulate this model in an efficient way it is necessary to partition 

it into smaller, two-terminal units called nests. Thus, nesting is 

a facility provided so that a complex system can be subdivided into 

nests of readily manageable size. In the case of a complex system 

such, sub-di visions may need to be organised hierarchically in order 

to keep the number of elements contained in each nest and tho number 

of ,routes tlurough the structure within reasonable bounds. The ideal 

nest size, governed by machine space ~~d time consideratio!lG, is 

discussed in section 4.2.6 . 

Figure 2.9 ~hows a simple system which has been nested to illustrate, 

the concept. Normally systems as simple as this would not be nested 

but this example demonstrates the technique. Elements 10 a.."1.d 20 

are the lOvlest level of resolution. No distributions are available 

describing the failure a.l1d repair of these elements. Nests 2 and 3 

are the actltal representation of elements 10 and 20 and distributions 

are available for elements' 1, 2 and 7. Element 8 is further broken 

down to Nest 4, elements 11 and 12. 
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~. 

Nest 1 

Nest 2 --1~1------,~c=J-. ~Nest 3 

Nest 

/' 
4~_11-.&.r-EJ-

figure 2.9 

Simulation of this system would start with nest 4. The outcome of 

that simulation would be used to obtain distributions describing the 

performance of element 8, nest 3. Then nests 2 and 3 would be 

simulated, the results used for elements 10 and 20 of nest 1. Finally 

nest 1 would be simulated and the over'all sys tern performance obtained. 

2.5 A COMPLEX MODELLING EXAMPLE 

Figure 2.10 represents the fault tree of a gas production unit as 

'described by the reliability engineers of a chemical plant. This is 

the boolean dual of the success model of the contact network used by 

RELY .. The corresponding contact network model of figure 2.10 is shown 

in figure 2.11 incorporating a number. of auxiliary elements for the 

purpose of describing specific features of the system as discussed 

below. The data for this model is contained in figure 2.12. The 

unusual modelling features are as follows: 

Units' 31,33. The condition B excludes A is catered for by the 

series combination of 31 and 33. When B fails the' path '31,33 

is broken. 

Units 3, 4. These are clocks with periods of 1 month and 

6 months respectively. AnY,unit that has a T.P. repair is 

rep.aired after the T.P. period if it had failed. 

The repair on unit l2t3 is provided by the switch, 1222. Unit 

122 represents the alarm failure. If failure occurs then 1222 

fails and takes 10 hours to repair, 122 itself being repaired 

after 1 month. The repair of 1233 is dependent on 1222 but 

delayed by 0.1 hours. Thus if 1233 (the alarm) had failed then 

repair is delayed by 10 hours. 

2.10 



Figure 2.13 Shov18 the bra.nch and system failu-r.e and repair information 

for 200 r~s of 10 years each,(87600 hOurs). The system is only 

available to fail if there is a demand on the gas to absorption unit 

(31 ,and 33). This demand only occurs either 4 times a year for 8 ' 

hours each or, exponentially .with l.l of. O.8/yea~· a.nd l.l repair of 0.1 , 
hours. It can be seen from figure 2.13 that 'of the 9425 times there 

was a demand (failures of 31 and 33),' on 41 of "these occasions tIle 

rest of the ~stem was unavailable)thus making 31 or'33 cause a 

system failure. On 6 other occasions when there was a demand, ~~other 

unit failed during the demand. The time to first ,failure for the 47 

system failures is 58393 hours (6.61 years). The system repair time 

is 6.92 hours. 

The model could be further refined by taking same practical consider

ations such as ensuring certain vital units are available before 

allowing a demand. For example if both the running fan and the stand

by fan 'torere unavaile~ble then clearly the S"'Js~em 't-Iould fail at 

'once. 

If this example were a design study then the next stage would be to 

remove 31 and 33 so as to see which units in the system caused the 

s,ystem not to be available for 41 of the times of dem~~d. 

Furthur examples of modelling may be found in chapter 7 where 3 design 

studies are described. 

2.6 MODELLING EXPERIENCE 

The majority of experience gained in the use of these modelling 

techniques (and subsequent simulation of the models) concerns complex 

equipment systems such as control and communication systems. Although 

the diversity of reliab~lity problems of such systems might be considered 

sufficient proof of the flexibility of the modelling methods, efforts 

were directed to gain experience in modelling and simulating totafly 

differ'ent classes of systems. This experience includes the prediction 

of the reliability of the service provided to patients in a newly built, 

hospital. 

Another example, the investigation of the safety of a gas production unit, 

is detailed in the previous section of this chapter. 
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2. 7 MODELLInG FOR SP ~l1ES ESTIUA'I'ION 

Spares estimation is a facility that v:as incorporated la~e on into 

the projeot at the request of -the sponso:r-ing cstahlishment, A.~.W.E. 

The oonoepts and implementation involved in spares estimation are 

desoribed in seotion 4.2.7 but some aspeots involve modelling. 

In a spares si tu.a:tion, a system normally has a number of identioal 

pieoes of equipment appearing in different parts of the assooiated 

reliability blook diagram. Consequently, it is necessary when devising 

the overall reliability blook diagTa~ to take this'into aocount. 

Should the identioal units be spread. over a number of nests, it is a 

requirement of the method used for spares estima·~ion that these nests 

be the parts of a series ohain. All the normal'modelling techniques 

will work for spares estimation. 

• 
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ALL TIlVIE PARAMETERS GIVEN IN HOURS 

FAILURE AND P..EPAIR CODES: ' l' - EXRJNENTIAL DISTRIBUTION 
, 3' -' ST:lITCH (It..BRUPr· DISTRIBUTION) 

MISSION TIME 17520 (2 YEARS) 

NODE FAIL CODE 
ELEMENT NUUBERS PARMrETERS.A1ill 

, DEPENDENCIES 

31 1 7 1,0.913x10 -4 

33 1 2 3, 2190 

13 1 8 1, 1.14x10 -5 

14 8 9 1,0·57x10 
-5 

111 9 10 1, 1.14x10 
-5 

112 10 11 1, 4.56x10 -5 

1233 11 15 1, 3.42x10
65 

121 15 2 1, 2.28x10-5 

1132 
1

10 12 3, 2190 

11311 12· 13 1,3.42x10 -5 

11312 13 14 1, 1.14x10 -5 

11313 14 11 1,0.7x10 -5 

122 2 6 1, 5.7x10 -5 

1222 2 5 3, 0.1x10-5 ,(122) 

4 2 4 3, 2160 -

3 I 2 3 3,' 360 
____ L~ ____ .. - .. -

REPAIR CODE 
PARAMETERS AND 
DEPENDENCIES 

1,01 

3, 8 

-5 ( 3,.0.1x10 , 3) 

-5 ( 3, 0.1x10 . , 4) 

1, 4 

3, ? 
3, 0.1 (1222) 

-5 
3, 0.1x10 . ,( 3) 

3, 22 

3, 6 ( 3) 

3, 6 ( 3) 

3, 6 ( 3) 

-5 3, 0.1x10 ,( 3) 

3, 10 

3, 2160 

3, 360 

ELEMENT NAME 

GAS TO ABSORPI'ION UNIT 'A' 

GAS TO ABSORPTION UNIT 'B' 

I SO LATION ERROR 

BLOCKAGE 

roWER FAILURE 

RUN.NnrG F.AN STO PPED 

PCV 0 PENS SPURIOUSLY 
I 

. RJV STUCK amT 

STAUDBY FAlf mrAVAILABLE 
I 

AUTO-STA.!{T FAILl1RE 

NON-RETUF-N VALVE FAILURE 

ISOhliTION ERROR 

ALARM NOT 0 FERATIONAL 

Drnrr~f ELEMIDrf 

-
DUMMY ELE~TJr 
--

Dl:J1.i"\f{ ELEMENT 
- -----

REMARKS 

• 

REGULAR MONTHLY REPAIR AVAILABLE 

REGULAR 6-MONTHLY REPAIR AVAlLABU~ 

REPAIR DELAYED IF ALARM l'JOT 
OPERATIONAL 

REGULAR MONTHLY REPAIR AVAILABLE 

PtEGULAR MONTHTJY REPAIR AVAILABLE 

REGUu..-q MONTHLY REPAIR AVAILABLE 
-

REGULAR MONTHLY REPAIR AVAILABLE 

REGULAR MONTHLY REPAIR AVAILABLE 

REPAIR DELAY 10 HOURS IF ALARM NOT 
OPERATIONAL 

REGULAR: 6-MONTHLY REPAIR 

REGULAR MONTHLY REPAIR 
.. .. ....... _ ... __ . .....l 



ANALYSIS OF BRA.T\lCH FAILURES AND REPAIRS 

NEST LEVEL 1 

BRANCH NO SYSTEM FAILURES BRANCH SYSTEM REPAIRS BR~Lf'.JCH 

CAUSED BY BRANCH FAILURES CAUSED BY np-v'\.i\;CH REPAIR~ 

3 0 24400 0 24200 

4 0 4000 0 4000 

13 1 186 1 136 

14 0 112 0 112 

31 8 1625 8 1625 

33 33 7800 31 7800 

111 2- 201 2 201 

112 0 842 0 842 

121 2 383 4 383 

122 0 1014 0 1012 

1132 0 7800 0 7800 

1222 0 10455 .0 1045~ 

1233 1 609 1 609 

11311 0 600· 0 599 

11312 0 178 0 176 

11313 0 127 0 127 

47 60332 47 60125 

figure 2.13 
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3. SYSTEMS' ASPECTS OF THE PREDICTION PROG~1 RELY 

3.1 THE PROGRAM AND THE 1900 COMPUTER SYSTEM 

The choice of computer system influences the structure and 

format. of the program. The 1900 system was chosen for this 

program primarily because of th~ existance of a 1905 machine 

at the Polytechnic. Access to' 1900.machines is fairly easy 

and so most potential users would be able to have a copy of the 

program on a convenient machine. The other major area of 

choice in program development is the programming language used. 

ALGOL 60 was chosen for a number of reasons: 

i) It is the preferred language of the sponsoring 

~establishment A.S.W:E. 

ii) Implementation of algorithms is fairly straightforward" 

as ALGOL is an 'algorithmic language'. 

iii) The sophistication of ALGOL 60·over all other high 

level languages available, (ALGOL 68 was not generally 

available at the time), makes the design of modules and 

control software fairly simple. 

iv) The program makes heavy use of dynamic array structures 

which are not available in other languages. 

v) It is the programming language most familiar to the 

author. 

vi) The objective of portability is maintained as ALGOL 60 

is widely available on other major computer systems •. 

vii) The 'procedure' concept in ALGOL 60 enables a modular 

structure to be realised fairly easily. The modular 

implementation chosen is described in chapter 4.2. 

The choice of the 1900 system gives access to certain software 

and hardware facilities available with this range. The ones 

that were considered· are: 

i) Segmentation: A segment is the smallest unit that can 

be compiled .. By·the use of segmentation one may devise 

a program which can consist of a number of se[ments in 

different· languages. Each'segment is compiled by its o\<:n 
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compiler and the 't"1hole program is constructed by consolid

ating the appropriate segments together by meanG of a 

universal consolidatorc; 

ii) Overlaying: This is a facility available on machines 

with a backing store, ideally disc, which allows part 

of a. program to reside in .store 'during run time rather 

than needing to hold all the program in store. This is 

useful as it increases the d.a ta area and may allol"1 a 

p:r.'0gram to. run on a small machine. 

iii) Interrupt facility: This' exi~ts in some form on all 

modern machines and enables the processor to timesr..are· 

peripherals. It is implemented by use of certain extra

codes which perform distinct tasks. These extracodes 

are available at assembly code level programming. They 

enable a peripheral transfer to be initi.ated and pro

cessing to be carried on mltil the stage is reached 

where the buffer of tr~tperipheral would be over\~itten 

before it had been emptied. The other possibility is 

subprogramming where a ~rogram is divi~ed into members 

and each member is allov.red to be active. However, it 

-is a difficult technique to implement practically. 

iv) Backing Store: Large volumes of data not actually 

being analysed can be kept on backing store. In ALGOL, 

arrays or part arrays can be written and read from 

backing store which oan either be ma.gnetic tape or disc. 

v) . ~iul tiprogramming: This enables more than one program 

to run at any time. It is timesharing at program 

_level. 

·vi) Trusted program status: Programs which can run other 

programs or have a program under control are called 

trusted programs • They are allowed to do certain tasks, 

by the machine's executive, which ordinary program~ 

are not allowed to do. 

Some of these facilities have been incorporated. Figure 3.1 

shows the phases of a compilation process. A module or sub

routi..'Yle library is constructed by passing the source program 
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statements through the compiler and producing semi-compiled 

output 1-1hich is stored in v. library file on disc. To pro

duce a vlOrki..'1.g p:rogram the master segment or module (su:pcr

visor or control section): is passed through the ALGOL 

compiler. The semi-compiled output is cornbinecl 't"lith the semi

compiled library nodules by a 1Uliversal consolidater to 

produce an. overlaid binary object program. The overlay 1Ulits 

are held on disc, the ~aster segment being permanently held 

in store. 

Overlaying is achieved by dividing the store into overlay areas 

and 8· permanent area. In each overlay area are assigned a number 

of overlay 1Ulito of \'lhich only one can be present at a.ny one 

time. Tho permanent area contains the supervisor which is as 

small as possible. The structure envisaged allov.'"S a number of 

overlay areas to be used for applications modules so t~3t 

more than one application module could -be operating. Like~ 

",rise with housekeeping modules, a special type of module . 

described in section 4.2.9.This would allow a form of subpro

grammL""lg' by timesharing.. This sophisticated structure was 

.not implemented fully but a subset was used where one overlay 

area was assigned. 

An important consideration is the peripheral requirements of 

the program. The 1900 system 'has peripherals of three main 

types accessible by program. 

i) Basic Input devices: 

Paper tape reader 

Card r.eader 

Y"Jagnetic or optica.l encoding reader 

Timesharing terminal 

ii) Basic Output devices: 

Paper tape punch 

Card punch 

Linepri..~ter 

Graph Plotter 

Timesharing terminal 

3.3 



DISC }1'ILE 

OBJECT CODE 

OVERLAY, AREAS J~ 
ON DISC FILE > 

STORE 

STORE 

3.4 

·-----------1 SUBROUTINE 

LIBRARY 

figure 3.1 



iii) Storage devices: 

Magnetic tape 

Disk (fixed or exchange9.ble) 

Dru..rn 

In deciding which peripherals to make use of, the availability 

of the different types on 1900 instaliations must be·borne in 

mind. All norIIk1.1 installations have either a pa.per tape 

reader or 'card reader. RELY allows use of either. All normal 

installations have a lineprinter so RELY only requires a line

printer as an output device. All normal installations have at 

least two tape decks and disc storage. How'ever, disc storage 

is a limited utility. It is available as named files of a 

fixed size or workspace available for the duration of a rUL~. 

Tapes are available as complete units capable of mass data 

storage. As a result, the backing store medium chosen was tape, 

and disc storage used as worksp3.ce for a small amount of data 

handling. Tapes have the disadvantage of being slow, although 

this is not a drawback from a user point of view. The 

operating system on large 1900 machines allows' tapes to be 

simulated by disc files and this removes the disadvantage of 

slowness. The main drawback of a tape backing store, however, 

is that tap~ is a serial storage device as opposed to disc 

which is a random access device. This drawback has been over

come by the backing store housekeeping module described in 

section 4,2,9 which treats tape as though it were a random 

access device.' Combined with the operating system facility, 

it provides a flexible backing store system. 

This choice of 'peripherals has enabled the installation of 

the program on other 1900'S. without alterations. In addition, 

the overlay technique has allowed machines of 32K store to be. 

used, this being chosen as the smallest-practical installa

tion. 
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3.2 USE OF PROGRAM 

The description of the use of the program can be divided into 

two sections. 

i) Operating considerations. 

ii) User considerations. 

i) Operating a cOloputer program can be p~rformed by an 

operator (manual method) or by an operating system 

(automatic method). The latter mode is normally used 

and it is desirable that the operating instructions 

be kept as simple as possible in order to simplify the 

job description. RELY requires the following sequence 

of operations. 

1) Load two magnetic tapes. 

2) Make avai1a.ble an input device (card or paper tape 

reader). 

3) Make available a lineprinter .. 

4) Load the program into the compute!'. 

5) Set switches to control mode of program operation. 

6) Activate the progr~rr.. 

7) Delete the program on completion. 

ii) A complex computer program requires that the user should 

have a certain level of knowledge so that efficient use 

may be made of the program. To this end a user guide 

has been 

The user 

i) 

ii) 

iii) 

i) 

issued, see chapter 6.1. 

has control over: 

The input data. ' 

The outputs available. 

The mode of operation of the program. 

The choice of input data determines 'the 

efficiency of the simulation. By tailoring 

'the reliability block diagram according to 

the'recommendations of the user guide 

(nesting if necessary), the user is able to 

extract maximum informntion from a simulation. 

The choice of mission time and number of runs 

is particularly important. 
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ii) A choice of outputs exist. Chapter 8.2.1 

outline 5 the full and. c::mrnarisod output 

facilities. 'rhc user can control the number 

and range of output by five output control 

parameters. 

iii) The mode of operations 'is controlled by the 

setting of eight s,ystem switches (a softl~re 

representation of console sw~tches). The 

switches perform the following operations if 

set: 

1 ) Input all da. ta on paper tape. Dofa-ul t 

is card. 

. 2) Terminate run after ROUTEANALYSIS out

put. This is used. where simula t ion is 

not required. 

3) Start program at simulation stage with a 

previously aS3emblcd data file. This is 

used if' 2) had been used on the previous 

run. 

4) I'l~ovide a summary output ~ 'rhis is used 

for remote terminal users. 

5) Extend data 'file from 400 records to 1000 

records. 

6) Start program at output stage. This will 

output all the results of a previous sim

ulation. It would be used if a previous 

run had 4) set. 

7) Provide Spares Estimation. This will 

.. ·cause the spares data to be input. 

8) Pl'ovide a repeatable random sequence. 

This allows an identical random number 

stream to be used. 

A start number can be placed in the program 

by the user if desired. 
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4. 'TIlE PREDICTION PROGRAM flELY 

Tile 

was 

major part of the research into caml/uter aid.ed reliability prcdictior. 

devoted. to the design and implementation of a, compuier program for 

use by reliability engineers. The prog:-am, v:hich is described in detail 

in this chapter, utilises the modelling technique~ discussed in Chapter 

2. 

4. 1 OBJECTIVES OF PROGRAM 

It was envisaged from the conceptual sta~e that certain objectives would 

control the way in l,\Thich the program was to be developed. 

i) The program -must be-user orientated. 

ii) The program must provide scme useful fa,cili tics for' reliability 

. engineers as soon after the start of the project- as po:::sible,

gradually extending theso trU'oughcut the du:-ation of the 

project. 

iii) The program must haVB inputs and outputs that are reco6'!lisecl 

as standard methods of system reliability description by 

designers in the reliability field. 

iV) The program must be efficient. 

v) The program must be portable. 

vi) The program must not be constrained by an unrealistio demand 

of central processor and peripheral resources. 

i) This was the fundamental objective because it '-Tas intended that 

the sponsoro, A.S.1-1.E., would use the 'progr'arIl from a.."11 early stage. 

T'ne most important requirement of A.S.W.E. \vas the ease of use, even, 

if necessary, at the expense of efficiency and accuracy. 

ii) Tile design philosophy of many programs demands the delaJ7' of 

the release of software Q"I1til, sometimes; years of development have 

been carried out. In order that the sponsors, A.S.W.E., could get an 

indication of the state of development and could comment upon the 
/ 

facilities provided, the first issue of the program was made available 

about one Y8ar after the start of the project. An additional advantage 

of this design philosop~ was that, since sophisticated new facilities 

were· gradlully introduced, users ware educated in the use of the 

program by easy stages. ~n~s, the project enco~~tered none of the 

usual user resistance to C.\D. 
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iii) 'The input and output formats affect user ~cceptance but go 

further. It is possible to de~igfl an input langu,age \1hich offers 

ease of coding but requires a transformation from a standw ... J system 

description to an unusual one. The chosen method of modelling (section 

2.1) uses a standard formulation of the problem and, accordingly, 

this type of description was chosen. 

Sta.ndard recognised output formats, such as tables, histog:-B.r.!s, graphs 
/" 

.etc. have been provided to suit user preference. I 

iV) The efficie~cy' of a program relates to user acceptance in terms of 

cost of a program run. If the cost is prohibitive compared with 

existing programs then users will, be reluctant to make extensive' 

use of the program in spite of its sophisticated facilities. Chapter 

4.2.4 describes the methods that' 't'1ere employed to improve the 

effi.ciency of the program. 

v) Program portability can be concidered .in tviO s"tages. Pirstly, 

portability amongst corr.puters of the same range (the IeL 1900 series 

in this case). Secondly, portability amongst computers of comparable 

size to the prime computer for which the progralll was designed. T'.lle 

first consideration is fairly straightforward. apart from machines 

at the top end of the 1900 range. There are features present on the 

1906A, such as paging, that require fundaffiental changes in the structure 

of a program developsd on a more modest 1900 computer. The second 

consideration conflicts with efficiency because making a program more 

efficient usually involves employing special features of a particular 

computer. A compromise involves modular design, (section 4.2), where 

sections of the program are written in assembler code as a replacement 

for high level language equivalents. This improves efficiency a.t the 

expense of machine dependenc~. Portability is achieved by replacing 

the assembler code with the high level language equivalents and 

efficiency improved on the new machine by the conversion of these 

modules ·to that machine's assembler •. Identifying those parts of the 

program which. criticall~. affected efficiency and incorporating these / 

into a single, assembler-language module of relatively modest Size, 

it has proven possible to find a compromise between the conflicting 

demands of efficiency and portability. 

vi) It is easy to ~ake wide use of all the peripherals of a computer 

availa.ble to the programmer. T.llis has two major dra~ibacks. Firstly, 
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should one of these peripherals be unavailable due to breakdown or 

use by another program then th~s W01.Ud/111igh-t curtail ~ run of the 

program. Secondly , it 'Hould ~ffec-t the feasibility of usil'J.g the 

program on other, more modest, installations. Chapter 3.1 details 

hOli this. object has been met. 

4.2 THE STRUCrrTTRAL CO~ONENTS OE' TID] PROGP .. AM 

The fundamental feature of the program is its modular ccns~ruction. 

A modular program comprises a, nu.rr..ber of unit3 know'll as modules, 

organised by a control or supervisor. This type of struc~ure is 

very flexible as a working program can be produced aftcr' a much 

shorter time than compared with a monolithic approach. l~}..-tra 

facilities and sophistication can o"e achieved by a:dding ruodulo8 or 

replacing mod.ules with better equivalents. Modular programming is 

ar. area of study in itself and ,consequ8ntly the structlITe used by 

RELY is fairly simple. The main features of the RELY implementation 

arc: 

i) Set processing ta.sks like input, histogTam ·Qutput) etc. 

are entities oalled applications mcdules w~d exist ~s 

procedure se~ents normally held on the module libra~J file. 

ii) Data file communioation is achiev-ed by a housekeeping 

module. Requests fer data are handled by this module. 

iii) With the exception of the housekeeping module, applications 

modules do not communicate with other applications modules. 

Al~ interaction is achieved by the control section. 

iv) Applications modules are written in ALGOL except for a few 

modules where assembler code has been used "to improve 

efficiency. ALGOL equivalents do exist for portability and 

development purposes. 

With this structure it is possible to incorporate new facilitites 

with relatively minor modifications to the control structure. 

Examples of this are nesting·and spares estimation, both of uhich 

are fairly complex facilities but were implemented at late stages 

of development of the project without much trouble and without 

disturbing facilities developed .tarlier. 

The linkpin of the structure, hOl-lever, is the hOllsekeeping module. 

As mentioned in the previous section, this module allow·s the data 

file on tape to be treated as if it wore held on a. random access 

device. It gi ve.s complete flexibility in the order in 't·;hich 
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applications modules are called within the limits of the 

logical data flow, i.e. input must coma before outputo It 

allovlG the data file to be treated as a black DO:::: into 1·;hich 

data is entered and then extracted as necessary. Thus, devising 

a, new module to perform a task is straightfor~'Jar'd from a data 

file consideration; if this nm..; module requires a record of 

information placed on the fils somewhere a request to the 

housekeeping module for this record will be all tr~t is 

required. It is analogous to asking a librarian for a book 

and w"aitjng 1Ilhile he fetches ito 

'l'he file is held on magnetic tape vJhich is a cheap mass 

storage roedit'JU. It allo't'ls very long sinrJ.lations to be 

carried out 't..;ithout the danger of the data file overflovJing. 

The partial results of one run can be retained and used for . 

the next rxn e.g. data input and verificaiione In addition 

to the d~ta file, a second tape is uS8d as a temporary storage 

device. This second tape is particularly useful during 

simulation, allowing the output ;;0 be itvrittcn in assembler 

format (not standard ALGOL records as the data file) for speed 

.. of processiL"'lg. 

The description of the component parts of the program follows. 

The modules are described using the format: 

a) Purpose of modules. 

b) Theoretical considerations and practical context. 

c) Structure of the modules in terms of information 

flow. 

d) Algorithms used. 

Modules are grouped,. when appropriate, according to the 

function they perform. 

4 . 2 • 1 DATA INPUT lIIODULES. 

Three modules.are responsible for data input. 

INPUTROUTnlE is the rrain input module, CONPARJN is 

. used for output control :paramiclers and SPARESINPur 

inputs sparing data. The first two of these are 

dealt vIi th here while SPARESJNPUl1 is described in 

section 4.2.7. 
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a) Purpose.,l)!~~ul~~ 

nrpurnOLlTmE in designed to input a reliability -olock 

d.iagralI1~ see section 2. 1. Th~ topology is described by 

branch numbers and the no'd.e numbers between -the branches 'C 

The proba.blistic information ab<;>ut the failure and 

repair characteristics qf the clements is described by 

distribution types in the form of code number'S togather 

wi~h the para.meters appropriate -(;0 the distributions. 

Interdependencies, see section 2.2, are described 'by 

branch numberso In addition to the reliability block 

diagr'am, information is required about the characteris

tics of the simulation. Parameters specifying the 

'length of simulated _time, the number of simulations, 

the number of routes required for a'working system 

and nesting structUX'e, see section 2.4, are also input 

by INPUfRouarlNE. Control of output is achieved by 

CONPARIN. Five outputs are available: 

i) System Failure Rato (SFR) 

ii) System Repair Time (SRT) 

iii) Availability 

iv) Time Between Failure (MTBF) 

.v) Time to First Failure (IvITTF) , 

A parameter is associated vIi th each of these outpu.ts 

which will: 

i) Suppress the output. 

ii) Allow choice of the histogram Y axis maximum. 

iii) Give automatic histogram Y axis maximum. 

Error checks are performed on the input data. The errors 

. that are detected are: 

i) Number of branches < 1 or number of nodes < 2. 

ii) Incorreot number of parameters for current branch. 

iii) Missing branch delimiter (j) See part b) ot: this 

seotion. 

iV) Two identical branch numbers. 

4.5 



v) T\-;o ident ical node numbe~"'s~ 

vi) Specified input/output node d.oes~ft match an 

enco~~tered node. 

vii) nest termination ·parameter not encoD..."'1.tered.. 

At the end of a line of branch input a / (solid.us) is 

searched for. This is used as a ,check on the correct 

number of -branch parame'ters being input&> The 

parameter specification takes the follmving form. 

One set of nest parameters per nest: 

A = Block Replace~ent :H1..unber (Positive Integer) 

X = Replacement Nest Level (Positive Integer) 

B = Nest Number (Positive Integer) . 

C = Number of Branches (Positive Integer) 

D = Number of Nodes (Positive Integer) 

E = Number of Routes for System to Operate 
(Positive Integer) 

F = Mission Time (Positive Integer) 

G -- N~~ber of S~~lations (Positive Integer) 

One set of branch parameters per branch: 

AJB,C,D,E~FfGJH,J,K,L 

A = Branch NUlnber (Positive Integer) 

B,C = Node Numbers (Positive Integer) 

D = Fail Cod.e (Posi1iive Integer) 

E,F = Fail Parameters (Real) 

G = Repair Code (Positive Integer) 

R,J = Repair Parameters (Real) 

K,L = Dependency Parameters (Integer) 

One set of terminal nodes per nest: 

A,B 

A = Input Node 

B = Out~~t Node 

One nest term~l p~"'~~eter: 

-K- = !"Iore Uests to follow 

t = Current Nest iz' last Uest. 
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A practica.l exa!Ilple 't..Jill illustrate the use of -the 

input structure. 

2 3 

figure 4.1 

Consider thc example sholim in figure 4.1. Branch 1 

is independent of 2 and 3, and is characterised by, 

a Weibull distribution. Branch 2 is a standby of 

branch 1 and its failure is dependent on it. It 

too is characterised beY' a, lleibull distribution. 

Branch 3 is a switch that switches in 2 on a 

failure of 1. It operates in 1 second. This Inodel 

is a standby dependency descri"bed in section 2.2.4. 

The code letters for the distributions are described 

in section 4.2.3, but for this example the correct 

numbers are used as described in that section.. The 

nesting parameters A,X,B are set as for a single 

nest system. The compiete input is: 

0,1,1,3,3,1,100,10 

1,1,2,1,2,3,1,2,3,0,0,/ 

2,1,3,1,2,3,1,2,3,1,0,/ 

3,3,2,3,·017,0,3,·017,0,-1,-1,/ 

1,2,+ 

0,0,0,0,0 

The mission time has been set at 100 hours with 10 

runs. 

c) fttJ'u~ctu.re of the modules in terms of information flovT. 

The Input device is selected (cards or ~per tape) 
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and the nest control parameters read ine The number 

of branches and. nUL1iber of nodes 8.!'C l."..sea. to oet up 

arrays -to, hold the connection table describing the 

reliability block diag.cam$ A loop is then entered 

to perform the follo\~ing steps: 

i) A complete line of branch data (11 parameters) 

is read into a temporary vector •. 

ii) Error checy~ 2 and 3 are ~erformed. 

On completion of this loop the ne:l.--t phase of data 

checking is carried out, error checks.4 and 5. 

For internal manipulations the user branch and 

node numbers are conve!'ted into a sequential set of 

numbers starting at 1. This process is carried out 

by first sorting the b!'anch0s into 'ascending order. 

Then a sequential set is constr~cted and a node 

directory compiled of use!' node numbers versus 

internal node n'll.ln'bers 0 

To' illustrate, consider figure J, .• 2. 
ror------

-- 16 

,-15 0- 9 8 2 

23 
~ 

fi gure 4.2 

The connection table after input: 

branches Nodes 

16 8 ! 2 

23 8 2 

9 15 8 j 
.. ~ 

figure 4.3a 

After nlLrneric sorting on the branch numbers: 
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branches Nodes 

r··9---~· '15 'r B-i 

~16 'luL· 8 2 ! 
23 I 8 2 I . ~......... ' 

figure 4.3b 

The nod.e directory v:-ould appear: 

figure 4.3c 

The connection table would then be altered to: 

Branch 

Branch 

branches 

9 
16 

23 

9 would be 

16 liould be 

Branch 23 vlOuld be 

lTodes 
~~ 

~ I : I 
I ~ f ~ ... ~ 

figure 4.3d 

interr~l branch n~~ber 1 (1st rO~J) 

internal branch number 2 (2nd rOtil 

internal branch num"ber 3 (3:rd row) 

The dependency branch numbers are a.lso converted to 

internal branch Il1.lIIibers. The terminal nodes are. now 

input and error check 6 carried out. Then the nes~ 

terminator is searched for and if it is not 

encountered within 5 paper tape claracters or 80 

card characters (the remaining blar~ on an 80 

colulDn card are treated as spaces by 1900 r..a::-dware) 

then error 7 is displayed. This makes the search 

finite. The arrays are then v~itten to the data file 

by the housekeeping module and if more nests follow 

(nest terreinator.* encountered) then the whole 

process is repeated. 

d) Algorithms used 

No special algorithms are used. Because the number of 

branches pcr.:n.es:t is small, typically 20, no special 

sorting algori trJIIls are used for the ascending branch 

order sort. 
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4.2.2 ROUTE SFARCHIHG ~lD PRODUCTION OF STATUS TABLE 

These functio!l8 are carried out by one module 

ROUTESEARCH. 

a) Purnose .of modules 

The ~urpose of this module is to take the cO!lllection 

table produced by nrpUTROUTnrE arJ.d construct! a 

status table. 

b)' Theoretical considerations and practical context 

, 1 

In order to be able to per~orm simulation it is 

necessary to convert the reliability block diagram 

into a more suitable format. A reliability block 

diagram is coded-by assigning uniqu.e positive integer 

numbers to each node and to each branch and then 

describing the nodes linked by each brancho This 

method is user orientated. The process of obtaining 

a more machine orientated format inv~lves 

----1 
.- 2 

I 
1 

2 'l. 
0- 1\ 

~ -3 

- 4 

f· u 19 re 4.4 

constructing the connection matrix of the reliability 

block diagram. A connection matrix has branches by 

rOvm and nodes by columns. The terminations of a 

branch are indicated by two 1's in the appropriate 

columns. The connection matrix for figure 4.4 would 

be: 
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· 
1 I~ 10 
~Io 11~ 

3 0 1 1 

4 0 1 1 
.J 

This cO!4~ection matrix is used as a basis for obtaining 

the status table. This table provides information 

about the state function vlhich;y:hen combined with.a 

time sequence, provides' an immediate assessment of the 

state of the system. The state function of figure 

4. 4 ~/Ould be: 

( 1 'AnD t 2)' OR' (1 t MID' 3)' OR t (1, t AND' 4) 

alternatively wri -tten 0.2)+ (1.3)+ ("1.4 ) 

Another way of considering the state function is to 

imagine it describing all the routes from the input 

to the output (the number ,of tA1TD's.). The status 

table displays all these routes and the current state 

of the routes during the time sequence is given by 

.altering the values of the elements from 1 to -1. 

The status table for figure 4.4 would be: 

branches 1 

2 

3 

4 

1 

1 

0 

0 

Routes -

I 1 

0 

1 

0 

! 
! 1 

I 0 

I 0 

t . 1 

This 'tfould indicate a working system (all routes 

functioning). Failure of branch 1 would disable all 

the routes and the ,system would fail. A full des

cription of time simulation can be found in section 

4.2.4. 

c) Structure of the modules in terms of information flow 

The module is ca1led by control on a nest by nest 
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basis. The comlection table for the current nest is 

obtained by the houzekeepingmodule. The n.lgorithm, 

see d), is used -to construct each column of the 

status table on disc. This solves the problem of 

not knowing the number of routes until completion. 

At the end of the module the complete status table 

is read back und placed on the data file by the 

housekeeping module. 

ci) Algori thrns used 

The only algorithm used is "that for obtaining the 

routes. 

Starting at the input node and proceeding alv-lays 

along the first available branch of lowest serial 

number, a route is traced out. A record of the 

branches comprising the route is held in vector PR 

i.e. an entry PR[N] = 1 indicates the Nth branch. lies 

on that route. A node list is kept in vector NL, i.e. 

an entryNL[M] = 1 indicates the Mth node r~s been 

. traversed. As each branch in the route is traced 

out, the nodes of that. branch are marked as unavail

able in the connection matrix but the destination or 

second node of that branch.is not marked until a 

check has been made in NL to ensure that this node has 

not already been traversed. If the node has alreaay 

been encountere.d then the branch leading to this node 

is retraced, the other node of tha~ branch then made 

available again and the path continued if possible 

taking the next branch of lowest serial number out 

of that node. Should there not be a branch available 

then the branch that initially lead into that node is 

retraced, that node then being removed from the no~e 

list, that" entry bran~h from the path rec~rd and 

that node associated with that branch in the connection 

matrix made available. When the output node is 

encountered the path record is copied away. The 

branch that leads to the output node is retraced, the 

output node being deleted from the" node list. The 
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branch and the node associated with it in the 

connection matrix are made available again from 

the path record.. On. arriving at the other node of 

the final branoh, the search is then carried on as 

before, attempting to' find the next branch of lowest 

serial n~mber •. wnen the retracing has been sent all 

the way back to the input node and no more branohes 

are available then the algorithm stops as all the 

routes have been found. 

The algorithm: 

I = Rows, J = Columns. CONNAT is the connection 

matrix of dimension, number:' of branches (by row) by 

number of nodes -(by collL.'1ln). IVM = number of rows 

+ 1., lIL, the node list, is a vector of dimension 

number of nodes. PRJ the path record, is a vector 

of dimension number of branches. CONMAT [I,JJ has 

three states 0,1 or 2. 0 indicates that a branch 

is not cor~ected to th~t node, 1 indicates that it 

is cor.u~ected and 2 indicates tr~t the node h~s been 

encountered. 

/ 

, .-' 
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1. Set I I: 3, J g Inpu-t node, clear all lists, Set lU{J] to 1. 

2. If CONI,1A'l:[I,J] = 1 g0 to 5. 
3. Set I ;: I + 1. 

4. If I == llilAX go to 11 otherwise go to 2. 

5. Put CON!,1A'r[I,J] = 2. 

6. Find J for which CO~rr~.T[I,JJ ::: 1, I retains previous value J varied. 

1. If NL[J] = 1 go to 19. 
8. Set lU{ J] ;: 1. PR[I]::: 1, COl1MAT[I ,J] == 2. 

9. If J ;: outpu~ node go to 22. 

10. Set I c 1 'and go to 2. 

11. If J = Input node then St~p. 

12. Set I = I - 1. 

13. If C ONMAT [I , J]. ::: 2 eo to 14 otherrrise go to 12. 

14~ Set CCNM,AT[I,J] ;: 1. 

15. Reset NL[J] = 0, PR[I] = o. 

16. Fi,nd J for rThich COliJMAT[I r J] = 2 BInd set CO:NM .. ~T[I, J] = 1. 

11. Set I = 1+ 1. 

18. If I' ::: IMAX go to 11 othert'rise go to 2 

19. Find J for \lhich COlm~T[I,J] ;: 2 and. sct COIllU~[I,JJ = 2. 

20. Set I = I + 1. 

21. If I = ·llvT.AX then go to 11 other~·lise go to 2. 

22 • Writ e array PR vect or, set CC~naT[I, J] :: 1, set :NL[ J] = PR[l] = o. 

23. Find J for which COm~T[l,JJ = 2 and set COl~T[I,J] ~ 1. 

24. Set I = I + 1. 

25. If I = lMAX then go to 11 otherwise go to 2. 

/ 
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4-.2.3 GEN"ERATION OF PROB.A..BILITY TABI,ES 

Information about the failure a·nd repair characteristics 

in the form of standard distributions is supplied at the 

j.np-Ilt stage. Al thou.gh this is in a usable form for 

simulation it is very time consuming to sample equations 

with random numbers in order to obtain event times, ~ee 

section 4.2. ~ for a theoretica.l description of time 

simulation). To speed up the process the cUl!lulative 

distrib-Qtion function is converted into a tabular fOJ;:ma,t. 

a) furJ?9se of ..TOC>dules 

'. The pw."'pose of the module, PROBPOnfl1S, is to convert a 

standard distribution fm1ction into a table of values 

of t for 50 equally spaced values of Fet) going from 0 .~ 1. 

Theoretical considcrationz and. practical context - . 

The input routines, section 4.2.1, have provision for 

code numbers describing distribution types, for each branch 

together with parameters perta~ing to the appropriate 

distribution. The distributions available are: 

0 = No distribution 

1· = Weibull 

2 = Lognormal 

3 = Switch 

\'Ileibull: 1st p3.rameter is the scale parameter (K) 

2nd parameter is the shape parameter eM) 

An exponential distribution is .obtained by putting the 2nd 

parameter to zero. The first parameter then becomes A 
the failure rate. 

/ 

Lognormal: 1st parameter is the lower ,30 point 

2nd parameter is the upper 30 point 

Switch: 1st parameter is the actual switch time 

2nd :ra,rameter not used 



Both Weibull and Lognormal are distributions that have 

the shape as shown in figure 4.5. 

:r..- - - -

F(t) 

o 
t 

They are characterised by the properties: 

t = 0 at F(t}=O 

t = (X) at F(t)=1 

figure 4.5 

As the table of values of t is designed to accept 

F(t)0-1 a difficulty is created for F(t}::t. It is 

impossible to store 00 as the final value in the table. 

Instead 10
20 

was tmed as a representation of 00. 

However this gave rise to very large errors in the 

final section of the table. Should a random sample be 

generated in the last interval, see section ~.2.4 then 

the corresponding value of t obtained by linear inter

polation will be large, probably greater than the 

mission time. Consider the case of an exponential 

distribution with A = 1. The 49th value in the table 

is 3.8632. The largest number that can be generated 

below 1 is 0.999999 (generator definition is 10-6 

in range 0 - 1). The 'value of t corresponding to this 

F(t) on an ex~onential distribution is 13.8155. Thus' 

all values of t on a true exponential, apart from the 

1 in 106 value of 1, lie below 13.8156.' Consider· what 

actually happens vlith limits 3.8632 and 1020• Taking 

the next possible value of F(t), o.fter the 49th interval, 

which is 0.919001 results in a value of t of'5j015 
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\'lhich \iill be outside any pC'ssible mission time as the 

mission time is an integer par5.~e"ber Yihich CS,IlllO't lie 
')":l 

above 8388607 (2~..J - 1). This IDetrJ.ocl was replaced. by 

a better approximation suggested by the users 

(referer..ce 30) where t50 = t49 + 2/) .• A can either 

be an input pa.1:'ameter as with exponential or 

calculated from the values L~ the table already found. 

The module is called on a nest by nest basis by· 

~ontrol. The record con-Gaining the distribution code 

letters and parameters is obtained from the data file 

. by the housekeeping module. The cede letter is used 

to svdtch to the correct section of the module depend..;. 

ing on the distribution typo. The actual mechanism 

used to fill the tabla is described in d). Hhen the 

table is full, the housekeeping module places the 

table on the data file. 

d) Algorithms used 

The vleibull distribution is described by -the equation: 

F(t) = 1-EXP [_Kt
m
+1l 

m+1 J 
Writing as an inverse ftunction: 

t = EXP [L~ -(71 LO~ (1 -F(t)9 ] 

. m + 1 
. . 

Putting m = 0 in the distribution function: 

F(t) = 1 "'- EXP(-Kt) which is an exponentjal 

distribution. 

The process of obtaining the table is fairly straight

forw·ard. F(t)' is incremented from 0 to 0.979 in 49 

equal steps and the equation solved. 

The I,ognormal distribution is obtained by generating a 

normal distribution and taking EXP t for given values 
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of pet). The prOCCDS ~sed is lengthy and involves .the 

follm-ling steps: 

i) Generate'values of F(t) for given values of t 

on a norrr.al distribution, by numerical integra

tion. The aleorithrn use~ to do this is ntunber 

226, Generation of normal Distribution Function 

from the collected algoritr~s Fublished by the 

f(t) 

A.C.M., (reference 7). The mu and sigma 

must first be calculated from the lognormal upper 

and lower 3 O','s by the following fo:-mulas: 

11 = LOGE[J (:?au + ,:fJI;JL2 1 - 2' 
1 + C3r.l - 30:L ~ 

3 3au + 30'L) J 

a LOq,[ 1 + 30u - 30L . I ~2 
l'3(3CJ'J. +30-L) J 

The range of t is founii from: 

UPPER t = a x 2.0055 + II 
JJO~iER t _. II - rJ x 2.0055 

figure 4~Saillustrates the validity of this. 

-- ~ -- "-- c..-.( --~_ 
t 

lOv-ler t upper t 

Normal density function figure 4.Sa 
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.\J.~ 

For probability of 0.979 

i00101 area 'Un.d.er curve 

nor~lised t ~ 2.00550 

100 values of ret) are generated using this 

method • 

Interpolate values of F(t) first obtained, to 

obtain values of t for required values of F(t) 

(at equa.l intervals)" 

iii) Transform the values of t so obtained by calcula

ting EXP(t). 

The suitch distribution is obtained by placing the 

sl-li tch time (-the 1 st parameter of the distribution) into 

the table.for all fifty values. 
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4.2 .4 TIME SIMULATION 

Three moduleo are responsible for time ~imulation; 

MTroSITION, TIMESEQ ancl TIMESEQMr. _ TIMESEQ is the 

main module, the other t\·:o being backing store 

manipulation modules. 

a) Purpose ofroo~ 

The purpose of the modules is to generate nest 

failure and repair tiL1es for a given nmnbsr of 

simulations each of a specified length using the 

status table generated by ROUTE SEARCH, section 

4.2.2, and the probability table generated by 

PROBPOINTS, section 4.2.3. 

b) Theoretical considerations and practical context 

Time simulation is achieved by the follow~ng 

process. 

i) Random samples are generated by the I'andom 

number generator. 

ii) These samples are applied to the failure 

distribution tables and linear interpolation 

ca~ried out to obtain a first failure time for 

each element in the nest. 

iii) The times so obtained are chained together so 

that rap~d accessing of the sequence can be 

achieved. 

iv) The times are applied to the status table 

and the state of the system checked after 

each time used. 

v) The time previously used is replenished and 

chained into the sequence. 

vi) This process is carried on until the required 

number of simulations each of the required 

length of time have been performed. 

A simple example will illustrate the basic method. 

Consider the status table, figure 4.6, obtained 

from the reliability block diagram, figure '4.7. 
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1 

Branches 2 

3 

4 

123 

1 1-"1 1 I 
1 001 
o 1 0 I 
O~ 
figure 4.6 

Routes 

figure 4.7 

Figure 4.8 shows a possible time sequence for first 

. failure tOgBther with its chainine. 

1 ' 

3 

4 

10 

8 

16 

14 -

4 Iii 

1 F . ~. '4 ('t' 
~,lgure . v 

F 

~ F ..I 

After the first timor 8 hcurs, the statun table will 

be: 

1 1 1 

-1 0 0 'figure 4.9 

0 1 0 

0 0 1 

and an additional vector, the routes available 

vector will appear: 

1 figure 4.10 

indicating 2 routes still available. Replenishm~nt 

of the event time for branch 2 could produce a new 

time sequence thus: 

--~ 10 4 F 

15 3 R figure 4.11 

16 F 

14 2 F 

Applying the next event, failure of branch 1 at 

10 hours would produce a status table and routes 

available vector: 
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-1 -1 -1 

-1 0 0 

0 1 0 
figure, 4.12 

0 0 1 

Thus the system \vould fail at 10 hours and this 

would be recorded. 

Tho simulation requires a number of input records. 

from the data file. The modules are all written in 

Assembler code for reasons explained later on in this 

section and consequently the request to ·the house

keeping module for the records has to ori~inate from 

the control section. The events produced by the 

simulation are stored on the 2nd magnetic tape, the 

work file, because the housekeeping modt~.le cannot 

be used to ~~ite stmulated ou:put on the da,ta file 

as the data format is assembler and not ALGOL 

produced. MTroS,ITION is responsible for posi tion

ing the tape prior to simulation. The simulation 

itself is performed by an assembler code module, 

\\Ti tten in PLAN, for efficiency considerations l"lhich 

are: 

i) Arr~ accessing can be simplified once the 

address of the first element' has been found. 

ii) Extracodes can be eliminated. 

iii) ALGOL 'FOR' loops can be accomplished very 

simply. 

i v) Subrout ine call s can be made with one 

instruction. 

v) The writing of vectors to magnetic tape 

backing store can be timeshared. 

vi) Floating point operations can be carried out 

without the need to store intermediate prod

ucts. 
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Examining the reasons for these advantages: 

i) Arra:ys are stored column by (;oltl.TJL.l1. Once 

the widress of the 1st element hc..s been 

obtained, any other element in a repetitive 

loop can ce obtained by a simple add to a 

modifier •. ~fudification is the process where 

an element is accessed by taking a base 

address and adding on to it an incremental 

value. The advantagB comes because the base. 

addresses can be o·btained outside all the 

, 
repetitive loops whereas in ALGOL the base 

address has to be obtained on every array 

access. A 2-dimensional array element takes 

250~S in ALGOL co~pared with 20~S in PLAN. 

ii) Certain instructions in the basic machine 

instruction set exis-~ not as hardware functions 

but as a ceries of hardware instructions per

formed by the executive of the machine. The 

cheaper machines in a range usually have more 

of these instructions, known as extracodes. 

But the major disadvantage of them is the 

time required to perform thorn. Not only must 

the actual' instructions comprising the extra

code be obeyed but the executive must be 

entered and left. Two instructions in part-

icular are used in the simulation module. 

'FIX' converts from floating point to fixed 

point and 'FLOAT' does the opposite. They 

both take about 65~S to perform compared 

\-Ii th a standard instruct ion time of 7~S. 

There were 9 calls of these instructions before -

attempts were-made to remove them. 6 of them 

were.!elocated outside repetitive loops, 1 was 

replaced but the· 2 remaining (FLOATs) lrere 

found impossible to replace. It was decided 

to replace these by the 7 executive obeyed 

instructions which conse~~ently cut the time 

down inside the loop from 5.85mS to 98~S. 
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iii) An ALGOL for loop ~,;hen obeyed has to- inco'r

.porate certain checks to en3lITC that the loop 

is not corrupted b~r the stateI!1f3nts j:nside it. 

'l'hese precautions can· be dispensed ~vith, 

making a loop a simple increment and compare. 

iv) In ALGOL the ca.lling of· procedure takes 25011S 

if .the procedure has no parameters and an 

extra 25011S for every parameter. An equi val

ent call in PLft-N takes 711S, the parameters 

being available anyway. 

v) When a vector is to be written away to magnetic 

tape, the ALGOL routine stops the program until 

the operation is cOL1pleted 'Ibis is because 

the neX"~ ALGOL ·statement might 1-!rite to that 

vector vlhile it is still being written to ~he 

tape thus corrupting it. In PLA1I the peripheral 

transfer can be activated and the program all

ovred to continue until the vector is v~itten 

to. By having tlvO vectors :t t is pocsible for 

the transfer to have very little effect on 

the main program. This process is cimilar to 

timesharing and is called double buffering. 

Vi) ~fuen floating point aritr~etic operations are 

carried out in ALGOL all intermediate prod

ucts must be stored even though it may not be 

necesoary for the final result. In PWT the 

equat ion can be rearranged so as to minimise 

this. 

The result <;>f implementing these changes was to 

reduce the simulation time for a simple problem from 

20 minutes vlith the ALGOL version to 9 seconds with 

the PLAN version, a factor of 130:1. 

c) Structure of the modules in terms of information flow 

The subrou~ines of TIMESEQ are· each responsible for 

a specific task. The subroutines are: 

TSE: This routine contains the random number 

generator.· It is responsible for producing rul 
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event time vlhe11 requested. T'ne random number 

generator, is a multiplicative congTuent type. It 

can be primed by a combination of the date and time 

or else continue a seqUence already started. Init

ially the length of number used was a 24 bit integer 

but this was found to cause problems with the degree 

of randomness in a small interval, see chapter 8.2.2. 

The length was increased to 48 bits and the random

ncss found to be sufficient vTithin tho liinits of 

the simulation teclmique. The act"J.al process 

involved in obtaining a random nlli~ber requires the 

following s·~eps: 

i) Obtain the previous number of the ~equence. 

ii) ~fultiply it by 25681 

iii) Collate of~ the middle 20 "bits of the least 

significant word. 

10 r~ndom numbers are generated at one time and then 

uE:ec.. Having obt9.ined a random number, the tl-!O 

values of t ra~~irec. for linear interpolation are 

obta.ined and linear interpolation perforr~ed to 

produce an event time. 

CFT: This routine is re,sponsible for chaining 

the first event times of all the branches in the 

nest. On exit, the 1st event time is held and the 

branch number for that event time is also held. 

SST: This routine is designed to alter the status 

table for the current event. The entries for the 

correct row"(the current branch) are altered to -1 

if the event is a failure or 1 if the event is a 

repair. Associated with each route (column of the 

status table) is a counter which counts the number 

of failed branches in the route. Zero indicates 

the route is working. Thus if a branch is repaired 

then the counter is decremented. If a change t? or 

from zero occurs then a routes cOlUlter is incremen-

ted or decremented accordingly. This mechanism 

saves a time consuming scan of the status table 
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after every event. If the current event has caused 

a system event then SST calls another routine FAS 

to tr·ansfer the event time to a buffer. 

FAS: This routine accepts event'times and places 

them in the correct output buffer (the one that is 

be ing filled). When the buffer is full, a transfer 

is initiated, the other buffer now being used. 

Normally, simul~tion is not held up by transfers 

un~ess system events r~ppen at every· bra~ch e~~nt. 

P~P: This routine is designed to chain in to the 

time sequence the replacement event generated for 

the one just used. 

lVhile the control sequence 1.n TDv1E~Q calls the 

subroutines, it in itself is fairly co~plex. It 

comprises: 

i) An initial phaRe to set up constant s an.d 

data areas. 

ii) A loop on number of missions. 

iii) An inner loop on mission time. 

iv) A final 'clean up' phase. 

The constituents of the control are: 

i) The ou.tput tape is prepared for reception of 

events. The arrays containing the status 

table, connection table and probability tabla 

are located and their base addresses calcul

ated. The, random number generator is primed. 

Various floating point constants are formed. 

ii) The status table is set to a virgin state at 

the start of the mission. The route counter 

is cleared. The time sequence of first events 

is generated by successive calls of TSE. 

Dependencies are examined, the times in the 

time sequence adjusted and the repair and 

failure poin.ter column set. CFT is called. 

iii) In this lo.::>p, . SST, TSE and REP are called 

until the missicn time is reached. At the 

end of the mission FAS is called with the 

mission time as the event time. 
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i v) The buffers are '[trri-tten to the ta.pe -so that 

partial inforrr~tion in ~hem is preserv~d. 

·After simulation, the output ta.pe is tra.'Ylsferred 

to the data file by TIMESEQ!vTr. Blocks of inform

ation are read from tho simulated output and placed 

on the data file by the housekeeping module. 

d) Algorithm Use~ 

Tne adjustment to the event times caused by dep

endency depends on: 

a) 'll}le state of the independent element (working 

or failed). 

b) 't-lhether dependency or inverse dependency is 

in operation. 

The algorithm us~d.: 

1) Is there dependency. If so go to 3 

2) Go to Out 

3) Is the dependency inverse. If so go to 9 

4) Has the independent failed. If yes .go to 7 

5) Is the dependent working.. If yes go to 14 

6) Go to Out 

7) Has the dependent failed. If yes go to 14 

8) Go tc Out 

9) Has the independent failed. If yes go to 12 

10) Is the dependent working. If no go to 14 

11) Go to Out 

12) Is the dependent working. If yes go to 14 

13) Go to Out 

14) Adjust time 

15) Out 
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4.2.5 STATISTICS O:b' SD/(uLATION. 

The output statistics are produced by two modules, 

STATISTICAL and. CELLM'AP. 

a) Pur~ose of _modules 

STATISTICAL is responsible for taking time simulation 

output and generating five ·statistics. 

i) Times Bet"t-leen failure 

i-i) Availability 

iii) Syste~ Repair Times 

iV) Times to First Failure 

v) System Failure Rates 

The mea"l').s, standard deviations, maxima and minima of 

these quantities are calculated. The output from STATISTICAL 

is passed onto CELLMAP. 

CELLW.tAP takes the values making up each of the five statis

tics and performs a sort-in order -to be able to divide up 

the rane-eof values into ten equal intervals ca.lled cells. 

The number in each interval is obtained and stored so 

that it can be used by the histogram output module: section 

4.2.7. 

b) Theoretical considerations and practical context 

The events·output by the time Simulation, section .4.2.4 

consist of a list of system failure and repair times in 

ascending order up to the mission time, which is included on 

the output. A pictorial representation of this is shown in

figure 4.13. 

functioning 

failed 
~----~~~--------~====~----~====L-~---t 
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In addition to the actu~l values a marker is placed next 

to each. value on the data file to indicat e the type of eva'1t c 

1 = Repair 

-1 :: Failure 

o = Mission Time 

c) Structure' of the modules in terms of information flow 

STATISTICAL is entered and the first action is to re~uest a 

record of simulated output which is serviced by the house

keeping module. A loop is then set up on the events contained 

in the record which automatically replenishes the record 

when all the events have been processed. The events are 

extracted from the record and the module control passes to 

'one of three se~tions depending on the value of the marker. 

The next section, d, gives ~he actual formulae used. If 

the event is the first of its type in the current mission 

then a reference is stored with· this value. If this first 

event is a failure then the time is storec.l in the output 

buffer as a time to first failure. As the events are 

processed, the times betwea~ failure are obtained by sub

tracting the reference from the current failure, the referenoe 

then being updated by the current failure time. The repair 

time is obtained,by subtracting the current repair time from 

the last failure time. The'availability is found by 

accumulating all the repair times in a given mission, sub

tracting them from the mission time and dividing by the 

mission time. The system failure rate is found by. counting the 

number of failures in a mission and dividing it by the 

mission time. While these quantities are being assembled, the 

mean and standard deviations are found. In addition, the 

maximum and minimum of each quantity is found by comparing 

the current value of the quantity with a reference maximum 

and minimum and upda,t ing if necessary. When the output 
, / 

buffer is ,full, the housekeeping module is requested to write 

it to the data file. 

The markers used next to the output quantities are,: 

o :: Time Between Failure 

1 = Time to Repair 
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2 = Time to :first Failure -

·3 .. Availa.bili ty 

4 = Failure Rate 

Finally a 30 v]ord vector is filled vTith all the mean\'s, 

standard deviations, maxima a~~ minima. 
. . 

CELL~~P is then entere~ ru:d the first phase is to obtain 

the abscissa maximum. This is achieved. by estima.ting the 

next number, above the maximum val·u.e of the CIuan~i ty, from 

a base of 2, 5 or 10, e. g.. if the maximum v~,lue was 0.042 

then the abscissa maximum would be set to 0.05. This gives 

uniform scaling of the 10 cells of the histogrD.m. A loop 

is then entered rThich extracts the quantities from the 

output records of STATIS'llICAL, sorts them into one of the 

five types and increments the appropriate cell of the 

correct type. The-output of CELLMAP is five 10 element 

vectors. 

d) Alp;ori thmG ;used '. 

I]:'he formulae used for computation of the staiistics are: 

t1 t2 t)- t4 

Time to First Failure : 

for Nth mission = t1 

hence mean for L missions 

figure 4.13 a 

= 
L 

If a mission has no failures then the quotient is 

decremented by 1 a.."Yld a counter incremented by 1. / This 

counter is stored and output. 

Time Between Failure 

for Nth mission 
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hence meen for L misSions=[ ~ t. - t . -,,' Jx, L1 K+l 1 .J 
j=1 number of failures - , _ .J 
'-There K is -the la.st failure 

If a mission has less tha..'Yl 2 failures then it is not included 

for the calculation of MTBF. L is decremented by 1 and a counter 

is incremented, stored and output. 

Repair Time: 

for nth mission = t2 - ~1, t 4 -~3, t6 - t5 (3 failures) 

Hence mean for L missions :::: [~ t 2 · - t 1 · + t 4 · - t3' ] 1 j=1 J J J J..... x L 

If a mission has no repairs then it is not included for the 

calculation of :MRT. L is -dccrema"1ted by 1 a."1d. a cOtmter is 

incremented, stored and output. 

Availability 

for Nth mission = (t1 + t3 - t2 ~ t5 - t:1 + tm~ -'u 62 

hence for L miSSion=r ~ availability f~r jth mission Yo: 12
L
Q 

. tm] 

~=1 
Failure Rate: 

For Nth mission = 3 ----tm 

hence mean for L missions 
[ 

L b f f . I . ·th . . 1 1 = E num er 0 a1 ures 1n J ID1SS1on; x_ 
j=l tm I L 

...J' 

./ 
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4.2.6 NESTING 

Nesting is carried out by one mod.ule, TABULAR, c;ld by 

·control. The control aspects are described in section 

4.2.10 .. 

a) Purpose of modules 

TABULAR is designed to take the output of a simulatior.., 

in the form of llest events, and use this output to 

obtain a, ta1)ular distri bution describing the perform

ance of the nest in the same format. as PROBPOINTS, 

namely a table containing 50 values of t for equal 

intervalled values of f{t) going from 0 to 1. 

b) 1hcorctica1 considerations and practical context 

The object of nesting is to obtain distributions for 

elements by a process of simulation. I!'he simulated 

output, . which can be represented as in figure 4.13., 

can be converted. to histograms of times to failure 

a.nd times to repair. The histogra.m rept'csents the 

density f~~cticn for that naot. The cuinulati ve 

function, which is the tabulated function, can be ob

tained by taking the area under the histogram. The 

advantage of this technique is that no curve fitting 

needs to be carried out on the function. 

Although the distribution 'obtained is a record of a 

simulation it does not define the boundaries i.e. 

at F{t) = 0 and at F{t) = 1. The case for F{t) = 0 

is easily catered for by putting t equal to o. At 

the top end F{t) = 1 it is not so simple. It is 

possible to estimate with standard distributions what 

the top value should be, but when the form of the 

distribution is not know'll, there is no wa:y of calcu

lating the top value. An estimate based on the 

mean can be found from: 

max-1 
tmax = tmax - 1 - 98/ E tj 

j=1 
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A .ju3tification for this method can be fo"und in 

reference 30. 

The process of ob"iJaining tha dist:cibnt:i.on is as 

follows: 

i) The first 1000 time~ to failure (or repair 

for the repair distribution are taken. The 

technique viill work ,d. th a.s fOvl as 50 values 

but a more accurate result will be obtained 

with 1000 values. 

ii) The values aJ."e sor{ed into as'cending order. 

Section d has details of the algorithm used. 

iii) The table is constructed by find.ing the intcr"'J'e,,1 

n, 1/49 of the number of values, and placing 

in it every Nth value. 

This method,although fairly easy to implement,lacks 

sophistication. The users commented on a number of 

point s a.l1.d their suggest ed improvemer:t G to the method 

are given in reference 30. 'rhe ideas have been in

corporated into an improved TABULAR 'Vlhich is being 

written. 

The drawbacks in· the existing module are: 

i) The maximum number of events that are utilised 

is 1000. 

ii) Storage space requirements are quite high. 

4000 words are needed to hold 2000 events in 

floating point format. 

iii) A numeric sort is required on the numbers. 

The improved method has the following features: 

i) The space required is only 400 words. 

ii) A sort only needs to be carried out on 200 

event times. 

iii) The remaining event times are sorted as they 

arc generated. 
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c) !liructuro of .. the modules in terms of infcrmation flo~ 

The routine TAJ3ULlffi is entered and a loop set up to 

obtain the simulation outp~t. . The events are ex

tracted and up -to 1000 times to failure ~nd times to 

repair are obtained ancl plaoed in t\vO veotors. Both 

vectors are sorted into ascending order by use of the 
. . 

disc backing store. The vectors are stored on the 

backing st ore and the space that was used to hold the 

values is now used for the sort. On completion of 

the two sort s, the table of 50 values is filled by 

taking every Nth value where n is 1/49 of the n~ber 
of values. The output of the module is one row of 

the probability table (50 failure values and 50 repair 

values) which can be slotted into the probability 

table by control. 

The improved method ~~es the.s~~c theoretical technique 

for filling the row of the probability table out it 

differs in a number of details. An initial 200 

values of times to failure and times to repair are used 

to estimate the tmax's of the generated distributicns. 

These tmax's define the time interval of each cell of 

a 400 word veotor which has tmax as the top value. 

The events, used te estimate tmax, together \·rith the 

other events of the simulation are then examined to 

see which cell they lie in, and the appropriate cell 

incremented by 1. Should the estimate of tma.:x: be 

too small then another estimate of tma.x: is made and 

the scan restarted. 

d) Algorithms used 

The algorithm used for the numeric sort is called 

QUICKERSORT, (reference 29). In comparison with 

three other sorts, Shellsort, Stringsort and Treesort 

it is much faster over the whole range of numbers 

used in the module. 

The method used is to conti~ua11y split the vector 
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into parts such that ull elements of cne -part are 

less than all elements of the' other, wi th a:. third 

part in the mid.dle consisting cf a single element. 

An element v~th value t is chosen arbitrarily, i 

and j give· the Im1er and upper limits of -the seg

ment being split. After the split has taken place 

a value q will l~ve been found such that a [qJ = t 
a,nd a [1J ~ t ~ a[JJ for all I,J s1.tch that 

i~ I<q<J~ j. The algori trJ1Il then performs operations . .. 
on the two segments a[i:'q-1] and a[q+1 :jJ as follmis: 

The smaller segment is split and the position of the 

larger segment is stored in a lower temporary and 

upper temporary area. If the seg.merr~ to be split 

has tliO or fewer elements it is sorted and a..."'1other 

segment obtained from the lower tempo~ary and upper 

temporary areas.- wnen no more segments remain, 

the vector is completely sorted. 

4.2.7 SP.~S E~r1~t~TION 

Spares estimation is the process 'of ascertaining 

the spares requirements of a system so that it 

will survive a stipulated mission with a given prob

ability. At A.S.W.E. there exists a software routine 

that performs spares estimation on the basis of: 

i) Stock out risk 

ii) Length of Mission 

iii) Failure rate of each unit in the system 

iV) Unit cost of each unit 

v) Number of each unit type in system 

This routine, called OPTCOST, optimises on the basis 

of cost, i .~,. given two units vlhose effect on the 

s.ystem is -the same, then it would be better to stock 

the cheaper of the two. It is virtually impossible 

to guarantee that a system will not run out of 

spares; (this would entail holding many times 

the number of spares for each item, clearly 
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im'practical on a ship). The measure of this 

~~antee is tho stock out risk, set by the 

designers of the system. 

The existing routine has three disadvantages: 

i) ~ne reliability 8tructurc of the system is 

assumed to be a series chain. This/could 

. lead to oversparing in systems 't-vi th 

r~dundancy. 

i.i) The routine assumes that all ·clements of the. 

system have expone:1.tial failure distributions. 

As this assQmption is used to obtain the exp

ected number of failures, erro~s will recult 

when other distributions are specified. 

iii) Very fast repair time (compared rJith failure 

time) is assumed. Repair time is' ignored 

when tho' expected n~~ber of failures is 

est~ated. This will result in oversparing 

in systems ",Ii th significant re pair time s • 

Information available during a RELY run could be 

used to improve 0:1. the assumption made by OPTCOST. 

i) Information is available about the topology-. 

of the system in the ferm of the STATUS TABLE, 

section 4.2.2. section b describes a modific

ation to the expected number of failures 

based on' the STATUS TABLE. 

ii) Information is available about the number of 

failures occurring for each branch during 

simulation. This takes account of all 

distribution types as the mechanisms invoked 

to reach this stage e.g. PROBPOINTS, section 

4.2.3 J are specialised to each distribution. 

iii) Repair time is taken account of automatic

ally in ii). 

, a) Purl2.ose of m.odules 

Spares estimation ie performed by three modules; 

SPARE S Il1l'tJT , SPARE SROUTE S , OPTCOST. 



SPAHEsnrPUT is designed to input additional 

information, (additional to -the reliability 

block diag:r~Ull) about the sparing. The format of 

the input data is: 

CODE, NT, SO, lill for each nest to be spared 

1m, UC, MS, (BN1, mq-1' nu2, lJN2 , ••• ) for each type 

CODE determines the method used to obtain the number 

of failures 

NT is the number of different itom types (require 

different spares) 

SO is the s.ystom stock out risk 

NB is the number of branche s to be spared 

Mtr is the type number 

UC is the unit cost 

MS is the minimum number of spares for this type 

BN is the user branch number 

UN is the nest level for thebra.nch 

All the parameters are integer with theexoeption 

of SO which is real. 

Certain rules exist about the data format: 

'i) The Branch number, BN, must correspond to a 

branch number of the same nest in the con

nect ion table. 

ii) All the. nest numbers NN must ~ve the same 

nest replacement i.e. the nests to be spared 

must be at the, same level in the s.ystem; see 

example in section b. 

iii) NB must equal the sum of all the branches in 

each nest NN. 

i v) There must be NT type s • 

In addition cystem switch 1 must be set to invoke / 

the whole sparing section. Two. other switches, 2 

and 4, can be used together with 1 and CODE, to 

provide a flexible use of the sparing facility, 

Svlitch 2 terminates the run after the ROUTEAUALYSIS 

output i.e. before simulation is started. ' Switch 4 
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SdITCH 

ceDE 2 4 
I 1 . 0 OFF1 OFF 

2 0 OFF ON 

t-;-
, 3\ 0 ON ON 

4 1 OFF OFF 

5 I 1 OFF on 
I 

6 1 ON ON 
I 

7 I 2 OFF OFIF 

8 2 0]1]1 ON 

9 . 2 ON ON 
"--

7 
ON SPARING. ANALYTICAL DISTHIBUTIONS 

ON SPARING. AnALYTICAL DISTHIBUTIONS. SUMMARY OUTPUT 

ON SPARTIJG. AnALYTICAL DISTHIBUTIONS. TERMINATE RUN AFrER ROUTEANALYSIS 

ON SPARING. SIMULATED DISliRIBUTIons 

• ON SPAIUNG. Sll,tuLA'IED DISTRIBUTIons. SUMrrlARY OUTPUT 
h 

ON NO'l' APPLICABLE. HESUL'llS TI'J ERROR no. 22 

ON SPARING. SIMULA'I'ED DISTRIBUTIONS. NO NESTTI'TG PERFOillfLED 

. ON SPARING • SJ}IDLATED DISTRIBL~IONS. NO NESTING PERFORMED. SUMMARY OUTPUT 

ON NO'l' APPLICABLE. RESULTS IN ERROR NO. 22 

1 

I 
I 
I 

I 

! 
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I 
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I 
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I 
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...... 
~ 

Q) 

~ 
;:j 
bO .,... 

4-l 

00 
t'l 

~ 



provides a sUlTh'1larised output i.8. PRI1lTSHORT is 

used instead of PRINTHISTOGRAI;IS. See section 

4.2. 8.. J.t'igu .. ~e 4.14 ShOW3 the options available 

with tho four variables. SPARESI1TUT places the 

parameters'into a vector ready for use by the next 

module. 

SPARESROUTE adjust s the expo ctcd number of fail-

l.:tres depending on the conditions existing in. 

f~gure 4.14. The method used is d~scribed in 

section b. 

OPT COST performs the spares estimation as carried 

out by the original routine. It is slightly more 

efficient than the original. 

b) Theoretical considerations anct ·iT.E.actical con~ 

The method used to make allovlance for topology can 

be illustrated using the following example. 

figure 4.15 

The nest sholffi r...as 3 routes. A,B and C appear in 

1 route each, p appears in all 3. T~~ing an n/m 

ratio (number of appearances/number of routes) 

gives 1/3 for A,B and· C and 1 for D. A complic

ation arises when a nest contains more than 1 

element of a given type, e.g. A and D could be 

identical. The total n/m ratio can be obtained 

by adding rati~s, 4/3, giving the combined sig

nificance of elements A and D in this nest.· This, 

adjusted for one element gives 2/3. The advantage 

of this method is that it can be used for nested 

systems provided: 

i) Sparing isper:formed on the same level of 

replacement 

ii) The mother nest is a series chain. 
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C~nside~ figure 4.16 

figure 4.16 

The nwnber of routes in each nest is clearly 1,3,3 
respGctively. Suppose A,e and G are of a~ identical 

type. If all 3 nests v;ere combined then there would 

be a total of 9 routes. Hence the ratio for these 

3 elements normalised to 1 element is: 

(1 :x; 3 x 3 + '1 x-1 x 3 + 1 x 1 x 3)/(9 x 3) = 5/9 = 0.55 

Since element A appears in one route in its nest 

but would appear in all the routes in the other 2 

. nests; element C appears in 1 route out of three 

in its nest but vlould appear in the single route in 

the first nest and in all 3 routes in the last nest; 

likewise for G. The effect of increasing the number 

of identical elements depends upon the topology. 

In this case if a nest contains more than one branch 

of the same type, the ratio would be reduced. It 

was shown with A,C and G identical, the ratio is 

0.55. With A,B,C and.G identical the ratio drops 

to 0.5. Considering the example further, clearly A 

on it s own has a rat io of 1 (the series case). But 

if A is removed from the group of identical types, 

then the ratio remains constant at 0.33. This is 

because B-G all have equal significance as does 

every element in a serie s chain. The simple st mod

ification to the existing method· of obtaining the 

expected nmnber of failures is to multiply it by 

the ratio 30 obtained (ratio ~ 1 thus reducing . 

expected number of failures) ~ Field trials. are 

being carriecl out to see if this relationship is 

valid. 



Should exponential failure and repair be-used then 

the expected number of faill~es is estimated from: 

mission time / (1jAc.' + VA ) • 
. - J: R· 

This is an approximation of t'he expected. nmnber 

from two exponent iCl.I distribut ions which can be 

found by recourse to .queuing theory. This approx

ima t ion give s about 8% error 1'1hen A-t:' = A the 
J. n 

worst case. Should more accuracy be required then 

the expected number of failures can be obtained 

from simulation. 

Wnen simulation is used to provide the expected 

number of failures the me~~ is founi for all the 

branches comprising each type tO,be spared. 

To demonstrate the improvement in sparing estim-
-

ation brought· about by use of the RELY facilities 

the follm'ling system was used,. 

-1-----,1 ~~2 +---------+[-3 r 
J t t 

Nest 2 

~ 
Nest 3 

Type Unit 
No. Cost RIPs NIPs 

1 

2 

3 

10 2,2,2,3,3,4, 

12 --1,2,1,3,1,4, 

15 3,2,2,4, 

Failure 
Ra.te 

0.015 

0.01 

0.012 

Nest 4 

figure 4.17 

Repair 
Rate 

0.007 

0.005 

0.01 

The exe.mple was run in three different ways l·Ti tl;L a 

.100 missions of 1000 hours each. 

i) Using the original OPI'COST 

ii) Using analytical dintributiorm 
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iii) Using simulated outpu'!; 

Tho reoul ts obtn.incd ''lere: 

~:e Fails/hour i) ii) iii) Spar~s allocated i) ii) iii) 

1 0.015 0.0029 0.0031 54 13 15 

2 0.01 0.002 0.0024 38 10 11 

3 0.012 o 0023 0.0024 30 7 7 

Total cost 1446 355 387 

The system has a large amount of redlUldancy hence 

the dramatic reduction between i) and ii), iii). 

Because rep3.ir is nignificn.nt ii) fiiffcrs from iii). 

iii) is the most accurate result. A re-run of iii) . 

with 500 missions (instead of 100) g~ve estimates 

for types 1,2 and 3 of 15,10 and 8 spares renpcct

ively. 

c) Structure of the modules in terms of information flow 

SPARESINPUT is entered after INprJTRquTnJE, se ct ion 

4.2.1. The four nest parameters are input and used 

to calculate the bounds of the input vector. A loop 

is set up on each rOt-J' of type data to input and check. 

Error ohecks are performed to ensure that the par

enthes.es match, i.e. no parameters l1..ave been omitted. 

When the vector is comple~e, the housekeeping module 

is requested to transfer the vector on to the data 

file. 

SP.A.RESROUTES is entered after simulation. A special 

jump is instigated by control if no simulation is 

performed i.e. switch 2 on. Housekeeping is 

requested to transfer the vector from the data file 

into store. In addition the status table and con-

nection table are obtained. Because a number of 

nests ~ay be involved (the same type may oomprise 

branches of different nestE) it is necessar.y to 

pre-procesD the vector so that the complete status 

tabl€- can be used before the next status table is 

obtained. This is achieved by scanning the vector 
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for branches in the current status table-(nest) 

a.'YJ.d building the rat io for each type. The number 

of route~ in each nest is also compiled. l'J'hen this 

process has been completed the neJ:t phase is to 

gather all ratios of a given type and obtain the 

complete ratio by dividing by the number of bran

ches in this type. This ratio is stored and the 

. module left. 

OPT COST is entered after SPARESROUTES and one of .. 

two routines are entered depending on whether 

analytical or simulated distributions are used. 

If the former is the case t~en the expected 

number of failures is cooputcd by multiplying the 

ra.tio by the failure rates. If the latter is the 

case then the simulated output is obtained by the 

housekeeping module and the mean failure rate for 

each type obtained. This is multiplied by the 

ratio to give the expected number of failures. 

The original OPTCOST routine is then entered. On 

completion, the Gparing cGtimatcs are output in a. 

tabular format. 

d) Algorithms used 

The algorithm used in OPTCOST for the optimisation 

process is security classified by A.S.W.E. and 

hence no details can be given here. 
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4.2.8 OUTPU'l' 

The output from a RELY computer run falls into one of 

t"10 categories: 

i) Results ofan analysis or simulation 

ii) . Error messages 

Specific modules are responsible for type i): 

ROUTFJUfALYSIS is responsible for analytical information 

about the structure of the system being simulated •• 

EVENTSDNfA is responsibie.for outpu~ting the number of 

. branch and system failures and repairs experienced by 

ea.ch branch. 

PHINTSHORI' is responsible for the E'ummarised output 

required by remote terminal users. 

PRINrHISTOGRAMS is responsible for the generation of • 

histograms from the CELLMAP output. 

The figures in chapter 7 (Design examples) illustrate 

the output formats. 

Type ii) output can be gener~ted from any point in 

the progI'am. The user guide gives details of the 

reasons for each·message see figure 6.4 for format. 

The selection of output modules is governed by 

control which itself is subject to user choice. The 

section on control, 4.2.l0describes in more detail 

the mechanisms used. 

a) Purpose of modules 

The module specification is ta.ken in the above order. 

ROUTEANALYSIS is designed to accept: 

i) The input connection table 

ii) The probability values table 

iii) The status table 

From these tables: 

i) The input data is displayed in an ordered 

format. 
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ii) The nesting structure in provided. 

iii) The ntructure of o~ch rcutc is displaJT0d. 

iv) SUILIIlari:ed information in provided about the 

routing system for the whole system • 

. EVF..NrSDATA is designed to accept a -table containing, 

for each br~~ch: 

i) The number of failures experienced by the 

branch. 

ii) The number of repair3 experienced by the 

branch •. 

iii) The number of systems failures c'aused by 

the branch. 

iv) The number cf system repairs caused by the 

branch. 

This information is output in tabular form for ec~ch 

nest irr@ediately after simulation. 

FRINTSHORT is designed to accept the 30 word vector 

output by STATISTICAJJ, section 4.2.5 and output, in 

a reduced format suitable for a terminal, all the 

parameters generated by STATISTICAL. PRINTHISTOGRAMS 

is designed to take the 5, ~O box cell vectors output 

by CELLMAP, section 4.2.5 and convert them into line-

printer his-tograms. Additionally the module, provides 

all the summarised parameters as output by PRINTSHORT. 

b) Theoretical considerations and practical context 

All the output is normally steered to the lineprinter. 

However, when running under an advanced operating 

system such as GEORGE 3, found on large 1900 systems, 

the output is placed in specified output files. The 

destination of the output is then controlled by the 

job. description. It is the use of this technique that 

enables PHIllTSHORr ?utput to be displayed on a'terminal. 

As mentioned in section 3.1, the only output peripheral 
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that is used is the lineprinter. Accordirigly the out-

put is formatted to a sto.ndard line:printer page of 60 

rows of 120 print p03i tions '. This is importe' .. !lt for t{1blcs 

in order to ensure alignment; (addiiional characters over 

the last print posi tiOll appear on the next line.) It is 

however, vital for histograms because any line overflow 

liould make nonsense of a, pictorial repr.esentation. 

c) ~cture of the modules in terms of inform::t.tion lli!!. 

ROUTEANALYSIS is entered and the housekeeping module is 

requested to obtain the Connection table, Node directory, 

probability table and Status table for the current nest. 

Tho printing then begins. First the nesting structu..re 

is displayed. Then each set of branch parameters is 

displayed, the branches having been sorted into numerical 

order. The nUlllb-er of routes required is output follovled 

by the nest number and then the branches comprising each 

route are given. Finally. a summarised table sho1ring: 

i) the number of routes' each brarlch appears in 

ii) the number of routes containing n branches 

where 1 ~ n ~ no. of branches, is displayed. 

EVENTSDATA is entered and the contents of the simulation 

events table is output branch by branch. 

PRINTSHORT is entered and the following parameters are 

output. 

Number of missions, mission time, the five output para-, 
meters (lifl'BB', MI'FF, SFR, MRT, Availability) and the 

minimum, maximum and standard deviation of each of 

the five. 

PRINTHISTOGRAMS is entered and the y axis maximum 

calculated from either: 

. the largest cell 

or: 

the user selected maximum 

A new page is thrown and a loop is then entered which 
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outputs the bo·und.aries of the axis and the--'cells. The 

colI content (number of i·";oms) is displayed above the 

top of the ce~l. The yo axis scaling is printed 011 

every 5th line and the x-axis scaling on overy 2nd 

cell boundru. ... y. \fuon printing histograms on a line

printer, the en-I;iro line has t·o be built up in the 

printer buffel.... This involves fairly complex control. 

After the x-axis labelling the PRINTSHORT parameters 

are displayed. 

d) !!gorithm!3 used 

.No special algorithmsare used because the majority 

of the output is rearrangement of internal tables. 

. 4. 2 • 9 HOUSEKEEPING 

Housekeeping describes the g~neral ~~nipulations 

necessary o~ data areas in order to free CONTROL from 

the restriction of requiring to keep track on the. 

current loca,·tioil of all tho da.ta hold. 0:::1 backing 

store. 

In RELY these manipulations are carried out by a single 

module, MTFILE. The full implications of :r.fiiFILE in 

relation to the structure of the program are described 

in section 4.2. 

a) Purpose of modules 

MTFlLE is designed to: 

i) Open a scratch tape (unused tape) for the 

data file. 

ii) Open an existing data file. 

iii) Tra.'1.sfer a record to the d.ata file (write 

operation) • 

iV) Transfer a record from the data file (read 

operation) • 

v) Close the data file. 

4.47 



The module contains a r.'ap of the layout of the tape. 

This map is a permanent vector in store and therefore 

las to be of a fixed size. The size first chosen 

allowed a maxim~~ of 400 records. This vas found to 

'be too small for long simulations where the volume of 

data generated was large. A user option ,vas provided 

''lhere the size of the data file could be increased to 

1000 records. 
. 

The drawback of having a large map area 

is the consequent reduction in a~ilable data space. 

Because the module is in the form of an ALGOL procedure, 

-,steps have to be taken to ensur~ that the nap vector 

is not destroyed on exit from the procedure. There 

are only t,'lO ways_ that this can be achieved: 

i) Naking the map area an ~OV\TNt array. 

ii) Making the map exea global to the whole program. 

The first method io the best one from programming and 

structural considerations. The 'OWN' variable concept 

is a device used in ALGOL to re~ain the contents of 

variables outs ide the block in which they 'Vfere declared 

(a procedure count,s as a block). Variables are declared 

within blocks and are normally only valid within the 

blocks or inner blocks in which they were declared. 

Unfortunately the use of !'OWN' variables in 1900 ALGOL 

creates an additional problem. All data space is 

contained in an area of store at "the end of the program 

called the stack. A request for more space, (e.g. a 

dynamic array declaration), than the stack has would 

cause the size of the stack to be increased. As soon 

as an ·'OWN' variable is requested the stack is used 

in a different manner. Figure 4.18 shows the situation • 

. The stack is fixed in size 

s 
T 
A 

'C 
K 

PROGRAM 

~ 
ORDINARY 
VA-~IABLES 

. OWN 
VARIABLES 

.1'-. 

from the o~tset and all is 

well until the twoar~as meet, 

at which 'point the program 
figure 4.18. . 

fa~ls. It ~s therefore 

necessary to make the stack as 



large as possible thus removing the d~1amic' data space 

facility of ALGOL. 

The second. method has the dra\-1back of requiring the global 

area to be declared in the !JlTFILE procedure and listed in 

the parameters at call time. If MTFILE is used inside 

another module then that mod_ule must declare ¥ the area. 

But as this method is the only viable alternative it was 

decided to structure the m.~p in this manner. 

c) Structure of the modules in terms of information fl~ 

In order to understand the mode of operation of 1-'ITFILE it · 

is necessary to describe the -data structure used • 

.Arrays: 

RECNAME. This array contains the names of the records. 

When a nelv record is written a check is made to se'e if 

the record nar:.e already exists., If not it is added into 

REmL~~. Names are stored 4 cP2.racters to a word, new 

names starting at the next vacant word. 

1 2 3 t1, ~ 

RECNAMEP: This array points to the start address cf the 

record names in REGNAlJIE. The corresponding REGNAMEP for 

the RECNAME shovm would be 

1 2 3 4 5 

RECNAMEP 11 I 2 I 4 15 I i 
Thus the 1st name (JOE) starts in word 1. The 2nd name 

starts in word 2, the 3rd in word-4 and the 4th in word 5. 

~: This array contains a map of the data filo. Each 

element represents a record and the contents of the array 

represent the subscript of the RECNAMEP array which relates 
to the record. 

A typical map could be .' 

1 2 3 4 5 6 7 8 
MAP 11 , 1 , 2 I 1 I 3 I 1 I 2 I 1 

Thus the 1st record is of name 1 (which is JOE). The 5th 

record has the 3rd -name in the RECNA}1E list, which starts 

a.t lvord 4 of RECNPJ.lli: (SID). 
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Variables: 

InTMBER: This contains the number of rGcords on the tape. 

TAPEPOS: This sho't"ro the current pos.ition of the tupe. 

o = beginning. 

RECNAMESUB: This ShO\'TS the next !'ree name in the RECNAl.rEP 

array. 

Assuming the tape is posi"Gioned to write a't"JaY a new record 

the values of each of the three variables in "tee example 

shown would be: 

NUMBER = 8 

TAPEPOS = 8 

RECNA1vTESLJ13 = 4 

The entry paramet~rs in the MTFlLE call are: 

where 

MTFILE (A,D,C,D,E,F,G) 

"A = An integer parameter to control the mode 

0 = 1nlri te 

-1 = Read 

-2 = Open new file 

-3 = Clone file 

-4 = Open existing file 

13 = An integer parameter to determine which 

occurrence of a given record name is required 

when reading. 

C = An integer array to hold the information 

being transferred to or from the record. 

D = A real array to hold the information being 

transferred to or from the record. 

E = An integer marker to determine which of C or 

D is to be used. 

E = 0 

E/O 

C is the array to be used 

D is the array to be used 

/ 

F = The name of the record being ~Titten or read. 

G = The directory of the tape. 

The action taken depends on the mode (A) chosen. 
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lvri tine; to the file: 'l'he record name (F) is exa.mined. 

If it a.lreacly exisis then i·t is not added to the list in 

REGN.A!t1E. The next vac~nt element in :Map is fillso. ''Ii tIl 

the nlmilier of the record name. The tape is moved to 

record numbe; (NUl\ffiER-TAPEPOS). The contents of C or D 

depending on E are written. NUMBER is increased.by 1 

and. TAPEPOS is set equal to it. 

Reading..!!om the file: The recurd name parameter F is 
. . 

examined~ The corresponding suuscript of RECN1J~P is 

found. Parameter 13 is examined and search is made of MAP 

to locate the 13th occurrence of the number of the record 

name, e.g. suppose it 'Nere required to obtain the 5th 

occurrence of record JOE in the example. JOE is the 1st 

record name and therefore has a ~u~ter 1. A scan of I~P 

shows that the 5th occurrence of number 1 is the 8th 

record •. The tape is moved to (8- TAPEFOS -1) and ~he 

record read and placed in either C or D depending on E. 

QRening a nevi file: A scratch tape is !'elabelled as 

the data file, NlThmER & TAPEPOS set to zero, RECNP.MESUB 

set to 1 and l!AP cleared. 

Closing a file: The file is closed by writing (using mode 

0) the actual map as record. The final call of MTFILE 

then closes the tape and rewinds it. 

Opening an existing file: 

search made for the Map. 

The file tape is opened and a 

The map was written with a 

unique record name so the map is not required for this 

operation consequently the normal soft~~re read routine 

can be ~ed. When the map has been read into store,it 

is adjusted to remove all trace of the previous writing 

of the map (as this was the last record written to the 

tape before it was closed). This involves reducing 

NUMJ3ER "by 1, setting TAPEPOS=O, setting RECNAMESUB t~ 

'point to the start of the unique map record name (so 

that it can be overwritten) and clearing the record number 

from I.IAPe ~vhen this 'bootstrapping' process has been 

completed the data file can be used normally. 

d) . blfiori thms used 

No special algorithms are used. 
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4.2.10 CONlJ.TIOL 

The control section of the program is responsible 

for uata flow organisation. It calls the applic

ations modules III a required order to suit the user 

need for the current run. Ideally control should 

consist of a lis't of module calls with decision 

statement s interspersed. HOl-:cver, this is not a. 

practical possibility as machine software does not 

permit -this elegance of struct1.U'e. 

The structure of control .has the following comp

onent part s : 

i) A list of program description statements. 

ii) A declaration of all the procedures (modules 

and stand~d routines) 

iii) The body comprising the module calls a.l1.d 

necessary control software. 

Examining these in detail: 

i) Certain statements are necessary in order to 

inform the compiler of the actions that need 

to be taken. These include such things as: 

the name of the module library 

the overlay structur-e 

the disc file to be used to store the 

program. 

ii) A declaration of all procedures is needed so 

that the named libraries can be searched for 

the bo~ of each procedure. 

iii) The bo~ can be considered as a list of ' actions 

and decisions. 

Check date; The program is issued every three 

months and a purge date ensures that obsolete copies 

do not proliferate. 

Open data file; A test is made to see if an exist

ing f~le is to be ,extended or a new file to be 

created. 
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PEen work file; 

Call INPUTROUTI1:.~; (4.2.1) Input data 

Call SPARESL'IPUT; (4.2.7) If sp<:: . .res eS'Limation 

has been invoked then input spares "data. 

Free input device; 

Open 1-lork disc area; 

Call ROUTE~RCH; (4.2.2) Find routes in nest 

Call PROBPOlNTS; . (4.2.3) Fill probability tables 

Transfer completed tables to data file; The 

previous two steps are carried out on each nest. 

On completion, the finished tables are written to 

the data file. 

Call SPARESROUTES; (4.2.7) Perform spare routing 

if required 

Call ROUTEAR~LYSIS; (4.2.8) Output all route tables 

Transfer all tables for simulation from data file; 

Set up status table, probability table and various 

\-lork arrays. 

Call TI~~SEQ; (4.2.4) Performs time simulation 

Call EVENTSDATA; (4.2.8) Output branch histories 

Invoke nesting control; This control is respons

ible for simulating a nested structure in the correct 

order, see chapter 2.4. 

Call TABULAR; (4.2.6) This is called by the 

nesting con~rol and is responsible for producing 

probability tables for nested structures 

Call OPrCOST; (4.2. 7) This performs the actual . 

spares estimation if necessary. 

Call STATISTICAL; (4.2.5) This obtains the sim

ulation statistics for the top nest. 

Call CELt~~P; (4.2.5) This obtains the cell 

sizes for the ten box histogram 
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Call PRINTSHORT; (4.2.8) This is responsible for 

remote terminal output and is called" if necessary. 

Call PH.INTHISTCGRA!vIS; (4.2.8) This outputs all 

the histograms. 

Close all files; 
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5.. RELIABILITY OF MECHf .. NICAL F..NGINEERING SYSTEMS 

5 • 1 IlfliR ODUCTI ON 

In the early stages of this project, the systems used for field 

trials were all electronic equipment systems such as corr~unica

tions netvlOrks. It was suggested by the sponsors, A. S. vl.E., 
that it vlOuld be profitable to try to apply the prediction 

method to .predominantly mechanical systems. As the prediction 

technique is a general one, in principle there seemed to be 

no limitations on the extension of the method to mechanical 

systems. HO.wever, a number of practical problems vIere re

vealed l"lhen a feasi bili ty study was cc..rried ou-t. It became 

clear that, in most practical cases, the general methods of 

reliability prediction can only be applied to mechar~cal 

engineering systems a.fter-the solution of certain modelling 

problems particular to such systems. This chapter aims to 

outline the nature of these problems and indioate the need 

for further work in this area. The nature and volume of this 

work is such that it was considered ~~reascr~ble to include it 

within the bounds of this project. 

'5.2· MODELLING liIECI!fu"'ITCAL EI\]"GIl~ING ·SysrEMS 

As shown in earlier chapters of this thesis, when carrying out 

a reliability analysis of any system it is necessary to supply: 

i) A reliability block diagram modelling all relevant 

aspects of the physical system. 

ii) Failure and repair distributions that characterise 

the performance of each element in the reliability 

block diagram. 

Both of these may be problematic in a mechanical engineering 

system: 

i) In a mechanical system there are three main failure 

modes, free, locked and runaway. Analysis of failure 

modes and their"effects on this type of system results 

in a very complex pattern of interactions between the 
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system components which, in turn, results in a very 

involved block diagram \iith a large number of inter

dependences. Figure S. 1 shows a simple example re

lating to a rotating 1'1aveguide joint. 'r:b...is assembly 

has been used by A. S.1-1.E. in order "to see hmv complex 

the modelling problem. becomes vli th a fairly simple 

physical structure. The resul taut model became 

practically ~..anageable and could not be used for ob

taining quantitative reliability figures for the system • 

Experience indicates that resolving a mechanical system 

into a reliability block diagram"at the present time 

requires detailed mechanical engineering ~Jlowledge of 

the system under consideration in order that a full 

failure modes and effecto analysis may be carried out. 

. 

A skilled mechanical-engineer is therefore needed to 

perform the modelling, '.mlike the case with an electronic 

system where the interdependences are not so great, and 

the modelling problem is re1atively·straightforw~rd. 

ii) Mechanical systems tend to be purpose built as individual 

i~ems and therefore there is little standardisation of 

fabrication and assembly processes. Even if the in-

dividual items compri~ing an equipment are standardised, 

and hence provide a sufficient po.pulation"for statistica.l 

analysis on the basis of large samples, the methods of 

"assembly can be "critical in determining the overall per

formance of the system. It is difficult to isolate for 

test purposes the component parts from their assemblies. 

Limited time and availability of specialised prototype 

assemblies prevents the accumulation of satisfactory 

volumes of test data. All these factors hinder obtaining 

"accurate failure "rates and distribution types. 

In the rare cases when data is available from standard 

sources, very little confidence c~~ be placed on it due to 

the wide differences between the data quoted for the same 

item by alterl1ative sources. Figure 5.2 shows some· data 

for the assembly of figure 5.1 (reference A. S. vl.E. failure 

rate tables.) The corresponding items detailed in ~UL 211 
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(u.s. Defer..ce publication) differ by factors of 30 from 

the A.S.W.E. list. 

?3 COnCLUSIONS 

As a result of these problems it was decided that no f~~her 

work could be carried out in this area'of mechanical reli

ability prediction. Although the prediction method is 

applicable to any system, thc.statc-of-the-art of mechanical 

engineering systems does not usually allow the direct appli~ 

cation of the suggested modelling procedures. Thus, further 

research liill need to be carried out py mechanical engineers 

into modelling: this work will necessi tate development of: 

methods of partitioning mechanical engineering 

syst ems int 0 minimally int erdependent component s. 

methods of data collection and analysis under 

conditions of scarce and unreliable data. 
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ROTATING WIG JOINT 1 SOLDERED JOINT 

THE JOINT CONSISTS OF 4 SECTIONS.· SECTION A IS ATTACHED TO 
THE MAIN PITCH SPINDLE AND MOVES WITH IT. BAND C ARE DRIVEN· 

. FROM "A BY MEANS OF GEAR E~ THE GEAR·RATIOS OF·B ANn C AND THE 
GEAR PINION VARY SO THAT THEY MOVE AT DIFFERENT SPEEDS. ·n IS 
fIXED, AND THE TOTAL MOVEMENT OF A, RELATIVE TO D IS 20°, EACH 
SECTION BTjING DISPLACED· 5° RELATIVE TO THE PREVIOUS ONE .. 

2 COMPOUND GEAR PINION 
3 GEAR S'pINDLE BEARING 
4 . P". T • E • E. BEAR IN G 
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5 INNER BEARING HOUSING 
6 MAIN HOUSING 
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SEMI-RarATING WAVEGUIDE JOINT. 

G.A. 
Item No. 

... 

" 

1" " 

1a 

2 

3 

4 

5 

6 

Item Description 

Waveguide Soldered 
Joint. (Input) -

Waveguide Soldered 
Joint. (Output) 

Geared Sections 
(Rack & Pinion) 

Multiple Pinion 
Bearing Spindle 
(Plain Bearing) 

Plain Bearings 

Machined Inner 
Housing 

Machined Main 
Casting 

"" 

INFORMATION TABLE 

I 
Remarks I Number Offll Failur_e Mode Score 

N. I,Lo~ked "-~ee Runawa.y 

Partial 
Rotation 

Static, 
_ Extra" 
Reliable 

n 

2 

3 

1 

2 

1 

1 

I 
! 

II 1 2 1 

I 

1 1 

1 1 

1 

1 

1 

I 

Proportioning I Failure Ii fo. 
Factor Rate ppmh. 1 

4/2 

2/3 

2/1 

1/2 

1/1 

1/1 

0.001 

0.20 

0·50 

0·50 

0.41/20 

0.41/20 

I: 
; 0.0035 

0.30 

0~25 

1.00 

0.02 

0.02 .. 1. 

Note. Items 5 and 6 are considered to be extra reliable because of their static nature, and therefore to 
have a lower than normal failure rat e • i. e. 1 /20th. the rat e quoted 0" in the list. 



6.· DOCm'[E}j'rATION OF PROGRJI]\! 

The documentation of the reliability program F~LY is desiened as a 

hierarchical structlITe starting with elementary user information 

and gradually resolvirlg into detailed informat.ion abou: the progrrun 

statements. The documentation may be considered 011 three levels 

of resolution: 

i) The user level. 'llhis level contains sufficient information 

to enable a user to use the pr'ogram without needing to know 

structural details. Specifications of the modules are given 

in a user orientated format. 

ii) The system level. Information is provided about the overall 

program 'structure and its use of. 1900 system software. The 

documentation at this level enables a version of the program 

·to be constructed from a_library of modules. 

iii) The program level. The aotual operation of each module is 

described. This level is the most detailed and vlould enable 

actual changes to be made in a module. 

All documentation examples are taken from the actual manuals. 

6.1 THE USER LEVEL 

Two manuals exist at this level. 

i). The User Guide. 

ii) The Introductory GUide. 

User Guide: 

This guide is a formal statement·of the facilities of the 

program and operations required on the part of the user. It 

i~ a modular document which permits modifications, additions 

and deletions with each new issue of the program ensuring that 

users have up to date documentation. The user guide consists 

of: 

i) The specification of the current issue of the program. 

ii). The description of the users guide. 

iii) Progr~ll instructions ~ 
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iv) The specification of the control module. 

v) 

vi) 

vii) 

List and speqifications of modules associated lor! th input. 

" Specification of each module. 

General error reports. 

The information contained in each. part of the guide is as' 

follows: 

i) Each issue has its own publication and expiry date. In 

ad.di tion, the size of the program and the modules in 

the current issue are also given. 

ii) The description of the user guide, includes the index 

and informs the user how to achieve maximum efficiency 

in the use of the guide. 

iii) The format is show~ in figure 9.1 

iv) The particular control module for the current issue is 

specified as a list of module calls and intermodule 

operations. 

v) Because the formal description of input parameters is 

contained in the module speoifications vi),it is 

necessary to list the modules responsible for input so 

that no part of the input structure is omitted by 

mistake. Using this format ena~les module revision 

documents to be incorporated without affecting the over

all structure. Should a new module be included which 

requires input then a document of type figure 6.2 would 

be issued together with a revised input module list 

showing the amended order, figure 6.3 

vi) Each module contained in the current issue has a speci

fication document. An example is shown in figure 6.2 

The specification sets out: 

i) The mark number. 

ii) The module issue date. 

iii) The size. 

i v ) The programming 'language. 

6.2 
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v) A description of the module. 

vi) Errol" reports generated/ uy ·~he module. 

vii) Figm'es 6.4, ~. 5 illustra.te the format u.ned. The 

messages are those vlhich appear on the output. These 

refer to the module "There an explanation of the error 

can be found. Thus occurrence of' error No.17 (detected 

by the message) figt~e 6.5, would be caused by a missing 

parenthesis, figure 6.2. 

Introductory Guide 

This guide is designed to give advice on the Qest use of the 

program parameters depending on the problem being simulated. 

The introductory guide consists of: 

i) Specification of the program. 

ii) Modelling examples. 

iii) Recommendations on input parameter choice. 

iv) Reco~~endations on output para~eter choice. 

v). Recommendations on use of the nesting facility. 

vi) pser control diagram. 

Vii) Recommendations on the use of spares estimation. 

The-information contained in each section of the guide is as 

follows: 

i) . A brief description of the simulation technique is given. 

ii) Suggested methods for modelling standard situations are 

given. Chapter 2 describes the models in detail. 

iii) . The format is shown in figure 6.6. 

iv) The format is similar to figure 6.6, 

.v) Advice is given on the desi~ of a nesting structure for 

handling large systems. Chapter- 2.4 describes the nest-, 

ing concept. 

vi) The user control diagram is a flow chart shovling the effect 

of the control switches on the mode of operation of the 

program. 

6.3 



,vii) The sparing facilities are described together with a 

table shOl-J'ing the various options available with the 
\" 

sparing facility. 

6 . 2 THE SYSTEMS LEVEL 

One manual exists at this level, ,the systems organis

ation manual. The documents comprising this manual are: 

i) System organisation. 

i~) Source master segment on ma~~etic tape. 

iii) Object code ducnp 011 magnetic tape~ 

iv)" Module library on magnetic tape. 

"v) Module library organisation~ 

The information contained in each 'section of the manual is 

as follo'us: 

i) The compiling systcm used is described and a basic out

line given of the process of compilation of RELY. 

ii) The steps necessary in producing an object cod.e copy of 

P~LY on ar~ suitable 1900 co~putcr arc described. The 

parameters required to produce a magnetic tape copy of 

the master segment are given. Figure 6. 7 sho'vs the 

format. 

iii) The parameters required to produce a magnetic tape 

object code dump of RELY are given. 

iv) The parameters required to produce a magnetic tape copy 

of the module library are given • 

. v) The organisation of the module library is described 

together with the precautions that have to be taken 

when deleting and adding modules. 

~.3 THE PROGRAM LEVEL 
At this level it is possible to t~~e the source listings 

and make changes to the modules. The purpose of each 

program statement is described as well as the interface 

(procedure parameters ) with the control section.·- This 

6.4 
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level would normally only be· of interest to a. pro

grw.Jner. Each docu .. nent, Nhose format is shovm in 

fieure 6.8, has t~lO mCl.in sections.'·-\ 

i) The procedure heading specification. This con

tains a list of all the parameters together with 

their function, 

ii) The statement by statement description of the 

module. 

6.5 



4.1 ISSUE 5 

.OEeratin~ Instructions 

) 
These operating instructions apply to a rnan~ally run version. If an 

• operating system. is to be used then these instructions must be 
incorporated into the job description pertaining to the system in use. 

Load the program into store 
by means of a find 

Set svri tches 
N=1 Input on paper tape (cards 
default) 
N=2 Terminate run after route 
analysis output 
N=3 Enter simulation with data 
already assembled 
N=4 Provide summary output 
N=5 Increase size of dat"a file 
N=6 Provide complete cutpu~ 
of previous run 
N=7 Perform sparing 
N=8 Repeatable random sequence 
required 

Activate the program 
At message 
Make more store available 
and 

Successful termination 

Errors occurred 

Terminate program after 
an error 

6.6 

FlIIFiELYII(ABCD) 

ONI/RELY l'f 

GOI/RELY 20 
. Ol/RELY: -HALTED ST 

GOIIRELY 

OIIRELY:-HALTED AIl 

OIIRELY: -HALTED EE 

.. GOIIRELY 28 

figure 6.1 
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:Module SPARESINPUT 

MK 1 FEB 15 SIZE 315 ALGOL 

This module inputs data for spares calculations. The format of the input 
is: 

• Spares Para.meters CODE, NT, SO, NB 

CODE = Expected number of failures code 
NT = Number of Types 
SO = Stockout Risk 
NB = Number of Branches 

(Integer) 
(Positive Integer) 
(Positive Real) . 
(Pos~tive Integer) 

Txpe Parameters ~tN, UC, MS, (EN, NN, mr, UN, •••• ) 

MN = Type identification number 
UC ~ Unit Cost . 
MS = Minimum Number of spares 
EN = User Branch number 
NN = Nest No of EN 

-

(Integer) 
(Positive Integer) 

~
Positive Integer &.0) 
Positive Integer) 
Positive Integer) 

The type parameters are repeated ~ccordine to ~~. 

CODE = 0 (Parameters E, Ii of PROBPOINTS, 6.2.1. u.sed to estimate 
expected number of failures) 

CODE = 1 (Simulated Branch events used for estimating expected 
nu.11lber of failures) 

CODE = 1 (Simulated Branch events used for estimating expected 
number of failt~es but no nesting is carried out)· 

Error Conditions 

General Errors are given in the error. report section. Error reports 
originating from this module are: 

11 The ( has not been encountered after ~~, 
105 Results from 11. Abandon run. 

6.7 
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INPUIJ.' DN.J.1A 

Certain modules are respon3ible for input of parwneters. They are: 

Inputroutinej 
Probpointsj 
Conparin; 

A detailed description of the order and specification of parameters 
can be found in the module descrip~ion. The order can be summarised 
as follows: 

Nest Parameters 
Branch Parameters 

Terminal Paramete~s 
Delimiter 
Nest Parameters 
:&anch Parameters 

Terminal Parameters 
Delimiter 

Spares Date 
Type "Data 

Control Parameters ~ 

6.8 

Inputrolltine ~ Probpoints 

Sparesinput (if s10li tch 7 
is on) 

Conparin 

figure 6.3-
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Error reports and Exception conditions 

Errors can be caused by:-

Incorrect data which is mispunched 
.~~~ 111) 
iv) 

Incorrect data which. is numerically invalid 
Overflm'l of procedures due to chance combinations 
Hard~vare failures. 

The 1st can be detected by/the input module and error reports are 
generated by the module. 

The 2nd are more difficult to trap and can cause a system error. 
These are generated by the error reporting' system incorporated in any 
ALGOL program and allow the user to send a report to the designer of 
the version of the program being used. 

The 3rd type of error can be caused by the designer of the version 
of; the program being used not implementing sufficient safeguards in the 
purpose built control module • 

. Lineprinter Error Messa~es 

Error No. 

1 
2 

3 

4 

5 
6 

7 

8 
9 

10 

Message 

ERROR IN SPECIFICATION P.ARA1-'lETERS (rr) (M) 
NEST rrERMmATOR ENCOUNTERED nrSTEAD OF 
/ UITH BLO~rC NEST eN) eM) 
TERMINATOR HAS NOT BEEN ENCOUNTERED ON 
A BIWICH FOR BLOcrr<: NEST (N) (I") 
BRANCH IS PROBAB LY (p) 
INCORRECT NUMBER OF 1LTh1BERS FOR 
BRANCH (B)' IN BLOCK NEST eN) (M) 
(p) NUMBERS WERE INPUT FOR THIS BRAnCH 
T\vO IDENTICAL BRANCHES FOR BLOCK :NEST (N) (M) 
NON~EXISTENT TERMmAL NODES FOR BLOCK 
NEST (N) eM) 
INCORRECT TERMmATOR AT END OF BLOCK 
NEST (N) (M) 
NO MORE DATA HAS BEE:~I ACCEPTED INCLUDING 
ABOVE MENTIONED BLOCK NEST 
NEST WITH ERROR HAS BEEN IGNORED 

. RECORD NAME DOES NOT EXIST 
CANNOT FIND SPECIFIED RECORD 

. . 
Console Error Messages (And Excention Conditions) 

Module . 

INPUTROUTTh"'E 

nWUTROUTnIE 

INPUTROUTI11E 
I1TUTROUTTIJ"E 

nwUTROUTINE 
INPUTROUTINE 

INPUTROUTINE 

INPUTROUTINE 
INPUTROUTINE 
MTFIIE 
MTFIIE 

Note: If an'operating system is being used then these messages will appear 
on the lineprinter. 

100 
101 
102 
103 
104 

o if RELY 
o {f RELY 
o ¥I RELY 
Off REIrY 
011 RELY 

HALTED 99 
HALTED NS 
HALTED FmISHED 
HALTED GO RELY AT 11 
HALTED X(N) 

6.9 

MTFIIE 
TIME SEQ 
FINE 
ENTER 
nwuTROUTnlE 

figure ~.4 



Errors contd. 

Error No. 

11 
12 

13 
14 
15 

16 

Error 'l'ype 
80 

105 

17 
18 
19 
20 
21 
22 
23 

Message 

Nest Level IE Nest Level Replacement 
Must Be Only One Nest Level Replacement 
Number 
Insufficient Failures .In Nest (N) 
Insufficient Repairs In Nest (N) 
Insufficient Failures and Repairs In 
Nest (N) 
Non Compatible Block Nlli~ber At Level 
(N) . 
Cau.sed by disc area being too small, 
i.e. current nest has too ma!~branches 
and hence routes. Either reduce size 
of nest or switch on 5 (see operating 
instructions) to increase size of data 
area 
01-1- Rely Halted 80 

(not Encountered For- ~.fPe (N) 
Non-Existent Nest No In Spares 
Different Replacement Levels in Spal~s 
Branch Not In Nest Level For Spares 
Non-Existent Branch No For Spares 
Cannot Spare Without Simulation 
More Than 180 Expected Failures 

6.10 
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Module 

VALIDATE 

VALIDATE 
TABULAR 
TABULAR 

TABULAR 

TABULAR 

SPARES INPUT 
SPARESROUTES 
SPARE S TNPUT 
SPARESROUTES 
SP ARES ROTJTES 
SPARESROU'I'ES 
SP ARESROUTES 
OP'l'COST 
OPTCOST 

figure 6.S 
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Choice of Input Para~eters: 

The user must specify the nu.mber of branches (elements) and the number of 
nodes contained in the struct'J.r~. 'Ihe length of simulation increases with 
the number of brrulches and with the complexity of the structure which 
manifests itself by a large nu~ber of routes through it. A rough guide 
to the complexity of the structure is the ratio of the number of nodes 
to the number of branches. The advisory figure of ma..."Cimum size of 
structure is 30 branches. 

The number of branches also influences the storage space required by 
the program. The space requirements maybe judged by the following 
information:- (/ 

(i) Every branch requires 200 words for its probability 
information. Thus, 30 branches require 6000 words. 

(ii) Every route requires b words where b is the number of 
branches. Thus, 30 routes require 900 words in a 30 
branch·system. 

Control can be exercised over the number of routes required for the syst'em 
to furiction. This facility has been designed for n-out-of~ but it can. 
be used in a broader sense for a complete system. Care must be exercised 
over this because in a complex system with the number required approa.ch
ing the number of routes actually in the system, element failures and 

'repairs become p.ystem failures and repairs. Thus, the amount' of stored 
simulated output rises sharply. A stage is reaoh8d where mUGh more time 
is required to compute the statistics than to actually perform the 
simulation. If operating systems permit the u.se of disc files in place 
of actual magnetic tapes then it is possible to fill the file rapidly. 
A typical 2400' tape can hold about ~~ words whereas a disc file is set 
at an upper limit of about 256k words. 

The choice of mission time is important in determining the nature of the 
output. If a system fails and is not repaired then it is clearly point
less having a long mission time:- it is only necessary to make it slightly 
larger than the longest first failure. Repairless elements are modelled 
by meru1s of a switch for the repair distribution with an independent 
switch time greater than the mission time; (events occurring after the 
mission time are not considered)~ If the times between failure are 
important then it is necessary to have a h'igh mission time compared with 
the average time between failure. 

The number of missions is an extension of the mission time because the 
volume of simulated data liill be controlled by the number of missions.' 
However, the number of missions directly controls the times to first 
failure and availability. Too few missions will not provide valid 
figures for thes"e. 

Both the block replacement number and nest level are dummy parameters 
at this stage and 1 should be inserted for each one. 

figure 6.6 
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Source :Master Segment on Ma.enetic Tape 

It is sometimes necessary to produce an object code copy of the 
program on the machine on vJhich it is to be used. The need originally 
arose because of the non compatability of the 1900 overlay package 
between different environments. 

The sequence of operations required are: 

1 ) 

2) 

3) 

Produce magnetic tape containing body of master segm~nt 
using editor program XKYA. / 

. ( 
Dump SUBGROUPCHRI, the private library of semi compiled 
segments onto magnetic tape. 

With the destination machine, load SUBGROUPCHRI onto a 
suitable disc file. 

Compile and consolidate the master 3egrnent from magnetic 
tape preceded by program description statements on cards 

. or paper tape. 

·5) Load the program into a disc file prior 10 rLmning (neccssa~r 
because RELY is overlaid). 

XKYA parameters: 

OFW SCRATCH TAPE 
RENMIE RELYSOURCE (1) 
OSF SUBFlIE1, B2.M 
BLOCK, 128 
LINEDIT 
*ALTER + MASTER SEGME1""T SOURCE CARDS 
ie- END 
CSF 
FINISH 

The master segment source cards comprise the statements between the 
first 'BEGIN' and last 'END' including the 'BEGIN' and 'END'. 

XPEK to produce dump of SUBGROUPCHRI: 

The library program XPEK is used to copy the subroutines to magnetic 
tape. Its parameters are: 

(TAB) IDF (TAB) (TAB) SUBGROUPCHRI, 1 
(TAB) OMT (TAB) (TAB) SUBGROUPCHRI, 1, 9¢ 
(TAB) COM (TAB) (TAB) MT 
(TAB) F 

The program description statements will be those used for a normal 
compilation including a 'READ FROM' (MT, RELYSOURCE( 1) .SUBFlIEi) 

figure 6.7 
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Module Va1ida.te 

Procedure Heading 

VALI])ATE (DIRECTORY, SIZE, MARKER) 

DIRECTORY: The Directory of the tape size [1: Nests, 1:3J Integer array 

• SIZE: The number of nests being simulated : Integer 

MARKER: Indicates- a non recoverable error to control. Integer 

Structure 

A comparison between th~ 2nd and 3rd column of directory is per-. 
formed to ensure t1ill.t 2 col > 3 col (Actual level must be greater than 
replacement level). On detection of invalid number, error message 11 
is generated, marker set to 1 and the procedure left. 

A check is made to see if there is more tl~n 1 zero in the 
3rd column. This is the replacement-level at the level of resolution 
and is used to trigger the statistics. 011. d.etection of more or less 
than one zero error message 12 is generated,' marker set to 1 and the 
prooedure left. 

The nesting structure is output in tabular format ~'li th nest level, 
nest replacement number and block number. 

figure 6.S 
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7. DESIGN EXAW~LES 

The purp~se of the project, in the main, h~s been to inve::tigate 

methods for reliability prediction that would be suitable for 

computerisation. The outcome hRs been a. fa~rly complex, mod-

ularly structured, computer program. As one means of assessing 

the program it was decid.edto show here design exercises in three 

different areas: 

i) A shipborne communications system. 
\ 

ii) A private hospital. 

iii) A control system for an electronically steered car 

for disabled drivers. 

7.1 A SHIPBORNE COMMUNICATIONS SYSTEM 

This design. example was supplied by the sponsors A.S.W.E. and 

was described in a paper' presented at C.A.D~ 74 (see appendix i) ., 

The system is fairly straightforward. An aerial, with a 

standby, is connected to an amplifier, with a standby, via a 

multicoupler. A single power supply is used and this is 

connected to a distribution point which feeds three separate 

receiving stations or consoles. The three stations have one, 

tWb and three receivers,.respectively, as indicated on the 

reliability block diagram, figure 7'.1. Each station has its 

own power supply. This physical configuration leads to a 

reliability model with standby switches whose operation is 

quite fast, bringing the standby rapidly into service if 

needed. The design problem is to improve the reliability 

of the system without increasing the cost. 

exi st, name ly: 

Certain constraints 

i) The system configuration cannot be altered. 

'ii) Balancing the performance-of each element, to ensure 

that the relative' contribution of each element towards 

system reliability is the same, is not possible in 

practice. 

iii) Repair times cannot be improved. 

7.1 
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The first simulation using the data sho~m in fi~~re 7.2 

results in an availability figure of 99.566%. It is 

necessary to inprove this to 99.99% on a 10,000 hour Dission 

(approximately one year). ~amining t~e branch table shown 

in figure 7.3 it can be seen that the two serial multicouplers 

(4, 9) have caused most of the system failures. Those caused 

by elements 1 and 5 are the momentary svri tch t'imes of 3 and 7 

respectively. For element 3, its switch· time is 10-2 hours. 
-2 Thus the total time lost due to this element. = 10 x 29 = 

0.29 hours. . For a total simulated time of {06 hours, this 

is relatively insignificant. For element 7 with a switch 

time of 10-4 hours, the effect·is even less. 

In order to effect improved availability the performance of 

the crucial elements 4.and 9 must be changed. The first 

attempt, not shown, consisted of improving A for·4 and 9 from 

1.41 x 10-4 and 1.49 x 10-4 to 3 x 10-5 which did not produce 

the desired increase in availability. This was only achieved. 

by making A = 3 x 10-6 as demonstrated by fig~re 7.4. (The 

usage of the standby facilities is also illustrated by 

figure 7.4.) The improvements represent increase of costs 

which has to be compensated by further design changes. 

Seeking to keep the number of design changes to a minimum, 

engineers would suggest degrading the performance of the six 

receivers 17-22. The result of such a degradation is shown 

in figure 7.5. Only the receiving ·consoles are considered 

(nodes 90 200) and A for the receivers has been doubled to 

1 x. 10-3• This sinmlation, run for 200,000 hours, shows that 

the poorer ~~ality receivers are still having no effect on the 

systems overall reliability performance and could be degraded 

fu~ther, if necessary, for additional cost reduction. 

7.2 A PRIVATE HOSPITAL 

The hospital considered for this design exercise was 

constructed within the last two years. The hospital 

has been str~ctured according to the latest hospital design 

method.s. It was decided that it would be interesting to model 

the hcspital using reliability concepts and then attempt a 
f 

simulation using assumed but realistic data. 

7.7 
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The ho spi tal consi st s of 80 private rooms di vic1ed into vl3,rcls 

of 20 ~ooms each. Two lvaI'ds exist 011 the ground floor and 

t~'I!O 'Vlards on tho firs-~ floor. Each floor has 8hared hard~vare 

fa.cili ties in a core. . In each vlard. there exists a room for 

conferences, discussions, et,c., which should should all-lays be 

manned. This room is called the Team Control Centre (TCe). 

Situated on the ground floor is a central Supply and Processing 

Department (SPD). 

The reliability model of this hospital has cN"tain features 

common to the Gas Production Plant described in chapter 2.5, 

namely, the object of the model is to assess the ability of the 

services 'to meet a demand from the wards. Failure to meet a 

demand constitutes a system failure. Referring to figure 7.6, 

the vlard demands ar'e in parallel 't'lith the services. 

demand is made, the corresponding 't-lard branch fails. 

~rnen a 

The operation of the system is discussed. vlith reference to 

figure 7.6. Each floor has a co~e (1000, 1002) with an 

additional dependent core (1001, 1003) to cater for demands 

from wards 2 and 4. The SPD is represented by 2000 and 2002 

wi th dependent SPDs 2001 and 2003. It is ne,cessary to have two 

SPDs in the model because of the nested structure. The Tee 

provides the most complex part of the model. It is assumed that, 

should a Tee be tL~available, the other TCC on the same floor can 

take over, but with halved reliability of providing a service. 

This is modelled for one floor as follows: 20 and 30 represent 

the TCCs. 21 and 31 represent the TCCs working at half 

reliability. Should 20 fail, then 201 fails. 2010 repairs, 

bringing in 21. Also 20100 repairs, bringing in a route 

between nodes 125 and 139. If 21 fails before.20 is repaired 

th~n ~he system fails because 211 depends directly on it. 

The purpose of 211 is to cope with the circumstance when TCC 

~ard 1 fails and Tee ward 2 ha~ alrea~ failed (20 fails but 21 

has also failed). 

Tee ward 2 (30). 

The same processes apply on a failure of 
/ 

The data for the model is shown in figures 7.7, 7.9, 7.12,. For' 

the purpose of simulation the system is divided into two nests, 

one for each floor. The element data, which has been assumed, 

is as fOllows: 
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i) l"lards: EJcponential failure (demand) with a mean of 

half-hour and ~ditch repair fixed at 10 minutes. 

(duration of demanQ). 

Core: 

SPD: 

Exponential failure with a mean of 30 days and 

lognormal repair with a me~n of 1.22 hours. 

EJcponential failure with a mean of 90 days and 

lognormal repair with a mean of 22 minutes. 

TCC: Wei ball fai lure 'Hi th a mean of 1 hour, shaping 

parameter m = 2.5 and .lognormal repair with a mean 

of 13 minutes. 

The output of 100 runs of 24 hours each is shown in figure 7.13. 

There was an average of 3680 demands in this time, i.e., 36 per 

24 hours. During these demands, the core and SPD proved to be 

very reliable, only causing one system failure. On an average 

of four occasions, the ward demand was not satisfied as soon as 

the demand occurred. On the other occasion the system broke 

down during a demand. On an average of 1089 occasions, one TCC 

had to cope l-li th dem~nds from both wards. 

occa.sions even tho single TeC broke do'VI.'ll. 

On an average of 33 

The time-between-failure histogram shown in figure ~.14 is 

~ponential in shape and h~s a mean of 53 minutes. The mean 

time to first failure is 41 minutes and the mean system repair. 

time is 2 seconds. The availability is ver.y high (99.93%) 
indicating that the system is unavailable on average for one 

minute in 24 hours. 

7.3 A COlmOL SYSTEM FOR A DISABLED DRIVER'S CAR 

The Transport and Road Research Laboratory has been undertaking 

an investigation into various control systems for a disabled 

driver's car. Part of this investigation required an assess

ment of the reliability of'the proposed control system. A· 

~esign exercise was undertaken under the sponsorship of TRRL. 

The initial part of the reliability assessment exercise is 

documented here. 

The objectives of the exercise were to: 

7.17 
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i) locate critical elements. 

ii) obtain a r.J.GD...'t1 time to first failure cf t"t';o channels 

(no repair being ~~dertakcn). 

iii) obtain a nlean time to first failure of one cha.."I1!lel 

as an ind~cation of the 'safety ma~gin' in which 

repair of the channel ~~st be carried out before 

another channel fai Is. " 

The system chosen for investigation is a duplex monitored system 

shown in figure 7.16. The system,requires at least two out of 

three channels to be operational. The monitoring channel is 

designed to detect a fa.ul ty chan.'t1el and s'tri tch it out by means 

of control relays placed in the main power lines. Three separate 

batteries are used to prevent co~on mode ~~pply faults. 

In order to provide the tl'.ro-out-of-three facility, the system may 

be modelled as in the conceptual block diagram 8hown on figure 7.15. 

_._---
CH 1 CH2 - .. '" -, 

.. 

GEAR CO}rrROL 
0--m M/c H R~AY 2r r- BOX ~ LEtJER --0 

~ CH 2 M/c RELAY 1 -
figure 7.15 

Should either channel 1 or channel 2 fail then on.e route liill 

remain open, provided that the ,corresponding isolating relay 

works. The gearbox and control lever are the only series, 

(common) elements. 

Figu.re 7 .. 17 shows the full block diagra.cr. The Ir.ost complex 

modelling feature is the batter,y 'drain. This can be caused by: 

7.18 
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i) an alternator failure. 

ii) a diode open circuit. 

iii) a diode short circuit, toge~her Vii th a b.attery 

failure of ~~othcr channel. 

Case i) is catered for by elements 20, 30 & 40, 25, 35 & 45, 

all of them switch dependent on·15, the switch time being the 

drain time. Case ii) is catered for by elements 1008, 2010, 

2002, 10061, 1006 & 1004 being dependent on their respective 

diodes. Case iii) is catered for by the elements mod.elled 

as for those between nodes 102 and 104. If diode 1 short 

circuits then branch 22 fails. If this is follovJed by battery 2 

or battery 3 (M/c) failing then 23 or 24 fails shortly after. 

The lumped parameter elements combine the command pot, compara~or, 

AID converter, runplifier, motor, clutch, clutch driver power 

transistop, switch, fuse and wiring. This is valid because all 

these elements have exponential failure' vJi th no repair. The 

model shown in figure 7.17 has 53 elements. This is more than 

the optiIIlt1.!Il number but, since the rnod81 has only 12 routes, the 

a~tra number of branches do not prove much of a disadvantage. 

Figure 7 .18 shows the input data with all the dependencies and 

switch times. 

The output is shown in figure 7.19,. Wi th the exception of four 

random events, all 100 system failures have been caused by the 

alternator failing or a battery failing. Because of the inter

dependencies of figure 7.16 the actual cause of a system failure 

is sometimes fairly complex. Six branches depend' on an alter-

, nator failure, 20, 25, 30, 35, 40 and 45. Of these, 30 and 40 

have the fastest drain rates. Thus 30 and 40 fai 1 causing two 

of the three parallel paths to fail. It is 20 failing that 

fails the system as this element lies in the only remaining path. 

The six systems failures caused by 30 and 40 are a result of 

channel 1 or channel ~.having alrea~ failed. The batteries / 

provide an even more complex set of interdepndencies~ A 

battery failure will cause a drain and fail the whole system if 

a diode goes short circuit. But the diode is a very reliable 

element so it is the second of the three batteries to fail that 

will cause system failure. 
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With this system, catastrophic failure will result if two 

channels fail. Another simulation 't'las performed to assess 

the system in terms of .failure being classified as one charmel 

failure. For this purpose the system 'das modelled as in 

figure 7.21. Certain simplifications can be made. Element 10 

represents the battery drain. caused by an alternator failure. 

This drain is that undergone by battery 3 because this has ·the 

shortest drain time therefore making it UL~ecessary to include 

the drain for batteries 1 a.'tld 2. The lumped. parameter element 

has in addition to the model of figu.re 7.17 the battery and the 

diode S.C. The battery failure rate is so high compared with 

the other elements, that the lumped paraT.6ter element can be 

considered to be the ba.ttery. Figure 7.22 shovlS the input 

data and figure T. 23 the branch statistics. The system failures 

have been caused principally by the b~ttery failing with a 

contribution of alternator failure. Figare 7.24 the time to 

firs't failUre histogram, shows an exponential distribution of 

first failures times with a mean of 286 hours.' This compares 

with the two out of three time of 155 hours and. represents the 

safety margin time in which repair of the faulty chruL~el must 

be carried out. 
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·8: INTERACTION l-lITH USERS 

This chapter is concerned -vd th the users of the reliability 

program during the three year development phase. 

of user and the &~ount of his usage iE detailed. 

The type 

The feed-

back from users is described both in terms of new facilities 

and critical comments ranging from minor dislikes to error 

reports. 

8.1 THE ROLE OF THE USER 

The development of the reliability prediction program RELY 

was structured so that it became possible to use the program 

within three months of starting the project. After a year 

it beca~e feasible to allow distribution of the progr&~ to 

,users outside Kingston Polytechnic. It was therefore at 

this stage that the users beca~e a~ important explicit 

consideration where previously they had been implicit. 

Users were encouraged to make comments and suggestions and 

to this end frequent meetings were held wi th A.S.H.E., their 

subcontractors using the program, and the designers at 

Kingston. The total usage of the program f9r the two years 

of issue is estimated as in figure 8.1. The major users at 

R.A.E. used a 1904A and a 1906A.' The students at Kingston 

Run Hours Machine Cost. 

A.S.W.E. Internal 0.25 [NOTIONAL~ 1907 SOllHAMPrON £30 
users 0.1 [MILL TIME 1906A R.A.E. £30 

A. S.li .E. Sub- 10 [MILL TIMEj 1904A & 1906A R.A.E. £800 
contractors 0.5 [NOTIONAL 1907 SOUTHAlilI'rOU £50 

Kingston Polytechnic 10, [ELAPSE TIME] 1905 KINGSTON -
students 

,'Transport & Road 1 [ELAPSE TIME] 1903A E.R.A. £30 
Research Lab. 

used the program for part of their course work. 

time or use by the designers is included. 

figure 8.1 

No development 
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8. 2 COMNEN~S OF USERS 

During the two years of usage, the comments of users re

quiring action from the'designer can be divided into 

facilities requested and errors reported. 

8.2. 1 FACILITIES REQUESTED BY USERS 

The facilities requested ranged from minor output title 

changes to complex structural modifications • Sometimes . 
the changes were anticipated by the designers and incor-

porated. On other occasions users requested facilities 

tha~ they had no immediate use for but felt that the 

program would not be complete without them. The majority 

of'changes 'did not, however, fall into this last category. 

The first improvements came in the area of data error 

reporting. Prior to general rele~se, the only users were 

the program designers. But once inexperienc~d users started 

designing and coding input data it became clear that the 

standard of error reporting would have to be improvetl. 

A number of comprehensive error checks \-Tare incorpora.ted 

and these can be seen in detail in figure 6.4 of chapter 6. 

Once an input error reporting system had been devised it 

. became clear that some form of user guide was required. 

A modular format was laid down and this formed the basis 

of all the documentation which is described fully in 

chapter 6. 

One. problem that had not been resolved by the time of the 

first program issue was the use of magnetic tape data 

files. While the program was only being used at Kingston, 

the run times for simulation were not critical as the 

computer time was free. This was not the case for out

side users and it became clear that the file acc~ssing 

'was causing large time delays. As a result, a modular 

file accessing method was devised and this is described 

. in chapt e1' 4 . 2 '. 9 . 

The first outside'1900 co~puter used was the 1904A at the 

Royal Aircraft Establishment. Installing the program 
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on this machine presented no probl~ms. However, the 

second outside 190.0 computer, the 1907 at Southampton 

Uni versi ty, presentecl problems mainly du.e to the local 

operuting system. A number of'minor changes had to ' 

be made to the "tvay the program halted because of errors 

in the data. The Southampton operating system provided 

remote job entry (R.J.E.) "and in cid~r to take full ad

vantage of this, extra facilities were provide&. R.J.E. 

permits u job (a computer run) to be entered into a batch 

processing stream from a terminal. Unlike timesharing 

the job will not be processed immediately but 1-rill go 

into the normal batch queue. When processed, the out

put can be listed on the terminal .if desired. A 

summarised output format was devised and a~ option given 

to the user to allow this form of output in place of the 

normal full output. Addi tionally, an option was provid.ed 

that allowed a full output of a previous run should a 

greater level of resolution be required on the evidence of 

the summarised output. This. would ~ave to be po~ted or 

collected 1L~less a remote lineprinter was available. 

rllien users had become familiar with the program and 

started getting mea.~ingful results a general requ.est for 

more comprehensive output was,made. 

The output was improved in the following ways: 

i) The user's input data was output in a br~,ch numerical 

order. This was required as a document and as a 

check against input errors. 

ii) Route Analysis information provided. The routing 

information shows the weighting of each element 

determined by the number of' routes it appears in. 

'As well as this, information is availabl~ about the 

compl~i ty of each route. This ca.~ be used to 

determine the topological importance of an element. 

iii) A histogram of systems availability. 

iV) Standard deviation of the output quantities, MTFF, 

~~BF, ~ffiT, SFR and availability. 
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v) Choice of histogram ordinate ~aximum. 

vi) Abscissa intervals scaled to factors of 2, 5 or 10. 

vii) Branch simulation hist<?riese This. table, exa.mples 

of lihich can be found in chapter 7, was requested 

as a means of identifying the,vital" branches in a 

system. The design ~xamples in chapter 7 illustrate 

the importance of this table. 

Chapter 2.3 describes the n out of m facility that is a 

useful modelling technique. The program facility was 

incorporated at the request of users who found the con-

ventional method too tedious. Usern made comments 

about the standby mechanism described in chapter 2.2.4. 

The conventional standby situation ga~e rise to a system 

failure, which some users wanted suppressed. By 

suggesting an alternative model a major program modifi-

. cation was avoided. 

R~~dom number generation caused many problems and 

arising out of these a request for a repeatable r~~dom 

number facility "las made. This allo'Vled U8ers to repeat 

a run with the same random number stream removing this 

variable from the simulation. The problems are des

cribed in the next section. 

When users attempted long simulations they found that the 

data files could not cope with the volume of data. Con

" sequently a facility was provided that allowed users" to 

extend their data files. This is described in chapter 

4.2.9. 

Towards the end of the project it was suggested by A.S.W.E. 

that spares estimation could usefully be incorporated into 

the program. A method for doing this using existing 

" t~chniques evolved by A.S.W.E. was devised and is des

cri bed in chapter" 4.2. 7 . 

The nesting facility, which is described in chapter 2.4, 

proved to be too unsophisticated to cater for the diverse 

outputs of a sinmlation. The users suggested. an improved 

method and'this was duly incorporatecl as described in 

chapter 4.2.6. 
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8. 2 • 2 ERRORS REFDRTED BY USERS 

The major error report~d by users concerned discrepancies 

in the nurnb0r of expected events occurring during a 

sinmlation. After the provision or"facili"t-y vii) of 

section 8.2.1 it became possible to compare the number 

of failures suffered by a branch 'ltii th the expected number 

if: 

i) The failure distribution is exponential. 

ii) The repair time is small compared with 

failure time, 

Chi squared tests were performed on the n~~ber of failures 

and in about 50% of cases the results failed the test with 

a confidence level of 90%. In some cases the observed 

number of failures differed from the expected. number by as 

much as four standard deviations. The C~lses of the problem 

were twofold. 

i) The t~chnique used to' generate the tabular distri

butions, detailed in chapter 4.2.3, stored values of 

f( t) of the cumulati vo f1h"'1ctio:n. froI:l 0 -+ 1 'ltvi th corres

ponding t' s of 0 and 00. Because of the technique used 

where tho F(t) range (0 -+ 1) is split into 50 equal 

intervals and linear interpol~tion performed, the slope 

of the last linear segment is very small. As·a result 

almost all values of t generated in this area are very 

large and lie outside the mission time. (1020 was used 

as a representation of 00.) Hence every 50th value of t 

obtained, biased the simulation by either causing ver.y 

long repair time in a few cases thus reducing the amount 

of mission time available for failures, or causing very 

long failure times producing the same result. The users 

suggest an improved method, reference 30, which was incor-

porated. 

ii) The second cause was due to the random number generator 

having too short a cycle. The generator used is a 

multiplicative cong~~ent type ro1d only had a bit length 

of 24. When this was increased to 48 the Chi squared 

test \.,ras passed "lith a confidence level of 90%. 

8.S 

./ 



h~en the program was installed at Southampton University 

it was discovered that an overlaid version wo~ld not work. 

Because of the size of progr~ it became necessary to 

overlay itr a tecp~ique described in chapter 3.1. This 

problem seriously affected the entire use of the program 

because a non-overlaid version left a very small area for 

data. The fault 't"las traced to the machine's overlay 

package being different from the one used at Kingston. 

The problem was solved by compiling the program at . . 
Southampton thus incorporating the overlay package of 

that machine. 
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'9. FORTHER DEVELO P.IV1ENTS 

The project has been devised to al101v for continued development 

and upd.ating of the softvlare. by people ".rho may not have had close 

contact ui th its early or' detailed design. It 't'las assumed at the 

outset that -the modular software structure, coupled with standard

ised documentation, l'lould allow for ease of development and 

maintenance. 

In an attempt to prove this in the course of the project and thus 

illustrate the 'T,vay in vlhich fu:rther development may be carried out 

in the future, some of the program modules of RELY have been 

developed by: 

i) ada.ptation of algorithms and software independently 

developed by other~ (spares optimisation). 

ii) inviting a programmer to devise an algorith.T. and 

develop a program module according to set speci

fications. 

Future developments of P~LY range from providing minor modifi

cations for greater convenience of users to incorporating pOv-Terful 

new features which would involve considerable research and develop

ment effort.' Some suggestions, based on user feedback, are given 

here. 

i) Providing information from the result of a simulation 

about the wayan output quantity (time between failure, 

etc.) varies with time. This cou~d be presented in 

the form of a histogram. 

ii) Providing a facility that enables the user to terminate 

the mission after first failure for the case when mean 

time to first failure is the only output quantity of 

interest. By making repair a switch distribution 

that is longer than the mission time it is possible to 

do this at presen~ provided an estimate can be .made of 

M.T.F.F. 

However, \d th complex systems this is not always easy 

and an automatic facility would be useful. 

iii) Allow.elements to 'be 'shut dovm' during a system .-

fai.lure, i.e., prevent -them failing during thi~ time. 
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This '\-IOuld require adding on to these elements a time 

equal to the duration of the syst.em shut dovTn time. 

i v) Providing information about the n~mber of lJorking routes 

throughout a simulation, i. e~, calC'<:llating v:hether tho 

system spends most of the time with a high percentage 

or a low percentage of routes available. This '\-lOuld 

give an overall measure of the redundancy of a system. 

v) Provid.ing sensitivity analysis. This would guide the 

desigLler to'I.Vards the most e .. dV9l1tageous design ffiodifi

cations without the need for repeated and expensive 

simulation runs. The provision of this facility would 

represent a major undertaking to be supported by research 

and'extensive algorithm development. 

vi) Providing an assessment of the level of confidence to be 

vii) 

associated with a set of results. This would permit 

the adjustment of the number of si~~lations according to 

the measure of accuracy required. 

Providing some degree of automation of the number of 

simulations according to the desired level of cor£idence 

and/or to the allowed cost of the simulation. 

ix)' Allowing dependent elements to be controlled by more 

than one independent elemen~. 

x) Providing a means for describin~ the failure and repair 

characteristics of an element as a numerical table. 
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10-.. OTHER RELATED PROJECTS 

This topic Ca.l1 be divided into tvIO areas of acti vi ty: 

i) Projects inside the School of Electrical and Electronic 

Engineering at Kingston Polytechni-c. 

ii) Projects outside. 

10.1 INTERl~AL PROJECTS 

The major related project is in Markov methods for the a.ssess

ment of the performance 'of probabilistic systems. The aim of 

the project is to investigate the application of Markov models 

to certain types of stochastic processes. These include the 

proc'esses governing system reliability.' The main problem that 

has been encoUntered in the course of this.project is the large 

number of states required by a reliability model of practical 

systems. This leads to yery large ma~rices an~ the size 

problem at present prevents the application of Markov methods 

to all but the simplest reliability models. 

Another project that relates indirectly to the reliability 

project is an investigation into structured programming and 

programme proving techniques. 

This, hOvvever, would only affect the methodological aspects 

of the reliability program and not 'the facilities offered to 

reliability engineers • 

. 10.2 EXTERNAL PROJECTS 

This section is divided into three parts: 

i) Survey of programs in U.K. 

-
ii) Related projects as a result of liaison with other 

. firms. 

iii) Projects outside U.K. 

i) A number of reliability computer programs exist in the U.K. 

Many of them are private to the company that developed them 

but their existence shows work in this area. 
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Smiths Industries Ltd. 

A number of' prograJilS have been developed that perform analysis as 

opposed to synthe·sis. 

RPRED8, SP RED 2 , TPRED1: Calculates thG failure rate, MTBF and 

reliabili ty using Smiths own data··bank. 

DUANE1: Reliability growth assessor. 

RTEST2: Truncated sequential reliability test pl~~s for exponential 

distribution using ~UL 781B. 

BRDAP2: Reliability block diagram analysis program. 

MTBFAV: Calculates MTFF and availability from transition rate diagram. 

PSIP4: Probability state interpretation,program. 

HILO:. Strictly a logic simulator but some reliability comparisons 

may be made. 

GID Marconi 

Only one program exists, which is:fairly basic. 

MIL: Calculates the failure rate and I>1TBF using rJ1IL 217B. 

REDAC Software Ltd. 

One program is available as a bureau service. 

REDAP25: Reliability prediction using W~L 217A. 

Honeywell Information Systems 

A simulator is available as a bureau service. 

MCR:EI!2: Monte Carlo simulation. 

Easams Ltd. 

AWAZUV: Analytical reliability calculation. 

WAZUST: Simulation of an aircraft mission. 

U.K.A.E.A. Risely 

NOTED: Analytical reliability calculation. 

RASP: Statistical evaluation of reliability data. 

ITTE -
STCML: :Monte Carlo simulation. 

ca~sys: Markov reliability prediction. 
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ii) Reliability prediction is being carried out by the Ordnance 

departlilent of the navy at Bath. As a I'esul t of this work, 

a pro5Taffi has been devaloped for reliability assessment. 

The sponsors of the Kingston Project, A.S.W.E., have taken 

this program and assessed it along \'lith RF'~Y. The results 

of the comparison a.re given in reference' 20. 

iii) A large nur.lber of projects into reliability are being carried 

out both i.n EtITope and U.S.A. Details of these can be found 

in the bibliography section. 
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Appendix i: Conferences and public8.tions 

Conrerences 

In the course of this re~earch the opp.orturii ty aro~e to present 

aspects of t.his work at conferences. These occasions have allowed 

the assessment of interest in this work ar~ have led to valuable 

contacts with potential users l'lhose ·views and comments were utilised 

in subsequent plrull1ing of the project. 

1 • AGARD Conference on Computer Aided Circuit Desigll. MaJ7" 1973, 
Lyngby, Denmark. 

AGARD is an advisory group of NATO. Because of the inter

national nature of NATO, papers were presented by authors 

from most of the NATO countries. A·repo~t on the confer

ence by the author appeared in C.A.D. ~agazine and is 

reprinted in the publications section of this appendix. 

The purpose of attending the conference was to read a joint 

paper by the two supervisors of this project and· to answer 

technical queries about the project. 

2. I.E.E. Conference en Computer Aided Desi@l, southampton 

University, April i974. 
The paper describes the approach to CAD developed at the 

Kingston Polytechnic. School of Electrical and Electronic 

Engineering and. shows the use o.f the approach in the con

text of the development of RELY. An example of a communi- .. 

cation system is shown, together with the reliability 

assessment achieved by RELY, demonstrating the main" features 

of the program at the time of the presentation of the paper. 

3. CAD 74 Conference, Imperial College, London, September 1974. 
The synopsis of a paper, jointly read at the Conference by 

the author and one of the supervisors, is reprinted in the 

publications section of th~s appendix. The paper pres~nts 

"a practical design example and. illustrates the use of RELY/ 

in developing"desfgn strategies for evolving an acceptable 

compromise between reliability performance and cost of a 

system. The input - output data formats of RELY are illu

strated. 
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Publications -----_ .... 

Apart from the conference papers described earlier, the project gave 

rise to a series of research reports held ~n the library of AS~iE 

and of the Kingston Polytechnic ,,;hich indioa.~e the· development of 

the project over the years. 
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Computer-aided circuit design 

21 st - 24th May 1913, Lyngby, Denmark. 25th Technical Meeting of the 

Avionics Panel of AGARD (AdvisOl~ Group for Aerospace Reseo~ch ruld 

Development) 

150 representatives from the NATO countries met at the Technical Uni

versity of Denmark at Lyngby, near Copenhagen. Of the 86 papers 

received, 35 were ,accepted. The opening address was given by 1~. R. 

Voles, the programIne chairman, who outlined the theme of the conference, 

namely, to bridge the gap between the expert in C.A.D. and the pros-

peotive user. 

The conference was divided into seven sessions covering topics in re

liability, modelling, microwave, analogue, digital'and layout. The 

first paper was given by Dr. Lindberg of the Institute of Circuit 

Theory and Communication at the Technical University of Den~ark. He 

described the approach to the teaching of C.A.D. in Denmark and made 

reference to a number of programs developed in the Institute. Two in 

particular, ANP3 a linear circuit analysis program, and NAP2 a nonlinear 

analysis program, were demonstrated. Some time was made available on 

the 310/165 at the University for AG_~ representatives ,to try ~ut these 

programs. 

Also given in the first session was a paper on the economics of c.a.d. 

by Mr. A. Llewelyn, the director' of the CAD Centre, Cambridge. The 

system in operation was described and emphasio put on the needs of the 

industrial users. Mr. Llewelyn was asked.if the limits imposed by PO 

land lines had affected the capacity of the system. He replied by 

s83ing that the proposed new trunk: network should alleviate the sit

uation. 

The second session devoted to reliability contained two papers on re

liability prediction, one on reliable design and one on reliability or 

yield. The prediction papers were both sponsored by defence establish

ments in conjunction with academic institutions. A users view of c.a.d. 
/ , 

,,-

related to reliability, N.A. Walter, Admiralty Surface Weapons Establish-

ment, and Dr. A.A. Kaposi, Kingston Polytechnic, described the parti

cular problems encountered by the Navy. A modular prediction method 

was detailed. 

Professor J.P. Vedel, University of-Paris, described work of a similar 

nature being sponsored by the French Army. 
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Fi ve papers vJere presented in the modelling session. The main theme 

was to try and improve the validity of parallleters in existing models 

by different techniques. Dr. Mertens, University of Leuven, Belgium, 

described a method of taklng physical parameters of a bipolar trans

istor and producing C.A.D. parameters from this. Captain Covello, 

USAF, gave details of a method of obtaining the nonlinear parameters 

of an n-p-n bipolar transistor by successi va iteration on knovln linear 

paramet~rs • 

The analogue session was represented by papers on filters, i.e. measure

ments and large-scale circuit analysis.' Dr. Van der Ouderaa, Philips 

Eindhoven, described a program called ICAN which predicts the a.c. 

behaviour of a bipolar i.c. Inputs used are the technological data, 

geometric dimensions and nodal connections. This program is aimed at 

device designers as the dimensionsanddtffusion techniques would not 

normally be known by circuit designers. Mr. W. Hochwald, Rockwall 

International 'USA, described a system of programs called SYSCAP/SELECT, 

currently available from CDC/G,ybernet. The system is able to handle 

input in the form of lumped parameters, discrete parameters and functional 

blocks. The stimuli can be electrical, mechanioal, hydraulic or aero-

dynamic. All ,the usual f(1cili tics are available togcthe'r vli th some 

useful additions. These include the effect of component failure on 

each node, stress analysis and open and closed loop respcnses. vfuen 

asked if there was any backup service for users of the system 1~. Hoch

wald said that local centres had analysts who were able to assist and 

as a last resort Rockwall International could be consulted. A stand

in paper was presented in this session by Mr. K.G. Nichols, Southampton 

University, who described a system which has been implemented on a 

minicomputer. The paper outlined the advantage of C.A.D. on a mini 

and stimulated a lively discussion on the subject. 

The session devoted to digital started with a paper given by Williams, 

Scott and Beaumont of Bell, Ottawa, on a high level graph~cal language 

called Grapple. It is designed to enable users of a graphical displ~ 

to interact with the device -by means of a very simple command language. 

This removes all the tedium of writing graphical display software and 

also avoids the use of databases. The language can be extended as 

required by a, compiler-compiler te,chnique. Professor D. Lewin, BruneI 

University, presented a paper on design languages for logic ,systems 

and this was fbI lowed by a paper given by K. Juergensen on the NASA com

puter aided design and test system. 
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The CAUAT system enables the design, layout, evaluation and testing 

of l.s.i.c.'s. It is desi@1ed to be used by contractors to NASA as 

well as NASA themselves. C.S. Meyer of Motorola. Phoenix, USA, then 

described the design system used by Motorola for l.s.i.c.'s. 

The final session was devoted to l~out. W. E. Hillier, Redac Software, 

Tewkesbury, described the p.c.b. design package that is available from 

his company. 

West Gorton. 

Two papers were then given by representatives of ICL, 

One, by H. G. Adshead described the work of the design 

automation group within ICL. The techniques developed by this groll.P 

are used in the design of multilayer p.c.b.'s. The SYSTEM 71 facility 

was described. This s,ystem-is used to prod~ce the master logic draw-· 

ings and n.c. tape. necessary for the production of p.c.b.'s. The paper 

gave an interesting insi~lt into the use of design automation within 

a large company. The second paper, pre~ented by Dr. R. W. McGuffin, 

was concerned with the placement and routing of high-densi ty chip 

interconnections. A major consideration was the positioning of chips 

to produce short propagation times on critical paths. Dr. D •. Oes~reichter 

then gave a paper on a parallel p.c.b. design system. The system used 

a parallel method of solving the assig.nment,placement and l~out 

problem associated with p.c.b. design. 

Finally W. M. Gaddes, IH~ New York, gave a paper on Design Automation. 

This described the guidelines used by IBM to implement a design auto

mation system. 

The conference proved to be very successful. The standard of the papers 

was high without becoming too detailed. From a C.A.D. point of view 

the majority of representatives felt very encouraged at the progress 

that has been made. 

C. Partridge. 

Reproduced from C.A.D. Magazine Oct.1973 
/ 
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CAD for reliability assessment 

A.A. Kaposi & D± Partrid~ 

This contributiol1 discusses the problems associated with the assess

ment of reliability of complex technological systems and proposes a 

CAD method lv-hich has the potential of solving most of them. It 

presents the current state of development of such a method giving 

details of 

current capabilities of the method 

the structure of the software system 

the algorithms used 

the modes of implementation of these algorithms 

the computer facilities used 

the plans for future development 

An example is included demonstrating the capabilities ·of the method, 

showing the input/output data format and the cost of computation. 

Features of the method 

The paper argues a..'t1d a.ims to demonstrat e . th,at the difficult and diffuse 

problems associated with complex technological systems are most con

veniently solved by modular software which affords; amo~~ other advant

ages 

choice of combination of modules to suit individual problc~s 

efficient use of storage space by partitioning the data and 

keeping in use only the relevant' parts for operating modules 

ease of software system and program development 

ease of extension modification and maintenance of software 

ease of documentation 

At its present state of development the CAD method may be used to solve 

reliab~lity problems 

~t the feasibilit~ study, design and maintenance stage 

of complex technological systems at sub-system,equipment, 

assembly or component level 

/ 

of systems containing a~ form of redundancy (standby, n-out

of-m, parallel, etc) 

of systems liable to variable modes of failure and repair \ 
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· of assessment of the systems sensitivity to element 

l'eliabili·ty 

At the present time reliability aBsessment is based upon statistica,l 

methods using Monte Carlo techniques. Future plans include the 

incorporation of probabilistic methods. 

Background 

The project, sponsored by the A~~iralty, is part of the research at 

the School of Electrical and Electronic Engil1eerin~ of the Kingston 

Polytechnic, directed at the development of a unified approach to the 

use of CAD. 

lEE Conference on CAD, Southampton, 1974. 

/ 
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CAD for rcliabilitr improvement 

* *-¥.-A.A. KaEosi & CeDe Partridge 

Most people concerned with devising or using CAD have experience 

vd th p~ograms 1-Those facilities fail to keep in touch with changing 

demands of a dynamic industrial environment. This paper seeks to 

describe the development of a user-oriented CAD program which has 

specifically been designed for ease of modification or expansion. 

The progrma, originally intended for the purpose of reliability 

prediction, has recently been extended to include facilities whic~ 

help designers in improving system reliability. 'rh;e paper illustrates 

.the use of RELY in this context with the aid of a practical design 

problem. 

* Kingston Polytechnic 

** Kingston Polytechnic and A.S.~v.E. 

CAD 74, Lo~on, 1914. 

I 
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Appendb~_21l List of symbols and abbreviations 

itCH: .Association for Computing Machir..ery 

ASltE: Admiralty Surface lVeapons Establishment 

BS9000: Dri tish Standard Nine 'llhousanq. 

CACM: Communications of the Association for Computing Machinery 

CAD: Computer Aided Design 

f: . failure rate 

~: Institute of Electrical ~~d Electronic Engineers 

IEEE: Institute of Radio and Electronic Engineers 

A: Failure rate of exponentional distribution 

MIL 217: United States Defence Standard 

Y.L~T: Me~~ Repair Time 

M'l13F': Mean Time Between Failure 

MTFF: Mean Time to First Failure 

MTTF: Mean Time to ~re 
PCV: Pressure Control Valve 

ppmh: parts per million hours 

RAE: Royal Aircraft Establishment 

RJE: Remote Job Entry 

SFR: System Failure Rate 

TRRL: Transport and Road Research Laboratory 

./ 
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Appendix iii: Definitions 

The definitions given relate to the context in vJhich the term in used 

in the text. The following references ~re:re .used in compiling tha 

definitions. 

i) M. Shooman: Probabiliotic Reliability: M~cGra~v Hill. 

ii) A.E. Green & A.J. Bourne: Reliability crechnology: Interscience. 

iii) G. James & R. James: Mathematics Dictionar.y: Van Nostrand. 

iv) D.W. Ballentyre & D.R. Lovett: A Dictionar.y of named effects and 

laws ,in Chemistry, Mathematics and Physics: Chapman and Hall. 

v) M.E. Kendall & W.R.-Buckland: A Dictionar.y of Statistical terms: 

Olive,r and Boyd. 

vi) Chambers Dictionary of Science and Technology. 

vii) P.B. Jordain: Condensed Computer Encyclopedia: McGraw Hill • . 
viii) IFIP, Guide to Concepts and Terms in Data Processing: North Holland. 

ALGOL 60: A.."'1. algorithmic and procedure-o:::'iented machine langu.age used 
. . 

principally in the programming of scientific problems. 

Assembler: The generic term for the low lev~f language of a particular 

computer. Also used to denote the compu~r progl"am that translates 

the language into machine executable code. 

Availability: The percentage of time a system is functioning compared 

with the total time it could function if it were perfect. 

Backing Store: A means of storing data external to the main computer 

itself,but accessible to the program •. 

Branch: A,two terminal model representating a physical device, forming 

an element of a reliability block diagram. 

Chi Squared Test: A test of compatibility of observed and expected 

frequencies of occurrence of events. 

Compiler: ~ computer program designed to translate a high level language 

into a machine language. 
/ 

Connection Matrix: A rectangular array that displays the information held 

in a connection table, see below, by assigning a column to each node 

of the netvlOrk and a row to each branch of the net~vork. Connection 

ofa branch to a node is represented by an entry in the intersecting 

square. 
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Corll~ection Table: A table describing the topology of a system as a list 

of the branches and their associated nodes. 

Contact Network: A Boolean model, used in Boolean sy~tems and re liability 

studies, of a physical system where each element io represented by a 

contact that can be in one of two states; made or broken. 

Cumulative Distribution: A representation of the distribution function 

F(x) of a variate x where F(x) is the tot,al frequency of members 

with variate values less than or ~qual to ~.' 

Elapse Time: The total time taken by a computer system to complete a run 

of a program. 

Element: One or more branches in a reliability block diagram. 

Fault Tree: A model of a physical system that describes the possible , . 

fault conditions which may cause the failure of the system. 

Failed: One of the two possible reliability states in which a system may 

exist, namely, when it fails to meet its required specification. 

Free Failure: One of three failure modes in mechanical engineering systems, 

namely, where the output cannot be controlled by the input. 

Free Running Clock: A pul~e-generator not dependent on any e~terior 

timing signals. 

Functioning: One of the two possible reliability states in which a system 

may exist, namely, when it meets its required specification. 

High Level Language: A compute'r programmi,ng language that is machine 

independent, e.g. ALGOL 60. 

Language (programming): An artificial langua'ge specifically designed for 

expressing a schedule of actions proposed in order to achieve some 

desired result. 

Library File: A collection of· standard routines held on a storage medium. 

Linear Interpolation: The process of finding an approximate value of a 

continuous function between two adjacent discrete values by assuming 

linearity in the interval. 
./ 

Locked Failure: One of three failure modes in mechanical engineering 

systems, namely, where the output remains fixed and does not respond 

to input. 

Logic ~ate Model: A model of a physical system where the state of Boolean 

input signals repre~ent the reliability state of each element and 

logic gates are used to generate an output signal representing the 

reliability state of the system. 
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Markov Process: A probabilistic process in which development of the process 

. ,depend.s entiroly on its state at arty one tim8 and. not on !;lov: that 

,state arose. This is knO"fn1 as a first crder Markov Process. 

Mean Repair Time: The mean of all time's between a failure and subsequent 

;r-epair. 

Mean Time Between Failure: The mean of all times between a failure and 

the next failure. ' 

Mean Time to First Failure: The mean of all times to the first system 

failure. 

Mean Time to Failure: The_mean of all times between a repair and 

subsequent failure. 

Mill Time: The amount of central processor time taken by a computer in 

running a program. 

Mission Time: A pre-determined real-time interval representing the 

working life of a system b~tween subsequent renewals or overhauls 

and simulated in the course of a single simulation run. 
~ 

Monte Carlo Analysis: A method involving repeated statistical sampling in 

order to obtain an estimate of the solution of a stochastic problem. 

Multiprogramming: The interleaved execution of two or more programs by a 

computer. 

Nest: 'A structure in reliability modelling composed of a number of 

branches grouped together for the purpose of performing a Monte Carlo 

analysis. 

Node: A terminal common to two or more branches of a network or to a 

terminal of any branch. 

Notional Time: A ratto of the elapse time, used for acco1L~ting purposes,. 

that reflects the utilisation of a computer systems resources by a 

program. 

Object Program: A computer program that can be executed by the computer 

hardware. 

Operating System: A collection of computer programs that automate the 

running of, computer programs by performing some of the tasks 

necessary for the desired result. 

Overlaying: A technique for enabling,a computer to run a program larger 

than the available store by using the same area of internal storage 

during the different stages of a program run. 



PLA~T: The 1m·! level a,ssembler code of the ICL. 1900 r,a.'Ylg-e of computers. 

Peripheral: A d~vice cOl'"'...r..ected. to a computer to enable communication 

1ii th that computer. 

Probability Density F'Unction: An expression giving the frequency of a 

variate value x as a fUllction of x or dx. whose total is taken to 

be unity. 

Random Access Device: A storage device in lvhich the access time for any 

location is independent ,of the sequence in which references are made 

to locations. 

Redundant Element: An element that enhances the reliability of a system 

but is not essential for the functioning of the system. 

Remote Job Entr,y-: A method of assessing a computer system from a remote 

ter-minal. 

RLllU A single use of a computer to carry out a defined piece of work. 

Runaway Failure: One of the three failure nodes in mechD.!."'1ical engineering 

systems, name~, 1ihere the output is in an u..Ylstable state and does 
/-" 

not respond to the input. 

Segmenta.tion: '1'11e division of a program into self-contained parts called 

segments in order to be able to execute the program 'tVithout 

necessarily maintaining it in its entirety in the internal store 

throughout the run. 

Shelf Life: A finite real-time period for, which the parameters of an 

element stay within the specification under storage conditions and 

hence the element would be in a functioning state if put into service. 

standby Redundancy: A mode of operation of an element where it is avail

able for service should another element fail. 

stock Out Risk: The probability that a system cannot be repaired due to 

there being no spares available~ 

System Failure Rate: The rate at wh ich failures occur to a system / 

averaged over a whole simulation. 
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