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Abstract 

A review of non-contact rotation measurement techniques has been undertaken. A non

contact sensor utilising optical fibres for the measurement of angular frequency and 

torsional strain in rotating shafts has been devised and tested. Initially a system was 

developed capable of measuring angular frequency over a range from 5 Hz to 1000 Hz 

to a resolution of 1Hz by monitoring variations in the intensity of the reflected light 

produced by the surface profile of the rotating shaft. Signal processing techniques such 

as windowing and auto-correlation were investigated in detail and proved beneficial in 

the reduction of noise thus enhancing the visibility of the peaks in the Fast Fourier 

Transform (FFT) spectrum. It was found that the best results were obtained using a 

Hamming window. In order to identify automatically the peak in the Fourier spectrum 

representing the rotation rate an algorithm was devised that enabled this to be 

determined when the peak containing the greatest energy was not necessarily that with 

the lowest frequency. 

The addition of a second identical channel enabling data to be collected at a different 

point along the axis of the shaft allowed the two signals to be cross-correlated and hence 

changes in the relative phase of the two points deduced. A digital cross-correlation 

technique was implemented on a PC. From this information torques up to 0.12 Nm have 

been measured, with a system resolution of 0.02 Nm and a response time of 1.5 

seconds. 
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Chapter 1 

Introduction 

1.1 Background 

The aim of this project has been to develop a real-time, non-contact fibre optic sensor 

capable of measuring angular velocity, angular acceleration and torsional strain of 

rotating shafts. The sensor functions through the detection of naturally occurring 

changes in the level of reflected light caused by blemishes or tarnishing on the shaft 

surface and variations in the surface texture of the shaft. Initially the reflected light is 

converted to an electronic signal so that the signal may be sampled, stored and various 

computational techniques for signal processing applied. The signal processing 

technique of Fast Fourier Transforms was implemented as a method for determining 

the angular velocity of the shaft. Cross correlation was used to determine the torsional 

strain through detecting changes in the relative phase difference of the signals 

collected at two separate points along the axis of the shaft. Once the torsional strain 

has been determined the resultant torque on the shaft may be calculated through 

knowledge of its dimensions and torsional stiffness. 

1.2 The need for shaft monitoring 

Moral and political pressure is increasing around the world aimed at the protection of 

our global environment. The main force of this pressure is focused on the reduction of 

the emission of greenhouse gases through more efficient usage of energy. There are 

countless machines containing rotating shafts in existence, many involved in 

transportation and many involved in the power generation industry itself. A small 

improvement in the machine efficiency would have a significant impact on energy 



consumption thus helping to reduce general exhaust emissions and providing savings 

on fuel costs for the consumers themselves. 

The industrial market for torque sensors is already well established [1] and from the 

list presented in Table 1.1 it can be seen that there are already a wide variety of torque 

sensors available, with those systems employing strain gauge transducers accounting 

for the greatest proportion. Gaining a foothold in this mature market might prove 

difficult and would probably not be profitable unless currently unexploited openings 

can be identified. It is my belief that a niche exists for a cost-effective instrument 

capable of being employed in hazardous or inaccessible environments that may be 

installed without interrupting the normal operation of the machinery. 

Traditionally torque sensors have been used in systems for testing motors immediately 

after manufacture at the factory or in systems for commissioning machinery in its 

operating environment. Now, with advances in strain measuring transducers and in 

electronic instrumentation, the continuous monitoring of rotating machinery 

parameters such as speed and torque can be used to determine the power being 

transferred and then evaluate the efficiency of the machinery or the process as a whole. 

The calibration of the performance parameters of the system at various speeds and 

loads can be used to ensure operation at maximum efficiency by setting benchmarks 

for detecting the degradation of normal operation. If degradation in performance is 

detected remedial adjustments to the system may be made and if this has no effect 

servicing may be planned at a convenient time before system failure occurs. This helps 

reduces costs through increasing machine availability and performance. Also the 

frequency of regular shutdowns that are an expensive part of traditional maintenance 
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Table 1.1 List of commercially available torque sensors 

Company Transducer Sensor coupling Max Max Application 
type speed torque 

rpm N.m 
MCRT - Strain gauge Rotary 15k 450k Industrial shafts 
Himmelstein transformer 
MCRT- Strain gauge Rotary 15k 5k Automobile type 
Himmelstein transformer wheel 
MCRT- Strain gauge Rotary 15k 113 Belt, chain pulley 
Himmelstein transformer 
MCRT- Strain gauge, Fixed electrical 10k 300k Dynamometer 
Himmelstein fixed flange 

reaction 
Eaton Lebow Strain gauge Slip rings, 24k 170 Motors, 

8k 1352 dynamometers 
Eaton Lebow Strain gauge Rotary 27k 255 Motors, 

transformer 22600 dynamometers 
Eaton Lebow Strain gauge, Fixed electrical 10k Sprocket, pulley 

shaft reaction 
Eaton Lebow Strain gauge Slip ring or 10k 30k Automobile wheel 

rotary transformer 20k 
Bently Nevada Strain gauge FM telemetry 20k 1000 Rotating 

10k lOOk machinery 
Interface Strain gauge Rotary 8000 1360 Shafts 

transformer 1200 226k 
GKN Westland Strain gauge Slip rings 10k 20 Shafts, 
Aerospace 500 300k dynamometer 
GKN Westland Strain gauge FM telemetry 25k Shafts, gearboxes 
Aerospace 
GKN Westland Strain gauge FM telemetry 25k Helicopter 
Aerospace 
Cooper Strain gauge Slip rings 5k 2260 Shafts 
Instruments 
Industrial Strain gauge Rotary 30k Steel mills, 
Measurement Ltd transformer slip marine, aero, 

rings, telemetry 12k automotive, 
petrochemical 

Binsfield Strain gauge FM telemetry 20k 10k Shafts 
Key Transducers Strain gauge Slip rings, 10k 20k 

rotary transformer 20k 20k 
GSE Inc Magneto elastic Sensor fixed on 10k 500 Shafts 

casing 
LEM Instruments Stator current Direct from motor Electrical motor 

drives 
Vibro-meter Variable, Rotary 50k 20 500( Shafts, 

differential transformer 10k dynamometer 
transformer 

Fast Technology Embedded Non-contact lOOk 1000 Shafts 
magnetic 
domain 

Vibrac Optical grating Non-contact 10k 100 Rotating 
machinery 

Sensor Optical grating Non-contact 20k 10mN- Rotating 
Technology 10k machinery 
Sensor Surface acoustic Non-contact 50k 200k General industrial 
Technology waves 
Torquetronic Phase shift N/a 30k N/a Aeroengines 
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regimes may be significantly reduced. There are examples of such systems operating 

successfully in various industries such as aerospace [2], automotive [3], power 

generation [4], petrochemical [5] and steel production [6]. Another possible 

application for such systems is the continuous monitoring of cutting tool wear in drills 

and lathes [7] giving warning of tool degradation and possible failure. Whilst these 

examples exist on the whole there does not seem to be any widespread urgency in the 

industrialised world in moving towards improving efficiency and further government 

advertising or punitive taxation against energy wastage would seem to be necessary. 

The standard transducer used in most industrial applications where torque sensing is 

required remains the strain gauge. These are cheaper than the alternatives, whilst 

offering good accuracy and reliability. In the engineering industry there is still a great 

deal of reluctance to change from the tried and tested and strain gauges are the most 

common device that people are familiar with. The cost of existing strain gauge systems 

start at £2500 for a rotary sensor of mid-range load capacity [8] using slip rings for 

data transmission. Custom built sensors or systems for very high or low load capacities 

are more expensive. Strain gauge systems using rotary transformers or telemetry to 

transmit data from the sensor start at about £3500 for set ups with a mid-range load 

specification [9]. These systems require either the unit to be fitted in line with the drive 

train or a collar that is anchored to the outside world fixed around the shaft. This 

means that in most cases the sensor must be considered in the initial design process of 

the system and once a particular unit has been deployed it is unlikely that it may be re

used elsewhere. 
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The advantages given by the system that we have developed stem from the use of 

optical fibres. These include employability in environments that are hazardous in terms 

of the dangers of explosion or corrosiveness, either to the operators of the system or to 

the device itself. The optical signals transmitted are not affected by common 

electromagnetic interference and may be monitored remotely from the safety of a 

secure control room. However the main benefit is the flexibility of the system in that it 

may be retrofitted to existing devices without disturbing the operation of the 

machinery being monitored. This means that major modifications do not have to be 

made to the machine in order to fit a sensor thus avoiding significant loss of 

production and meaning that normal running is not affected once the sensor is working 

in situ. The setting up process is simple as long as the rotating shaft is exposed and the 

simplicity of the device and components means that the cost of the system is cheaper 

than the commercially available alternatives. 

1.3 Rotation monitors 

1.3.1 Velocity sensors 

The first recorded fonns of rotation controls were used in windmills [10] during the 

seventeenth century and known as governors. These regulated the gap between the 

millstone and the bedstone using revolving fly-ball weights whose radius of rotation 

expanded with increased rotational speed. In the late eighteenth century the Scottish 

engineer James Watt used this principle to control his steam engines. The rotating balls 

were linked to a valve that regulated the steam pressure as balls spun outwards or 

inwards. 

One common form of velocity sensor in everyday use is the car speedometer. It is a 

form of tachometer [11] that measures the rate of rotation of the drive shaft and the 
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speed of the car is derived from that and knowledge of the diameter of the car tyre. The 

traditional form of car speedometer consists of a flexible cable that is connected via a 

gear cog to the drive shaft at one end with a magnet attached to the other. The magnet 

rotates within a drum producing a magnetic field that tends to rotate the drum. A 

spring, to which the indicator needle is attached, restrains the drum. Higher shaft 

rotation rates produce more tension in the spring and therefore produce a greater 

indication of speed. An electrical version of this idea uses the rotating magnet to 

induce a voltage that activates a galvanometer that is calibrated to indicate speed. In 

the most recent models an analogue to digital converter converts the voltage to a 

numerical value or a bar graph display symbolising the speed. 

The following sections, 1.3.1.1 to 1.3.1.5, discuss various commercially available 

systems that have the capability of monitoring the angular velocity of rotating shafts. 

1.3.1.1 Optical sensors 

Optical rotational velocity sensors employed in industrial systems require a light 

source, usually an LED, and a photo-detector. These monitor the passing of reflective 

spots [12] if operating in a reflective mode or the rate of change of the light signal 

transmitted through transparent sections in a collar attached to the shaft when 

operating in transmission mode. Some commercial [13] and experimental [14] set-ups 

use optical fibres as light guides. Due to the excellent bandwidth of up to 100 MHz for 

a high speed photodiode speeds of rotation up to 100 kHz can comfortably be detected 

to a high resolution by these sensors. The systems mentioned above use one reflective 

marker on the shaft meaning that the measurement can only be updated once per 

revolution. Limited accuracy results at low speeds or if the speed is varying rapidly. 
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This could be improved with the addition of more reflective spots on each revolution. 

A drawback with such assemblies is the necessity of making attachments or 

modifications to the shaft. 

1.3.1.2 Incremental and absolute shaft encoders 

Incremental shaft encoders [15] comprise a disc with a ring of alternate transparent and 

dark segments mounted on a shaft. An LED and a photo-detector are positioned on 

either side of the ring and a square wave signal is produced as the shaft rotates. 

Through counting the periods of the signal the angular position and rotational velocity 

of the shaft may be determined. These devices are widely used in machine tools and 

printers. Absolute encoders are similar but use a series of binary discs to give a unique 

code indicating the angular position of the shaft. The absolute encoders are more 

expensive but are widely used in control applications where accurate knowledge of 

exact angular position is required. In both forms of encoders consideration must be 

given to protection of the segment markings ifused in damp or dirty environments. 

1.3.1.3 Hall-effect devices 

Hall-effect devices are commonly used in many industrial shaft monitoring systems, 

functioning as proximity sensors by detecting the presence of gear cogs or magnets 

attached to moving parts. They respond to the presence or interruption of magnetic 

fields by producing either an analogue or digital output proportional to the field 

strength [16]. Through monitoring the rate of change in the output of the sensor it is 

simple to determine the speed of rotation of a moving part and the sensors are often 

mounted in the stator of electric motors to detect the passing of the rotor. Hall-effect 

sensors are also used in conjunction with strain gauges [17] in proprietary torque 
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meters providing the data concerning the speed of rotation. Their performance is 

affected by extremes of temperature and since the effects of vibrations or shaft 

misalignment may be a problem [12], they must be positioned close to the shaft under 

observation. 

1.3.1.4 Potentiometers 

A potentiometer may be formed by attaching a ring of resistive material to the end of a 

rotating shaft and using a stationary electrical contact as the pointer. As the shaft 

rotates the resistance between the end of the resistive ring and the contact varies with 

angular position. From this information the angular position and velocity may be 

calculated. These are quite cheap devices but limited in accuracy due to difficulties in 

obtaining a reliable contact and subject to rapid wear between the contact and the 

resistive material especially at high speeds. 

1.3.1.5 Resolvers 

Resolvers are a type of rotary transformer [18] that are configured in such a way that 

the orientation of the shaft is indicated by the degree of coupling between the rotor and 

the stator. The rotor windings are supplied with a reference ac voltage signal that 

induces a voltage in the stator windings that varies in amplitude proportionally to the 

relative angles of the rotor and stator. Electrical contact with the shaft may be made 

either by slip rings or through a separate inductive connection. Through tracking 

changes in the relative phase the angular velocity and acceleration of the shaft may be 

calculated. Industrial applications for resolvers [19] are numerous and include uses in 

the simulation and testing of avionics equipment, fire control systems, and 

synchronisation systems. Resolvers are relatively bulky devices that have to be 
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included in systems from the design stage meaning they are inflexible and not 

retrofittable. 

1.3.2 Torque sensors 

There are two main methods of directly detecting the torsional strain present in rotating 

shafts. One involves the measurement of localised strain over a particular region of the 

shaft, the other the measurement of the torsional deflection along a given length of 

shaft. Prior to the late 1950s the measurement of torque was mainly undertaken during 

the development and testing process by the system designer, their greatest usage being 

in the aerospace industry [20]. A dynamometer would be used to load the machine and 

a torque table would mechanically measure the resultant force exerted on the outside 

world. However, the introduction of reliable strain gauges and associated bonding 

techniques meant that affordably priced sensors capable of being attached to rotating 

objects could be introduced into many systems. Apart from strain gauges a variety of 

other forms of strain measuring transducers have been developed some of which are 

described in Chapter 2. Those most favoured industrially rely on surface acoustic 

waves (SAW) [21] or embedded magnetic domain (EMD) [22] detection. 

Torsional deflection systems employ sensors monitoring the shaft at different points 

along the axis of the shaft and calculate the torsional strain from changes in the relative 

phase of the two signals. These set ups, also known as phase displacement 

torquemeters, have been experimented with since the 1930s [23]. A system was 

installed on the liner Queen Mary and torquemeters were used on aeroengines during 

the Second World War. Rolls Royce developed a reliable system in the 1950s that still 

forms the basis of those used for testing engines in the aerospace industry [24]. The 
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system works through measuring the twist between a pair of toothed flanges attached 

to a shaft of known stiffness. In this case Hall effect sensors produce sinusoidal signals 

as the teeth pass and electronic circuitry calculates the changes in phase between the 

two signals. In the system developed in this project the phase displacement principle is 

used with optical reflections from the rotating shaft providing the signals to be 

processed. 

The main advantage of the torsional deflection systems is that they do not require any 

contact with the rotating shaft meaning that they are retrofittable and that there is no 

interference with the normal operation of the machinery. Since the sensors are secured 

away from the rotating parts this type of system is very reliable, requiring little 

maintenance, being suited to high-speed operation and capable of withstanding high 

temperatures. This makes them well suited to condition monitoring of large 

turbomachinery in the oil, gas and petrochemical industry in addition to their 

widespread use in the aerospace industry. The disadvantages include limitations to 

their use at low speeds and poor transient response. Also the initial calibration can be 

time consuming and for the most accurate a long axial separation is required between 

the sensors. 

Transferring electrical signals to and from rotating machinery has obvious difficulties 

since direct connections are impossible. Initially rotating torsional strain transducer 

systems required the use of slip rings to connect the shaft to the outside world. Slip 

rings wear relatively quickly thus requiring regular maintenance although they are still 

used in many low speed applications such as the monitoring of machines used to 

control automatic assembly lines. A number of non-contact methods of communication 
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have been devised with FM telemetry or rotary transformer systems now commercially 

available for transmitting the output signal from the transducer to the control unit. 

These systems are quite expensive compared to slip rings but offer higher speed of 

operation and require less maintenance. Phase displacement measurement systems 

avoid the problem of transmitting the signal between the shaft and the outside world 

altogether since no physical contact with the shaft is required. 

1.4 Torque Sensor Market Survey 

Table 1.2 shows the estimated worldwide sales of torque sensors between 1991 and 

1995 as published by Frost and Sullivan in their report on the overall world sensor 

market [1]. It can be seen that sales increased steadily over that period but the 1995 

figure of $25.2 million represents a very small fraction of the overall sensor market. 

However, with the cost of sensors decreasing and their reliability improving it would 

be hoped that as the world economy grows and more legislation is aimed at safety and 

energy efficiency torque sensor sales could grow more strongly. 

Year Total Revenue 
($ millions) 

1991 21.0 
1992 22.0 
1993 23.8 
1994 24.0 
1995 25.2 

Table 1.2 World Market for Torquemeters [1] 

Table 1.1 gives a list of various torquemeters available on the market. The list is by no 

means exhaustive but gives a good representation of the various forms of sensors being 

advertised in the trade press and on the World Wide Web. It also quotes the maximum 
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torque rating offered and the maXImum operating speed, usually referred to as 

bandwidth, that the manufacturers offer in their standard list of products. The survey 

confirms that strain gauge devices are the most prevalent and are used in a variety of 

applications. Where a company offers systems with both slip ring and non-contact 

rotary transformer or telemetry connections it may be noted that the non-contact 

system will have the higher bandwidth. Factors that tend to influence customers in 

making their choice are cost, familiarity and ease of use. 

Sensor Technology Ltd, a company based in Oxfordshire, England, produces both 

optical grating torque transducers and surface acoustic wave torque transducers [25]. 

The company maintains that their optical transducers are superior to strain gauge 

transducers using either slip ring or telemetry transmission due to the optical system 

offering higher bandwidth and the better frequency response. However the cost of an 

optical transducer system is up to £5000 and requires a skilled operator so is not 

competitive compared to a cost of less than £3000 for a similar standard strain gauge 

system. Their surface acoustic wave systems use telemetry so have good bandwidth 

and are cheaper in price with comparable performance to that of strain gauge systems 

and, according to the company, are beginning to be supplied to industrial operators. 

So it would appear that in the short to medium term strain gauge transducer based 

devices will continue to be the industry standard with systems using telemetry or 

rotary transformer based signal output gradually taking over from slip ring contacts. 

SAW or EMD transducers may make small inroads into the industrial market and 

systems such as the Torquetronic phase shift torquemeter will continue to occupy 

specialist areas such as aero-engine testing. 
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1.5 Fibre optic sensors 

There are two basic categories of fibre-optic sensors, these being extrinsic, also known 

as hybrid, and intrinsic [26]. Extrinsic fibre-optic sensors use optical fibres to project 

light onto the object being monitored. The light beam is then modulated in some way 

dependent on the properties of the object and the light, which may have been reflected 

from or transmitted through the object, is collected and returned back to a photo

detector for processing. In the case of this project the light beam is modulated by 

change of intensity; other forms of modification to the beam might include frequency, 

phase, spectral composition or polarisation. Intrinsic sensors use an optical fibre to 

transmit light into the region under investigation and the light beam is altered by some 

physical effect whilst it is still being transmitted within the fibre. 

Fibre-optic sensors bring to measurement systems many of the advantages that optical 

fibre technologies have brought to communications systems. Because the signal 

bandwidth is high optical fibres allow a huge amount of measurement information to 

be passed down a single fibre. Optical fibres are made of dielectric material so they are 

not usually affected by electromagnetic waves that might be present in the sensing 

environment and cause interference with a traditional electronic sensor. Corrosive or 

toxic atmospheres that can destroy metallic compounds have minimal impact on 

optical fibres and fibre optic sensors can operate under conditions of extreme 

temperature and pressure. Fibre-optic sensors are intrinsically safe in explosive 

conditions because they do not cause sparks; they are flexible, strong, lightweight, 

compact and provide the potential for cost savings over traditional electronic or 

mechanical sensors [26]. 
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Fibre-optic sensors can match or better the perfonnance of most conventional sensors 

and as well as rotation sensing they may be used to monitor other physical variables 

including temperature, pressure, liquid level, electrical current, acoustic field and 

position or proximity. Also there are many instruments employing optical fibres for 

sensing the chemical and biochemical composition of various substances. Uses in 

medical diagnosis are expanding where fibre optic sensors are replacing those 

traditional sensors that involve electrical contact with people due to the fact that they 

cannot cause electric shocks because of their electrically insulating nature. 

The most promising areas for new fibre-optic sensors lie in applications where at the 

moment no feasible working sensors exist. The main examples of these novel devices 

are embedded fibre optic sensors where the optical fibres are inserted into a structure 

during its manufacture and can then be used to monitor various operating parameters 

during the nonnal working operation of the structures. These perfonn important safety 

control tasks in materials such as concrete or fibre glass composites, which are used 

mainly in structures like aeroplanes and buildings where public safety is an issue. 

1.5.1 Relevance of fibre optic sensors to this application 

In the system developed during this project a polished head consisting of two jacketed 

optical fibres is used. The output signal from an infra red LED is directed down one of 

the fibres onto the surface of the shaft. The reflected signal is collected by the other 

optical fibre and transmitted back to a photodiode where the light signal is converted 

into an analogue electronic signal. This signal is fed into an analogue to digital 

converter and digitised so that the data values can be stored in sequence in computer 

memory. The computer then performs the processing algorithms required for 
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detennination of the rotational frequency of the shaft and the torque applied to the 

shaft. 

Considering the potential applications mentioned in the previous section that fibre 

optic sensors are suited to it can be seen that there are opportunities for a sensor system 

similar to ours to be deployed in locations such as hazardous environments or areas 

where electromagnetic interference is a problem. The signal containing the 

measurement data can be transmitted away from the machine environment to an area 

with cleaner conditions for processing. Also due to the flexibility of optical fibres 

shafts can be reached in areas where access is blocked by obstructions. An important 

advantage is that the system may be retrofitted to the existing machinery without the 

need to modify or alter the machinery in any way. 

1.5.2 Market Survey of Fibre Optic Sensors 

The use of optical fibres has not advanced quickly into the sensor market in the way it 

has taken over the telecommunications market. Fibre-optic sensors are not widely used 

in proprietary devices or advertised in trade magazines. Whilst some of the benefits of 

fibre optic sensors mentioned above have helped the market to grow by small amounts 

over the past decade it has not yet developed into the billion-dollar-a-year industry 

over-optimistically predicted by some analysts in the late 1980's. 

The situations in which fibre optic sensors are employed are usually developed in 

house to fulfil the needs of specific purposes with their development being motivated 

because existing sensors do not work well, examples of this being fibre optic strain 

sensors being embedded in structures such as bridges. Other sensors are being 
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developed for novel applications now practicable due to the special properties of fibre 

optics that other materials do not possess. A good example of this is fibre optic 

gyroscopes. As regards to direct replacements for existing devices widespread 

industrial acceptance has been limited due to customers being unconvinced that the 

benefits will be large enough to justify the replacement of tried and trusted equipment. 

The lack of standardisation or modularity and the costs that small volume productions 

entail add to this problem. Areas in which they are being introduced most readily are 

those with hostile or corrosive environments and in locations where electromagnetic 

discharge is a problem. 

Estimates of the size vary widely. The most conservative is Technical Insight [27] 

according to whom world-wide sales of fibre optic sensors were $122 million in 1988 

rising to only $126 million in 1992 and $140 million in 1995. Technical Insight 

suggests it is unlikely that the figures have improved significantly since then, the main 

reason for this disappointing lack of growth being the high cost of ancillary equipment 

such as lasers and detectors. More upbeat are Frost and Sullivan [28] who suggested 

that the market was valued at $252 million in 1995 and expect it to grow at around 

10% per year up to 2002. The main contribution to this figure came from 

displacement, position and proximity sensors used in the packaging and in the 

electronics and automotive manufacturing industries. Winn Hardin writing in the SPIE 

Web OE Report [29] quotes the Japanese Opto-Electronic Industry and Technology 

Development Association as estimating that the global fibre optic sensor market was 

worth $920 million in 1994 and he quotes estimates that the market will rise to $5 

billion by 2010. The sums given in these surveys were obtained from figures returned 

by companies contacted by the organisation performing survey. So presumably the 
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discrepancies arise from how extensive the actual list of companies was and whether 

the figures relate to actual sales or whether the possible values or costs of systems 

developed in house were included. 

1.6 Overview of thesis 

This thesis describes the development and characterisation of the sensor. Chapter I has 

discussed the need for shaft monitoring and given an appraisal of techniques available 

for torque and rotation measurement and a survey of the commercial market at present. 

This chapter finished with a brief discussion, and a review, of the market for fibre optic 

sensors in general. Chapter 2 gives a theoretical background to the scientific and 

mathematical principles that are most relevant to this work. Chapter 3 gives a more 

detailed description of the various techniques for rotation measurement and vibrometry 

with particular emphasis on devices employing fibre optic sensors. Chapter 4 describes 

the experimental development and characterisation of a device using a single fibre 

optic sensor for monitoring shaft rotation and the investigation of a range of techniques 

for signal processing including methods for frequency determination and the extraction 

of the original signals from a noisy background. Chapter 5 describes the manner in 

which the system may be extended with the addition of a second identical sensor at a 

different point along the axis of the rotating shaft so that the two separate signals may 

be cross-correlated to determine the twist and torque acting on the shaft. The thesis 

concludes with a summary of the work undertaken, suggestions for future 

investigation, and an assessment of the future prospects for this approach. References 

are listed at the end of each chapter. 
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Chapter 2 

Theoretical Background 

2.1 Light propagation at optical boundaries 

The nature of this project involves interrogating rotating shafts optically in order to 

establish their rotational characteristics. This optical interrogation is achieved via the 

use of optical fibres, which act in this instance as simple light guides, thereby 

classifying this system as a fonn of extrinsic fibre optic sensor. It is therefore 

necessary to briefly review the nature of light transmission in optical fibres, leading 

particularly to a consideration of numerical aperture of the fibre, which affects the 

amount of light coupled between the sensor and the rotating shaft. The chapter begins 

with a brief review of the propagation of light in transparent dielectric materials, and 

goes on to consider the properties of optical waveguides. 

2.1.1 Refractive index 

The refractive index, n, of a transparent material may be defined as the ratio of the 

speed of light in a vacuum, c, to the speed of light in that material, v. 

n=Yv ••••• II •••••• , •••••• II' It ••••••••• , II' •• (1) 

The speed of light through a material in always slower than in a vacuum so the 

refractive index is always greater than one. The refractive index varies with the 

wavelength of the light and wavelength dispersion occurs, for example, when white 

light is shone through a prism. Also the material may absorb some of the light as it 

passes through. 
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At an atomic level the slowing of light as it is transmitted through a material may be 

thought of as a continuous process of photons being absorbed and emitted as they 

encounter the atoms of the material. In the space between the atoms the photons travel 

at c but during their interaction with the atoms they are absorbed and near

instantaneously re-emitted causing a delay at each atom which manifests itself as a 

general slowing in the speed of the photons and consequently the speed of light. The 

refractive index may be defined as a complex number taking into account the phase of 

the wave with the imaginary part corresponding to the absorption of the material. The 

absorption of glass is very small so for our purposes a real refractive index is 

sufficient. 

2.1.2 Geometrical optics 

To simplify matters in many situations light may be thought of as rays travelling in the 

same direction as the flow of energy. This is convenient when considering the 

macroscopic distribution of light energy but does not predict the behaviour of light 

when concentrated into small regions of space. However ray theory is useful for 

describing the properties of most optical systems in an intuitively easy manner. 

Thus, using the ray theory approach when light amves at the boundary of two 

materials with different refractive indices some of the light may be transmitted across 

the boundary and some may be reflected at the boundary, as shown in Figure 2.1. 

The Laws of Geometrical Optics state that: 

(1) The angle of incidence, ei, of the light to a line perpendicular to the 

boundary will be equal to the angle of reflection, ere 
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........ . .. . . .. .................... . ...... (2) 

(2) The angle of the transmitted ray, 8t , is given by Snell's Law such that: 

.. .. . . ... ........................ (3) 

Refractive index ", > nj 

Figure 2.1 Geometry of reflection and refraction 

A material whose refractive index is greater than another is described as being 

optically denser whereas one whose refractive index is less is described as being 

optically rarer. Light travelling into an optically denser material would be refracted 

towards the nomlal whilst light entering an optically rarer material would be refracted 

away from the normal. 

It is possible to rewrite Equation 3 as follows: 

. f) n t • B 
Sill i =-.Slll t .......................... . .... (4) 

ni 

If instead of the case shown in Figure 1 the light were to be travelling from the denser 

material into the rarer one then nj > nl. Supposing the angle of incidence were to be 

increased towards 90° then to satisfy Equation (4) at some point the sine of the angle 
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would have to have a physically impossible value of greater than one. This situation is 

avoided since all of the light is consequently reflected at the boundary with no light 

being transmitted into the rarer medium and total internal reflection is said to take 

place. There exists a critical incident angle, less than 90°, at which the refracted beam 

travels along the boundary. This angle of incidence at which the transmitted ray is 

refracted along the boundary is known as the critical angle, Serit. giving an angle of 

transmission of 90° by definition. Since sin(900) = I it may be written: 

.............................. (5) 

2.1.3 Optical fibres 

Optical fibres are transparent, dielectric waveguides capable of transmitting light over 

long distances relying on internal reflection. Glass is the most common material used 

in optical fibres but plastic is also used. If a fibre of uniform refractive index were to 

be used surrounded by air only, then light could be lost at any point where the fibre 

touched a solid surface or support, or due the presence of dust or other surface 

contaminants or scratches. To overcome these problems a cylindrical layer of material 

whose refractive index is lower than the core surrounds the central core of the fibre, 

and this medium is known as the cladding. The cladding is then coated with a 

protective jacket. The most common form of optical fibre is known as step-index fibre 

since the refractive index undergoes a step-change discontinuity at the core-cladding 

interface. The path of a ray of light down a step index optical fibre with a central core, 

refractive index Ocore, and cladding of refractive index fiel is shown in Figure 2.2. 
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Core l\c..e 

Cladding 

ray 

Figure 2.2 Ray reflected within optical fibre 

A necessary requirement is that 9c is equal to or greater than the critical angle, 9crib so 

that transmission of the light rays is achieved through internal reflection. Although it 

may initially appear that the fibre is capable of sustaining all rays incident at an angle 

greater than the critical angle, this is not in fact the case. This is because an additional 

requirement exists for constructive interference of the transverse component of the ray. 

This means that the transverse component of the ray must have the same phase 

following two transverse transits and two reflections across the fibre. When this 

second requirement, which is not obvious, and based on the stability of the ray as it 

travels down the fibre, is considered it then follows that the number of stable paths is 

limited, sometimes to a single ray. A fibre in which many paths, termed modes, exist is 

called a multimode fibre with the transmission time of each mode depending on 9j . 

Rays with greater angles of acceptance have longer path lengths and are internally 

reflected more often, thus taking a longer time to pass down the fibre than rays that 

travel along the axis of the fibre. This effect is known as intermodal dispersion, or 

modal dispersion for short. Consequently the mode angle of propagation will depend 

upon the wavelength of light and the diameter of the fibre. 
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Considering Equation 5 and Figure 2.2 it can be seen that the magnitude of the critical 

angle is determined by the difference in the refractive indices between the core and the 

cladding. The fractional refractive index difference is given by: 

~ = (ncore - n el ) 

ncore 

....................... (6) 

Equation 5 for the critical angle may be used to calculate the angle of the cone of light 

that will be transmitted along the fibre with a fractional difference ~. If the ray shown 

in Figure 2.2 strikes the boundary between the core and cladding at the critical angle, 

Se, and its angle of incidence on the optical fibre is 9j then from Snell's Law: 

=ncore cos(Ocrit) ....................... (8) 

From Equation 5 sin (Serit) = llcl/llcore so 

............. (10) 

The numerical aperture, NA, gives a measure of how much light will be accepted by an 

optical system, in this case an optical fibre. It is defined as the product of the refractive 

index of the incident medium and the sine of the maximum angle of acceptance that a 

ray might possess: 

....................... (11) 

Generally the ray will be incident from aIr so to a good approximation nj = 1. 

Therefore: 

NA = ~ncore2 - nel
2 

•• 1,.".". II ., ••• , ••• (12) 
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2.1.4 Modes in optical fibres 

As mentioned in the previous section, whilst all light waves whose ray direction meets 

the core-cladding boundary between the critical angle and 90° will initially be caught 

within the fibre due to internal reflection not all of these waves will propagate down 

the fibre. The condition for the propagation of a wave along the fibre is that the phase 

shift of the wave between the points of reflection is an integral number of 21t radians. 

This may be considered similar to laser cavity resonance with the reflections at the 

core-cladding boundaries of the fibre causing propagation of the wave in a three

dimensional interference pattern. As the light waves progress down the fibre 

interference occurs, when it is in phase constructive interference takes place, when it is 

out of phase it occurs destructively. The result of this is that a standing wave pattern 

exists along the fibre. As the angle of incidence of a wave changes the path length of 

the wave between the points of reflection alters thus varying the phase shift present. As 

this happens the phase shift will be a multiple of 21t for a series of distinct angles of 

incidence that constitute the permitted modes of propagation for the fibre. Those waves 

whose angles of incidence are not a multiple of 21t will dissipate due to the destructive 

interference. 

Maxwell's equations govern this process of light propagation with the various modes 

of the fibre corresponding to the solutions of the equations in cylindrical co-ordinates 

for the electromagnetic field across the fibre. These solutions, which are harmonic 

functions in space and time, are of the form 

E(r,<p, z) = f(r).cos(cot - ~z +y).cos(q<p) ........... (13) 

where co is the angular frequency of the light in radians per second such that co=21tV, v 

is linear frequency. ~ is the z component of the wave propagation constant k where 
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............................... (14) 

Ao being the wavelength of light in a vacuum. 'Y is a phase constant that provides the 

correct amplitude at time t=O and position z=O, and q is an integer. The solutions show 

that propagation will occur only those modes for which 

.............................. ,.(15) 

The condition p = Ilc1k defines the cut off boundary between the modes that may be 

transmitted and those that will leak into the cladding for which P is less than Ilc1k. 

Light waves may be classified as transverse waves with their electric and magnetic 

fields both mutually perpendicular to each other and the direction of their propagation. 

If the component of the electric field along the fibre in the z direction of a given mode 

is zero, Ez = 0, that mode is known as a transverse electric or TE mode. If the 

component of the magnetic field along the fibre in the z direction of a given mode is 

zero, Hz = 0, that mode is known as a transverse magnetic or TM mode. If both Ez and 

Hz are non-zero the mode is known as a hybrid mode symbolised by HE or EH 

depending on whether the magnetic or electric field makes a larger contribution to the 

transverse field. 

The characteristic waveguide parameter or the normalised wavenumber, V, is an 

important factor in determining the modes that will be supported by a fibre. It is 

defined as 

v = k.a.NA = k.a.~n;ore -n;, ......................... (16) 

where a is the radius of the core and NA the numerical aperture of the fibre. V is a 

dimensionless quantity that indicates the number of modes that a given fibre will 
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support for a given wavelength of light. The nonnalised propagation constant is shown 

as a function of V for some low order modes in Figure 2.3. The number of modes that 

will propagate is detennined by the number curves that cross a given V value. It can be 

seen that if V < 2.405 only the HEll mode is in existence. This condition defines a 

single mode fibre. 

nl.-----------------------------------------~ 

Normalized frequency V 

Figure 2.3 Propagation constant as a function of V, from [1] 
(nl: core refractive index, n2: cladding refractive index) 

During the course of the experimentation carried out for this project, however, in the 

fibres employed the diameter of the core was always very large compared to the 

wavelength of the light signal meaning that the V number would be relatively large. 

This means the existence of a large number of modes so that in this case ray optics 

offers an adequate description for the propagation of the light through our sensor. 
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2.1.5 Materials used in optical fibre 

The three commonest types of step index fibre are all-glass, plastic-clad silica (peS), 

and all-plastic. The all glass fibres have a glass core clad with a glass of slightly lower 

refractive index. pes fibres have a silica glass core clad with plastic cladding and all

plastic fibres have a plastic core clad with another plastic. The range of refractive 

indices available is higher for plastics than glass meaning that it is possible to fabricate 

plastic and pes fibres with higher NA than that of glass fibres. However the 

dispersion effects and pulse spreading in glass fibres are normally lower than those in 

pes fibres. The losses associated with plastic fibres are generally higher than those of 

glass or pes fibres. 

Due to their superior transmission characteristics, with attenuations of less than 0.5 

dBIkm at wavelengths around 1400nm, all glass fibres are chosen for optical 

communication systems covering distances greater than a few hundred metres. pes 

fibres would be used over shorter distances because their higher NA gives a higher 

source coupling efficiency. The high propagation losses associated with all-plastic 

fibres limit their use to lengths of a few metres but their large cores and potentially 

high NA make them suitable for optical sensors due to their high coupling efficiency. 
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2.2 Signal Processing 

As this project progressed the main focus of the work undertaken shifted rapidly from 

the development of the electronic instrumentation associated with the sensor onto the 

development and application of the signal processing algorithms to be applied to the 

signals obtained by the sensor. These algorithms concentrated on the determination of 

the frequency, and methods of improving the clarity of the underlying periodic signals 

inherent in the data. Therefore a brief description of these algorithms is presented here. 

2.2.1 Frequency Determination 

The simplest method of frequency determination is that of measuring the interval at 

which a signal passes through the zero value. This is termed a zero-crossing technique 

and is extremely simple since it only involves noting the occurrence of successive 

samples that have opposite algebraic signs. Assuming a pure sinusoidal signal is being 

analysed, and counting from a given change of sign there will be two changes of sign 

per period. However, not all signals consist of a single tone. If higher order harmonics, 

DC offsets from the ND converter or other sources, and in particular 50 Hz mains 

hum, are added the distortions may cause the signal to change sign more than twice per 

period. Therefore methods of spectral analysis were investigated in order to provide a 

better understanding of the spectral content of the signals obtained from the sensor. 

2.2.2 The Fourier series 

The use of the Fourier series is an effective method of representing time domain 

signals in the frequency domain. If a signal, f(t), is periodic it may be represented as 

the sum of an infinite number of sine and cosine terms plus a constant term. This is 

known as the Fourier series [1], which may be defined as 
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f(t) = ao + L ancos(nwot) + L bnsin(nwot) .... (17) 
n=1 11=1 

f(t) could represent any continuous waveform, for example the output voltage signal 

from an electronic instrument. t is an independent variable that usually represents time. 

000 is the fundamental angular frequency, also known as the first harmonic, such that 

000 = 21r / Tp , which is related to the fundamental frequency,/o, by the relationship Wo 

= 21r/o. Tp is the period of repetition of the waveform. 

The coefficients ao, an, and bn may be calculated from the formulae 

T~ 

_1 1 f(t)dt ................................ (18) 
Tp -Tr;{ 

T~ 

an = ~ 1f(t) cos(nwot) dt ....................... (19) 
Tp -Ti 

T~ 

bn = ~ 1f(t) sin(ncoot) dt ....................... (20) 
Tp -Tr;{ 

ao is a constant representing the average value of f(l) over the duration of one period. 

This might be a constant dc voltage level superimposed on an oscillating voltage 

signal. The series of frequencies nwo are known as the higher order harmonics of 000 , 

Equation 17 therefore represents an infinite series of sinusoidal and cosinusoidal terms 

of amplitudes an and bn at the positive harmonic frequencies of nwo. Using De 

Moivre's theorem, which states that ejllOJr/ = COS(llV) + jsin(wot), it is possible to 

express the Fourier series in a more compact form using exponential notation such that 

32 



f(t) = L dn ejllfJJol ................................ (21) 
n-oo 

where 

....................... (22) 

dn has a complex value, being related to the trigonometric expression by 

d =(a2 +b2)~ 
II II II 

................................ (23) 

and 

<j>n = -tan-} (b"la,J ................................ (24) 

where <j>n is the phase angle of the nth order harmonic, which is derived from the 

inverse tangent of the ratio of the real and imaginary parts of dn• Therefore each 

harmonic order of the waveform is defined through its amplitude and phase angle . 

.. ~ 
fCt) 

A 

.... Tp ... ~.'--? ... ... 

... 
~ 

t= -T" -.1.2 .1.2 t= T p 

Figure 2.4 Continuous series of periodic square wave pulses 

As an example the Fourier coefficients for a rectangular pulse from a periodic series of 

pulses may be determined. This is a commonly occurring waveform, which, as will be 

seen later, is of importance to signal processing. A portion of a series of square wave 

pulses is shown in Figure 2.4. The period of repetition of the waveform is Tp and the 

pulse width is t. The Fourier series analysis may be applied as defined by Equation 21 
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with the Fourier coefficients, dn, being given by Equation 22. The integration interval 

is chosen as -T12 to T12. 

Therefore 

[ ]

Tl2 
A e- jnav 

= Tp - jnOlo -T12 

= 

= 2Ar sa(nOJor) 
Tp 2 

....................... (25) 

S (
nOJor) sin{nOJ r 12) h' . kn h l' fi . f h where a -- = 0 • T IS IS own as t e samp mg unction 0 t e 

2 nOJor/2 

argument nWorl2, or also as the sinc function, where sinc(x) = sin(x)lx. 

The effects of varying the duration of the rectangular wave pulse, whilst keeping the 

frequency of repetition constant, on the Fourier coefficients are shown in Figure 2.5. 

This shows that the signal power is spread out more over the frequency spectrum as t 

decreases. The spacing between the individual spectral lines remains constant 

independently of 'to Figure 2.6 shows the outcome when Tp is increased whilst t 

remains fixed. As Tp is increased the spacing of the spectral lines decreases with their 

magnitude also decreasing. The general shape of the spectrum does not change with Tp 

as long as t is kept constant. 
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Figure 2.5 Fourier coefficients of series of rectangular pulses 

when t is decreased while Tp is kept constant (Adapted from (2» 
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Figure 2.6 Fourier coefficients of series of rectangular pulses with fixed width t 

while Tp varies. (Adapted from (2») 
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The dashed lines shown in Figures 2.5 and 2.6 represent the envelope of the 

coefficients. 

These effects have been demonstrated with reference to a series of square wave pulses 

but they also generally hold to be true for any arbitrary wavefonn. 

2.2.3 Fourier transforms 

As shown in the previous section a periodic signal may be represented by a linear, 

harmonic series of complex exponentials known as the Fourier series. Due to their 

periodicity these signals may be decomposed into spectra of equidistant lines in the 

frequency domain. The spacing between the lines, as shown in Figure 2.6, represents 

the fundamental frequency of the signal. This is also the inverse of the fundamental 

period of the wavefonn, i.e. llTp• Therefore the fundamental period detennines the 

number of spectral lines per unit of frequency present in the spectral function. 

t 
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p 
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Figure 2.7 (a) Aperiodic wavefonn, f(t), (b) periodic signal, fp(t). 
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The single rectangular pulse waveform,f(t), shown in Figure 2.7(a), is aperiodic. From 

this a periodic waveform, h(t), with period Tp , may be created, as shown in Figure 

2.7(b). It may be assumed that at the limit as Tp -+ 00 adjacent pulses virtually never 

occur and that the periodic function is reduced to a single isolated pulse. As the period 

is increased towards the limit, the line spacing tends towards zero. When the period 

reaches infinity, the signal becomes aperiodic and the frequency spectrum becomes a 

continuous function identical to the envelopes identified earlier. Using this approach 

the spectra for single pulses or transients may be obtained by allowing the signal to 

repeat itself with a period Tp and is described mathematically as follows. 

Ifwe take the Fourier series expression forh(t), then 

00 

h(t) = L dn einaJot 
, roc/21C = lITp ............... (26) 

~ 

where 

.............. (27) 

As Tp becomes very large the spacing between the spectral lines becomes very small. 

In the limit as Tp -+ 00 it may be written 

dm = lim 2ft ,and lim I/t) = 1(/) .............. (28) 
Tp""oo T Tp""oo 

P 

For the period -TP'2 < t < TP'2 Equation 27 may therefore be written 

....................... (29) 

KINGSTON UNIVERSITY lI8~.~.RV 

37 



The value of f(t) may be defined as zero for times such that It I > T /2. Therefore the 

limits of the integral in Equation 29 may be replaced by 00 and - 00 giving 

1 00 

dn = T J f(t) e- jnoJof dt 
p -00 

....................... (30) 

As Tp ~ 00 the line spectrum becomes a continuous spectrum and the discrete variable 

nroo becomes a continuous variablero. In order to overcome the problem of the Fourier 

series coefficients disappearing as Tp becomes infinitely large a new function F(w), 

known as the Fourier transform off(t) is defined. The value of the coefficients, dn, are 

scaled in the following way and a substitution is made into Equation 30 such that 

00 

F(w) = J f(t) e-jn(J)r,t dt ........................ (31) 
-00 

This integral expression may also be written 

~[r(t)]= F(OJ) 

r 
2 

o 

f(t) 

A 

................................. (32) 

T 
, -2 

Figure 2.8(a) A rectangular pulse (Diagram taken from(2)) 
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F(a) 

Figure 2.8(b) Fourier transform of (a) (Diagram taken from(2)) 

Figure 2.8(a) shows a rectangular pulse signal and Figure 2.8(b) shows its Fourier 

transform, which is recognisable as the shape of a sinc function. The frequency 

spectrum is the envelope of the Fourier coefficients of the periodically repeated signal 

at interval Tp as shown in Figure 2.4. 

By sampling the continuous variable F(m) at increasing multiples of 0)0 the Fourier 

coefficients, dn, may be obtained. Comparing Equations 30 and 31 it can be seen that 

................................ (33) 

In order to make the return transformation from the frequency domain back to the time 

domain Equation 28 is again considered for the case where Tp approaches infinity. 

lim _1 = dm 
Tp-+«> T 21C 

p 

................................. (34) 

«> 

Equation 26 may be rewritten, Imt /P(t) = Imt L dn e jnOJot •••••••••••••••••••••••• (35) 
Tp-+«> Tp-+«> ~ 

so that 
1 00 

f(t) =- JF(m)ejaJIdw 
21C -00 

........................ (36) 

This integral is known as the Fourier integral or inverse Fourier transform. It may 

also be written in the form ~-J[F(m)]= f(t) or F(m)~f(t). 
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For any function, !(t), a set of conditions known as the Dirichlet conditions must be 

satisfied to guarantee the existence of the Fourier transform F(t). These are 

(1) The signal f(t) has a finite number of discontinuities in any finite time interval. 

(2) The signal f(t) has a finite number of maxima and minima in any finite time 

interval. 

00 

(3) The signal f(t) is absolutely integral, i.e. ~!(t)ldt < 00. 

-00 

2.2.3.1 Summary 

Time domain signals may be represented in the frequency domain using the Fourier 

series or Fourier transforms. The Fourier series may be employed to obtain the 

frequency spectra of a periodic signal as a sum of harmonically weighted sinusoidal 

components, relatively weighted proportionally to the strength of each harmonic. The 

Fourier transform should be used to characterise the frequency spectra of an aperiodic 

signal provided it has finite energy. 

2.2.4 Frequency analysis of discrete-time signals 

Since an ideal analogue waveform contains an infinite number of contiguous points its 

practical representation is impossible using current computational methods. In practice 

the waveform must be sampled at regular time intervals by an analogue to digital 

converter (ADC), converting the analogue level into a binary digital format, which 

may then be processed by a standard computer or a dedicated digital signal processor 

(DSP). The rate of sampling of the waveform must be high enough to adequately 

represent the waveform. This necessary rate is known as the Nyquist rate and equals 
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2fmax where fmax is the frequency of the highest frequency component present in the 

waveform. A version of the Fourier transform exists that is convenient for application 

by computer and may be used to process finite series of digital data. This is known as 

the discrete Fourier transform (DFT). 

2.2.5 Discrete Fourier transforms 

The discrete Fourier transform may be considered to be the equivalent of the 

continuous time Fourier transform for signals sampled at N points separated by time 

interval T. This series of data points is therefore finite. If f(t) is the continuous signal 

from which the data is sampled, then the N samples are denoted frO}, f[i}, f[2}, ... , 

f[k},···,f[N-l}. 

The Fourier transform off(t) is defined as 

00 

F(ro) = J f(t) e-j{J)/ dt ....................... (37) 
-00 

If each of the samples, f[k}, is regarded as a single impulse of area f[k}, then, since the 

function only exists at the sample points 

(N-I)T 

F(ro) = J f(t) e -jrot dt 
o 

= f(O)e-jo + f(1)e-j(J)T + ... + f(k)e jkmT + ... + f(N _ l)e-j(J) (N- J)T 

N-\ 

= 'Lf(t)e-jaJcT ......................... (38) 
k=O 

As described previously the Fourier coefficients for a continuous signal may be 

evaluated over the period -T12 to TI2 when the signal is periodic. Since the data exists 

as a finite series of points, it is treated by the DFT as if it is periodic with the interval 

o < n < N - 1 being the same as the interval N < n < 2N - 1. Figure 2.9(a) shows a 
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sequence of eight points that constitutes one period of the periodic sequence depicted 

in Figure 2.9(b). 

1 ( 

0 
() 

( () () .5 

() 

I N 

o 

1 2 3 4 5 6 7 8 

Figure 2.9(a) Data sequence of 8 samples. 

() () () 

.5 
() 

() () 

()( 

o C) 

() ( 

c; () 
() () 

() () 

() () <) 
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Figure 2.9(b) Data sequence demonstrating the periodicity implied by 

the data sample shown in Figure 2.9(a). 

Since the data is considered to be periodic the DFT coefficients are evaluated at the 

fundamental frequency of one cycle per sequence, i.e _1_ Hz or 2" rad/sec, and the 
NT NT 

higher order hannonics. The d.c. component, or average value of the sequence, where 

(J) = 0 should also be evaluated. Therefore the points at which the frequency spectrum 

is calculated are 

2" 2" 2" 2" 01=0, -, -x2, ... -xn, ... -x(N-I). 
NT NT NT NT 

42 



Usually the DFT equation is written in the fonn 

0< n < N -1 .......... (39) 

where F(n) is the discrete Fourier transfonn off[k}, remembering that k is the index of 

measurement in the time domain and n is the index of measurement in the frequency 

domain. To reconstitute the time domain signal from the frequency spectrum the 

inverse discrete Fourier transfonn must be used the equation for which is 

0< k< N-J ......... (40) 

2.2.6 Fast Fourier Transforms 

The evaluation of the DFT is computationally time intensive due to the large number 

of multiplications involved. This number is directly proportional to NZ
, where N is the 

length of the sample being transfonned. In this application N was chosen to be 1024, in 

order to allow a good representation of the signal to be obtained, meaning that 

computational efficiency becomes an important consideration. Algorithms that are 

highly efficient have been developed that rely on the fact that the DFT includes many 

redundant calculations. These are known collectively as the Fast Fourier Transfonn 

(FFT). 

Equation 39 may be rewritten as 

N-\ 

F{n}= Lf(k)W;" ................................ (41) 
"-0 

.2" 

where W = e -J/i. As the summation proceeds various combinations of the indices n 

and k produce an equal results meaning that some values of W;" are calculated more 
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than once during each computation of a frequency spectrum. Also only N distinct 

values need to be calculated due to the periodicity of W~k . If the case when N = 8 is 

.2n l' o I -J8" -j4S0 -} 
considered, Ws = 1 and Ws = e = e =.J2 

1- . 
For convenience let A = a, then a2 = -j, a3 = -j a = -a*, a4 = -1, 

Thus, it may be seen that 

As mentioned above if the product nk is not in the range 0 < nk < 7 one of the above 

values will still result. For example if n = 5 and k = 7, then WS3S = a35 = (a 4x8
). a3 = a3

• 

If Equation 39 is expanded and written in the more convenient matrix form it may be 

represented as follows 

F(O) w.0 
8 

w.0 
8 

w.0 
8 

w.0 
8 

w.0 
8 

WO 
8 

WO 
8 

WO 
8 [(0) 

F(1) w.0 
8 

w.1 
8 

w.2 
8 w. 3 

8 
w.4 

8 w. S 
8 w. 6 

8 
w.7 

8 [(I) 

F(2) w.0 
8 

w.2 
8 

w.4 
8 w. 6 

8 w. 8 
8 W IO 

8 w. 12 
8 

w.14 
8 [(2) 

F(3) 
= 

w.0 
8 w. 3 

8 w. 6 
8 w. 9 

8 
w.12 

8 w. IS 
8 w. 18 

8 
w.21 

8 [(3) 

F(4) w.0 
8 

w.4 
8 w. 8 

8 W 12 
8 w. 16 

8 w. 2O 
8 

w.24 
8 w. 28 

8 [(4) 

F(5) w.0 
8 w. S 

8 w. IO 
8 w. IS 

8 w. 2O 
8 w. 25 

8 w. 3O 
8 w. 3S 

8 [(5) 

F(6) w.0 
8 w. 6 

8 
w.12 

8 w. 18 
8 

w.24 
8 w. 3O 

8 w. 36 
8 

w.42 
8 /(6) 

F(7) w.0 
8 

W7 
8 

w.14 
8 

w.21 
8 w. 28 

8 w. 3S 
8 

w.42 
8 W 49 

8 /(7) 
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Using the identities that were derived for the W factors the matrix may be simplified as 

follows. It can be seen that with WO always equalling unity and the other three W 

factors repeated throughout the matrix that clear patterns develop throughout the rows 

and columns. 

F(O) 1 1 1 1 1 1 1 1 1(0) 

F(1) 1 WI W2 W 3 -1 _WI _W2 _W3 l(l) 8 8 8 8 8 8 

F(2) 1 W2 
8 -1 _W2 

8 1 W2 
8 -1 _W2 

8 [(2) 

F(3) 1 W 3 
8 

_W2 
8 

WI 
8 = 

-1 _W3 
8 

W2 
8 

_WI 
8 1(3) 

F(4) 1 -1 1 -1 1 -1 1 -1 [(4) 

F(5) I _WI 
8 

W2 
8 

_W3 
8 -1 WI 

8 
_W2 

8 W3 
8 1(5) 

F(6) 1 _W2 
8 -1 W2 

8 1 _W2 
8 -1 W2 

8 [(6) 

F(7) 1 _W3 
8 

_W2 
8 

_WI 
8 -1 W 3 

8 
W2 

8 
WI 

8 [(7) 

2.2.7 Decimation in time algorithm 

In 1965 Cooley and Tukey developed an algorithm [3] that is known as the decimation 

in time FFT when applied to a series of time domain data. This avoids the computation 

of the superfluous calculations by taking advantage of the patterns in the equations and 

functions most efficiently if the size of the data series is an integral power of two. If an 

N point series of data is split into two sub-series, each with NI2 samples and the 

substitutions m = k I 2 when k is even and m = k -1 when k is odd are made into 
2 

Equation 25 then 

Since 

!f.-I fi-I 

F(n) = t[(2m)w,;mn + t[(2m + l)w~2m+l)n .(42) 

_Wmn 
- N 

2 

equation 26 may be written 
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~t ~t 

F(n) = If(2m)W;,n2 +W;tf(2m+1)W;;2 .................. (43) 
m=O m=O 

F(n) = G(n)+ W; H(n) ........................................... (44) 

Thus the N point DFT F(n) is obtained from two NI2 point transfonns, G(n) obtained 

through transfonning the even data samples, H(n) obtained through transfonning the 

odd data samples. For the eight-point transfonn the calculations for the higher order 

hannonics may be broken down as follows 

F(O) = G(O) + WsO H(O) 

F(J) = G(l) + WgtH(J) 

F(2) = G(2) + Wg
2 H(2) 

F(3) = G(3) + Wg
3 H(3) 

F(4) = G(O) + Wg
4 H(O) = G(O) - Wso H(O) 

F(5) = G(l) + WgS H(J) = G(l) - Wg
1 H(J) 

F(6) = G(2) + Wg
6 H(2) = G(2) - WS

2 H(2) 

F(7) = G(3) + Wg
7 H(3) = G(3) - Ws

3 H(3) 

This process of dividing each transfonn sequence into two is then repeated until a 

series of NI2 two point transfonns is obtained, these points being taken from the 

original raw data. This procedure is illustrated in Figure 2.10 with the single N = 8 

point transfonn on the right hand side of the diagram and the two NI2 = 4 point 

transfonns on the left. 
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Figure 2.10 DFT flow diagram 

F(O) 
F(J) 
F(2) 
F(3) 
F(4) 
F(5) 
F(6) 
F(7) 

The ordering of the sample data is derived as follows. In practice when the FFT 

algorithm is implemented to produce a frequency spectrum the starting point is the two 

point transforms. The raw data sequence is reordered into its odd and even halves and 

the DFT of the pairs of data calculated. Figure 2.11 shows the basis of the 

computations, as defined in Equation 34, where A and B are complex numbers. Thus 

each computation involves one complex multiplication and two complex additions and 

produces two output values. 

A 

B 
Wm 

- N 

A+W; B 

A- W; B 

Figure 2.11 Simple two point FFT butterfly computation 

The output values of the transform pairs are grouped into sets of four and the DFTs 

again calculated. This process of doubling up is continued until the final N point 

transform of Equation 44 is reached as illustrated in Figure 2.10. In the case used in the 

example where N = 8 three stages of decomposition, or decimation as it is known, 
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would be required to reach the situation where four two point transforms are needed. In 

general'Y stages are required where the total number of points N = 2'. 

This basic FFT process is known as decimation-in-time since it is the input time 

signals that are being divided up. The equivalent process for the reverse transform 

from the frequency domain to the time domain is known as decimation-infrequency. 

The individual calculations that make up the FFT as a whole are known the butterfly 

due to their criss-cross appearance. 

The data must be reordered and separated into odd and even groups so that the final 

output spectrum is in the correct harmonic sequence. A trick for achieving this is to 

convert the index numbers of the data into binary notation and reverse the order of the 

binary digits in each number. This is known as "bit-reversed" and is performed at each 

stage of decimation. By comparing Figure 2.10 with Table 2.1 below it may be seen 

how reversing the order of the binary digits in the index number of the samples 

achieves this. 

Index (k) 
o 
1 
2 
3 
4 
5 
6 
7 

Binary number 
000 
001 
010 
011 
100 
101 
110 
111 

Bit-reversed binary 
000 
100 
010 
110 
001 
101 
011 
111 

Table 2.1 Illustration of bit reversal process 
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Bit reversed index 
o 
4 
2 
6 
1 
5 
3 
7 



Care must be taken to ensure that N is a whole number power of two otherwise a three 

point transform will be required at the end of the computation, thus reducing the 

efficiency of the transform. If for some reason a series of samples is encountered that 

does not comply with this then it is possible to pack the data with zeroes at the start 

and finish edges so that a sample length equalling a whole power of two is obtained. 

As mentioned before calculating a DFT spectrum requires N2 complex calculations. At 

each stage of decimation of the FFT NI2 multiplications are required to produce the 

transform values for the next stage or the final spectrum. Since there are /og2N stages 

of decimation the number of calculations required to produce an N point DFT using the 

FFT algorithm is ~ log2 N. Examples of the savings made in terms of the percentage 

reduction in the number of multiplications that are required when the FFT is used 

instead of the DFT are shown in Table 2.2 below. As can be seen this is quite 

significant and increases as the sample size increases. 

N 
Number ofDFT Number ofFFT 

Percentage saved 
multiplications multiplications 

8 64 12 84% 

32 1024 80 92% 

256 65536 1024 98.5 % 

1024 1048576 5120 99.5% 

Table 2.2 Illustration of the reduction in calculations between DFT and FFT 
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2.3 Windowing 

When a sequence of data points has been obtained through the sampling of a continuous 

signal, effectively a rectangular window of uniform strength has been placed over a 

portion of that signal and all values outside the sampled portion are made equal to zero. 

The sampled data, x(n), represents the product of the original signal, sen), (over all time) 

and the magnitude of the window function in time, wen), 

x(n) = sen ).w(n ) .............................................. ( 45) 

The frequency spectrum produced by the FFT analysis of the sampled data is modified 

according to the convolution of the Fourier transform of the window and the Fourier 

transform ofthe original signal 

N 

X(n) = IS(k).W(n -k) .................................... (46) 
kz-N 

where X(n) is the component of the complex DFT spectrum at frequency n, S(k) is the 

component of the true DFT spectrum at frequency k, and Wen) is the element of the DFT 

spectrum of the window at frequency n. 

The process of sampling with the rectangular window introduces discontinuities at the 

start and finish in the frequency components whose periods do not exactly fit into the 

window. When Fourier Transforms are taken the consequence of this is the spectral 

leakage of the power associated with one frequency into other frequency values. The 

result of this is that the impulse functions representing the amplitude of a pure harmonic 

tone are distorted into sampling functions. By altering the weighting of the coefficients of 

the sampling window the discontinuities can be nullified by tapering the values of the end 

points towards zero and its Fourier transform can be adapted to gain the most beneficial 
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and accurate results when the FFT analysis is performed [4]. A number of windows, 

which incorporate a single or a summation of raised cosine functions, were applied to the 

data series during processing to determine which had the most beneficial effect on the 

results. A Hanning window comprising of 64 points is shown in Figure 2.12. 

~o· 

0. 9 

O. 8 11111 
O. 7 

0. 6 

0. 5 

0. 4 

O. 3 

0. 2 

0. 1 
._1111 

0 10 20 30 40 50 60 H 

Figure 2.12 64 point Hanning window. 

The equation for calculating the Hanning window is: 

N 

X(n) = IS(k).W(n - k) .................................. ( 47) 
k =- N 

As mentioned before, when spectral leakage occurs the infinitely narrow spectral 

components spread out into sampling functions and the side lobes of these functions that 

extend into other frequencies may be considered as undesirable noise. The transform of 

the window in the frequency domain may be considered as a broadband filter and a 

convenient measure of the amount ofleakage is the equivalent noise bandwidth (ENBW) 
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of the window. This is the width of a rectangular filter with the same peak power gain 

that passes the same noise power as the window function in question . A good window 

will have a low noise bandwidth, which is achieved by reducing the side lobe amplitudes. 

It is possible to compare the amount of spreading caused by different windows through 

calculating their ENBW. 

The processing gain caused by the application of a particular window is defined as the 

ratio of the signal-to-noise ratio after windowing to the signal to ratio before windowing. 

This depends upon the shape of the window and is closely linked to the ENBW. The taper 

reduces the signal power present in the reSUlting spectrum giving a processing loss, while 

the presence of the side lobes increases the noise bandwidth. Scalloping loss, or picket 

fence effect, also has an effect on signal detection. The windowed Fourier Transform may 

be considered as a series of matched filters that are multiples of the first harmonic 

component. The frequencies at which these occur are the output points of the spectrum, 

also known as the transfonn bins. The scalloping loss is the reduction in processing gain 

caused through sharing the energy of a frequency component that occurs midway 

between two bin frequencies between adjacent harmonics. The amplitude density 

spectrum obtained when a signal with constant spectral density is transformed is 

illustrated below. As shown in Figure 2.13 it can be seen that the main lobes occurring at 

the harmonic frequencies have a finite width and that a frequency such as fnh not 

coinciding with a harmonic multiple cannot be represented directly. This problem may be 

overcome by careful choice of the sampling frequency. However, when monitoring 

rotating shafts that have constantly varying speeds of rotation this is not possible. The 

losses may also be calculated and used to compare different windows. 
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Figure 2.13 The amplitude density spectrum for a signal of constant spectral density 

The Hanning window is a member of the cosa (X) family of windows whose shape 

depends upon the value of a, where a is normally an integer. a is equal to two in the case 

of the Hanning window. The benefits of this type of window include the ease of 

calculation and the ease of predicting the properties of the function in the DFT. As a 

increases the window becomes smoother, which gives smaller sidelobes but increases the 

width of the main lobe in the transform. 

It is possible to rewrite the Hanning window function as the sum of a number of 

sequences. This summation may be more easily recognised by considering the DFT of the 

original function: 

W (0) = O.5D(0) + O.25[ D( 0 - ~ ) + D( 0 + ~ ) ]... ................. ( 48) 
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where: 

sin[ N 8] 

D(O)=exp( + j~) . ( r······································(49) 
sm -8 

2 

Considering Equations 48 and 49 the 0.5D(9) term in Equation 48 may be recognised 

as sampling functions produced by the transform of the constant 0.5 samples and the 

pair of translated functions those of the single cycle of cosine samples. The translated 

transform components are centred about the first zero value of the centre function and 

have half the magnitude of the centre function. Also the sidelobes of the translated 

functions also have half the magnitude of, and are in opposite phase to, the centre 

function meaning that when the three functions are summed the side lobe structure 

tends to be cancelled out. This is illustrated in Figure 2.14. This technique of sidelobe 

cancellation can be fine tuned by adding more harmonic terms and by altering the 

weighting of the translated functions to achieve a higher degree of cancellation than 

that possible with the Hanning window. Two windows that offer such improvements 

on the Hanning windows are the Hamming and the Blackman windows. 
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Figure 2.14 Transfonn of Hanning window as swn of three functions. 

The Hamming window is constructed by altering the weighting coefficients of the 

Hanning window so as to achieve greater sidelobe cancellation. The general equations 

governing the windows and their transfonns are: 

w(n) = a +(I-a)cos[2: n ]. .................. ( 50) 

W(II) = aD(II)+o.5(I-a{ D(II- Z:)+ D(II+ z: )].. ..... (51) 

The Hamming window is constructed by letting 0.=0.54 and an improvement in sidelobe 

cancellation is achieved over the Hanning window. 

As shown in the equation above the transfonns of the Hanning and Hamming windows 

are the summation of three shifted sampling functions. More complicated windows may 

be calculated by using functions with more components derived from higher order 

harmonics. Examples of this are the three coefficient Blackman window and the four 
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coefficient Blackman-Harris or Kaiser-Bessel window. The general equation of the four 

tenn window is: 

w(n) ~ao -a, cos( ~ n )+a, cos(~ 2n )-a, cos( ~ 3n) ...... n ~O.1.2 ... ·.N -1...(52) 

where the coefficients are chosen to achieve a minimum sidelobe level. The adverse 

consequence of this sidelobe reduction is the increased width of the centre lobe as the 

number of coefficients increases. 

Highest Sidelobe Coherent ENBW 3dBBW Scallop Worst case 

Window sidelobe fall off gain (bins) (bins) loss (dB) process 
(dB) (dB/oct) loss (dB) 

Rectangular -13 -6 1.00 1.00 0.89 3.92 3.92 
Hanning -32 -18 0.50 1.50 1.44 1.42 3.18 
Hamming -43 -6 0.54 1.36 1.30 1.78 3.10 
Blackman -58 -18 0.42 1.73 1.68 1.10 3.47 
Blackman-Harris -61 -6 0.45 1.61 1.56 1.27 3.34 
3 tenn 
B lackman-Harris -92 -6 0.36 2.00 1.90 0.83 3.85 
4 tenn 

Table 2.3 Comparison of figures of merit for various windows 

The values of the various figures of merit, as calculated by Harris [4], for different 

windows are shown in Table 2.3 for the purposes of comparison. The most important 

figures to our application are the sidelobe attenuation and the width of the central lobe 

indicated by the 3 dB bandwidth of the central lobe. The other figures relate to the 

computational efficiency of the overall window and do not affect its ability to resolve 

individual frequencies directly. It can be seen that the Hamming window appears to 

have superior characteristics to the Hanning window with a lower sidelobe level but 

narrower level central lobe. The Blackman window and the Blackman-Harris groups 

have a lower sidelobe level still but a wider main lobe. 
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Fast Fourier Transform analysis was carried out on input signals of varying quality with 

the different windows applied after sampling to see if there was any discernible 

improvement in the results and whether the results obtained in practice matched the 

figures given above. 
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Chapter 3 

Rotation Monitoring 

In Chapter 1 the historical development of and the market situation for systems that 

measure the rotational speed and torque characteristics of shafts was discussed. In this 

chapter the operation of the sensors and their integration into large-scale industrial 

systems is reviewed. Some commonly used systems for monitoring other 

characteristics associated with rotation such as vibration as well as some novel devices 

for torque measurement currently being developed are also described. 

3.1 Devices for measuring speed of rotation 

3.1.1 Tachometers 

The most common form of rotation monitor that is found in the world today is the 

vehicle speedometer. Most commonly these are variable magnetic reluctance devices 

and function by means of electromagnetic induction. The reluctance of a magnetic 

circuit is affected by the rotation of a ferromagnetic disc that rotates at an angular 

velocity proportional to that of the wheel. This produces an electromotive force in an 

electrical coil that powers a galvanometer connected to the indicator needle. This 

principle is employed in tachometers used in many other applications. However, the 

accuracy of these sensors is highly frequency dependent with typical outputs being in 

the order of millivolts at low speeds but potentially rising to 100 V at speeds above 

100 mph. This means that the electronic instrumentation required for detection is 

vulnerable to electromagnetic interference at low speeds. 
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Anti-lock braking systems, which seek to stop cars skidding by sensing when a wheel 

has locked up and then releasing and reapplying the brakes, are being fitted as standard 

to high performance cars. The natural immunity of optical systems from usual 

electromagnetic interference has prompted their use in devices being developed for 

detecting the angular speed of the wheels. One such device, a magneto-optical 

tachometer [1], uses a plastic optical fibre to transmit light from an LED to a photo-

detector via a sensor head that causes the light to modulate as the magnetic inductance 

of a rotating ferromagnetic disc changes. The tachometer can measure wheel speed 

from 0 to 300 kph. The rotating ferromagnetic disc has 46 non-ferromagnetic cylinders 

inserted symmetrically near its outer edge to cause this change in inductance, with 46 

being the standard number of pulses per wheel rotation in current ABS systems. 
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Figure 3.1 Magneto-optical tachometer sensor. 
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As can be seen from Figure 3.1 the sensor head consists of a polycrystalline plate 

mounted between two polarizers through which light from an LED source is directed 

to a photodiode detector. When the non-ferromagnetic discs are level with the pole 

pieces the magnetic field is coupled through the sensor head. The polycrystalline plate 

acts as a Faraday rotator so the plane of polarisation of the light beam is twisted when 

exposed to the magnetic field. When the pole pieces are opposite the ordinary iron disc 

the sensor is shielded from the field so no light passes through the sensor. This causes 

the light intensity to be modulated as the disc rotates. 

3.1.2 Rotation sensors incorporating optical fibres 

A number of systems incorporating optical fibres have been developed that monitor 

rotating shafts on smaller pieces of machinery that are commonly found in factories 

and other situations all over the world. Some systems have been developed that utilise 

optical fibres to illuminate the rotating shaft and then process the reflected light to 

determine the frequency of rotation. A commercially available unit designed for 

monitoring timing and phase reference data [2] during the testing of motors and 

transmission systems uses a high resolution infrared fibre optic sensor with a 

bandwidth of 50 kHz to measure shaft speed. The passing of machined marks 

modulates the optical signal and enables the correlation of the instantaneous dynamic 

motion of the shaft at various points along its length. This system is particularly useful 

for balancing the operation of shafts with unwanted vibrations. 

A non-contact fibre-optic sensor for measuring the twist and speed of rotation of a 

shaft has been developed by NASA [3] as shown in Figure 3.2. The beam from a 

helium-neon laser is coupled into two multi-mode optical fibres using a bi-directional 
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coupler. Graded-index lenses on the ends of each fibre focus the light onto the shaft at 

two separate points along the axis of the shaft where reflective spots have been applied 

to the surface. As the spots on the shaft pass through the laser beam the graded-index 

lens captures pulses of light and bi-directional couplers at each lens allow the reflected 

light to be transmitted along a second optical fibre to a photodiode. The electronic 

signals from the photodiodes are digitised and stored for analysis by microprocessor. 

The speed of rotation is calculated from the period of the pulses of reflected light and 

the twist is calculated by multiplying the delay between the pulses from the two 

separate spots by the speed of rotation. The system was tested on a phenolic resin 

shaft 1.22 m long by 12.7 mm diameter rotating at 19.67 Hz and angles of twist 

between 0.005° and 10° were detected. The authors reported that increasing the 

sampling rate improved the resolution and decreasing the spot size of the focused beam 

increased the accuracy. 
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Figure 3.2 Overview of shaft rotation monitoring system. 
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The manner in which an optical-fibre is used to transmit a light signal onto the surface 

of a rotating shaft and return the reflections to a photodiode for electronic processing is 

similar to the basic procedure used in our own project. The components required here 

though, such as the ReNe laser and the GRIN lenses, are more costly, more fragile and 

less easy to deploy than those used in our set-up. However the main difference is that 

our system determines rotational velocity and torque through processing the reflection 

of the surface profile rather than detecting differences in the periods of rotation of the 

reflective spots. Any vibrational movement of the spots caused by vibrations acting on 

the shaft or machinery will cause uncertainty in the calculation of the speed of rotation. 

With the use of Fast Fourier transforms as in our system the vibrational signals, which 

are typically at very low frequencies, may be filtered out. One drawback with the Fast 

Fourier transform method is that at least two complete periods of rotation must be 

present in each set of samples meaning that the rate of refreshment of the results is 

slower. 
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Figure 3.3. End on view of shaft motion analysing system. 
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Another shaft monitoring system to monitor the motions of a turbopump [4] that 

utilises optical fibres has been developed by NASA and is shown in Figures 3.3. It is 

capable of measuring axial and lateral vibrations as well as speeds of rotation up to 

200,000 rpm. The system involves two optical sensors positioned so as to co llect light 

reflected from eight reflective isosceles triangles attached to the shaft. The triangles are 

orientated with their bases aligned along a circumference of the shaft, as shown in 

Figure 3.4, so that they pass long ways underneath the pair of probe heads. The probe 

heads consist of two optical fibres pointing at the circumference of the shaft, one 

verticall y from above, the other horizontally from the side. The frequency of passage 

of the triangles deternlines the speed of rotation of the shaft. Axial vibrations are 

detected from changes in the periods of passing of the individual triangles; radial 

vibrations are detected by changes in the ratio of the intensities of the signals collected 

at the two sensor locations. 
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Figure 3.4, View of a section of the shaft surface showing patterns as seen by sensors 
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As with the previous system this system is similar to ours in that it uses optical-fibres 

to transmit a light signal to the shaft under investigation and return the reflected signal 

to opto-electronic circuitry for processing. The system appears to use simple 

components whilst having been designed to operate on a specific machine. The eight 

reflective triangles must be located extremely accurately meaning that retro-fitting the 

sensors to machines already in operation would be extremely time consuming and 

difficult in situations where accessibility is restricted. Also the reflectivity of the 

triangles would be greatly affected by dirt or oil contamination. The system as reported 

does not have a torque measurement capability although this could be achieved using 

another sensor located at a different axial position if the necessary processing 

algorithms were developed. 

3.1.3 Laser Doppler velocimeters and vibrometers 

With the advent of affordable and portable lasers a solution to the problem of gaining 

accurate information on vibrating surfaces located in hostile environments or in 

situations where the surface is rotating or extremely hot so that traditional sensors 

cannot be attached has been provided. This has been achieved through optical 

metrology relying on the principle of laser Doppler velocimetry (LDV) [5]. Portable 

instruments have been devised [6], [7], meaning the time intensive task of attaching 

transducers is unnecessary and higher frequencies may be monitored since contact 

resonance problems associated with transducer fixing are avoided. The Bruel & Kjaer 

device [7] is capable of measuring the velocity of rotation but requires the application 

of a specially textured reflected tape or paint to the surface being monitored. Other 

LDV set-ups mentioned may also be used to measure speed of rotation. 
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Figure 3,5. Laser vibrometer optical configuration. 

The technique involves the measurement of the Doppler shift in the laser light back-

scattered from the surface under investigation. On mixing this with a reference beam 

on a photodiode surface a time resolved vibrometer output proportional to the modulus 

of the target surface velocity is produced. In order to measure rotational velocity the 

surface irregularities that cause the back-scattered reflections must be rapidly replaced 

within the beam spot so that the speckle pattern on the photodiode moves. This causes 

Doppler frequency broadening to occur, which may be used to measure the velocity of 

the surface of the shaft. Figure 3.5 illustrates one possible configuration utilizing a 

Michelson interferometer configuration where the laser beam is split into two parts that 

illuminate the target and the reference surface. Unless the reference beam is frequency 

shifted only the amplitude is provided and the direction of the surface movement is left 

ambiguous. This ambiguity is overcome by frequency shifting the reference beam 

providing a carrier frequency that is then modulated by motion of the target surface. 

Methods for providing the frequency shift include the use of Bragg cells [8], rotating 

diffraction gratings or rotating scattering discs [7], or reflective piezoelectric elements 

[6]. A system using a laser diode with a self-mixing effect has been developed [9]. In 
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this a small proportion of the back-scattered light is returned into the laser diode where 

it mixes with the original wave and the Doppler shift is detected by a photodiode 

within the laser diode. 

A fibre optic laser Doppler velocimeter for analysing three-dimensional fluid flows 

such as those found in the demanding environment posed by turbomachinery has been 

reported [10]. A robust probe consisting of three optical fibre channels oriented at 

different angles relative to the axis of the probe is capable of accessing the constricted 

space available. Two Doppler difference channels are used to measure the transverse 

velocity components and a reference beam channel is used to measure the on-axis 

velocity component. 

Laser speckle pattern analysis may also be used for vibration monitoring since it has 

the advantage of providing a non-contact method and also may be used to cover a 

larger surface area. A system for vibration monitoring of engineering structures 

combining the techniques of laser Doppler velocimetry and laser speckle pattern 

interferometry has been developed [11]. The laser velocimeter and the laser speckle 

pattern interferometer utilize a shared reference arm and a shared piezoelectric phase 

modulator. Thus automatic heterodyning is achieved and the system is insensitive to 

out-of-axis motion. 

Since all these sensors rely on interferometry the set-ups are technically difficult to 

implement and consequently expensive. If the system is to be portable a robust 

instrument must be produced, such as that of Bruel and Kjaer [7], but simpler 

technologies such as ours may be employed at a fraction of the price. It is usually 
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necessary to coat the surface being monitored, which might not always be accessible, 

with the proprietary reflective coating. 

3.1.4 Torsional vibrometers 

The measurement of torsional vibrations has long been of interest for monitoring the 

instantaneous motion of vibrating surfaces. Although torsional vibrometers provide no 

direct information concerning rotational velocity or torque their application to rotating 

shafts is of particular interest and much effort has been devoted to providing a reliable 

non-contact solution. Initially systems were developed that relied on monitoring the 

passing of slotted discs or toothed wheels connected to the rotating shaft and the signal 

obtained from these was demodulated to give data about the torsional vibrations 

occurring. These systems had low dynamic range and suffer from noise problems if the 

method of fixing of the transducers causes them to vibrate as a solid body with the 

rotating shaft. Non-contact methods were developed that used either bulk optic sensors 

or magnetic transducers but as with the velocimeter the advent of the laser provided an 

ideal coherent light source. 

The laser torsional vibrometer, based on the Doppler effect, developed by Halliwell 

and Eastwood [12] provides an accurate method of overcoming these problems and 

measuring torsional vibrations on any visible part of a rotating specimen. The system 

is insensitive to translational vibrations of the rotating specimen or of the laser and 

transducer part of the instrument. Also the system can function with any cross

sectional geometry of shaft. A system based on this technique is commercially 

available from Bruel & Kjaer [13]. This purely optical set up uses a low power laser 
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for illumination and a Michelson interferometer is effected using a beam splitter and a 

mirror as shown in Figure 3.6. 
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Figure 3.6. Laser Torsional Vibrometer: optical geometry. 

Light is backscattered from two parallel laser beams and is collected by a photodiode. 

The backscattered light undergoes Doppler shifts and when the beams are combined on 

the surface of the photodiode heterodyning takes places and the signal from the 

detector is modulated at the frequency difference of the two beams. The two rotational 

velocity components cancel each other out leaving the torsional vibration value that is 

known as the beat frequency. Solid body vibrations of the shaft do not affect the output 

since equal shifts are generated from this form of vibration. This system has been 

tested [14] on heavy marine diesel engines that require a damping device to be fitted to 

the crankshaft in order to limit the growth of excessive vibration at torsional 

resonances. The correct running of the engine can be checked and thus used to 

diagnose impending failure in the dampers avoiding the need for downtime necessary 

with traditional maintenance procedures. 
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Figure 3.7 Set up of fibre optic torsional vibrometer in differential mode. 

A fibre optic vibrometer has also been reported [15]. The implementation is shown in 

Figure 3.7 and uses a Michelson interferometer arrangement consisting of two single 

mode fibres with collimating heads on their ends directing beams derived from a 1.5 

mW laser onto the shaft separated by 12.55 mm. The heads collect the back-scattered 

light and the signals from the two fibres are coupled into one fibre, the output from 

which is focused onto a photodiode. The output signal from the photo diode is 

amplified and analysed using a spectrum analyser. The fibre optic set-up has the 

obvious advantage over the bulk optic version is that it can be employed in 

inaccessible locations as well as not requiring direct line of sight. 

As with the bulk optic instruments the backscattered light is Doppler shifted at a rate 

proportional to the angular frequency of the rotating object, the beam separation and 

the wavelength of the laser light. This method, as shown in Figure 3.7, is known as the 

differential mode of operation. 
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Figure 3.8 Fibre optic torsional sensor in reference mode. 

A second mode of operation was also tested, known as reference mode, as shown in 

Figure 3.8, that has the advantage of needing significantly less optical power. In this 

set-up two reference beams were used to form separate interferometers and the 

torsional beat frequency is obtained by electronically combining the two separate 

frequency shifts. 

Torsional vibrometers are not directly comparable with our sensor since they do not 

directly measure angular velocity or torque. The Bruel and Kjaer instrument is clearly 

impressive but it as also expensive. The sensors involving optical-fibres are difficult to 

set up, requiring careful alignment and coupling of the monomode fibres and the 

application of textured reflective tape to the surface of the shaft. The use of 

interferometry increases the cost of the sensor due to its complexity and susceptibility 

to vibration. 
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3.1.5 Commercially available optical systems 

Despite the amount of research being perfonned into fibre optic rotation sensors it is 

hard to track down any of the speedometer or tachometer type that is commercially 

available. In their extensive survey on the general subject of fibre optic sensors [16] 

Dakin and Culshaw mention three such devices. Optech Inc. are listed as offering a 

tachometer using a remote chopper and reflector system, Aurora Optics Inc. offer a 

tachometer using a remote shaft encoder and Polytech Gmbh offer a laser Doppler 

velocimeter. However, none of these companies offers details of these in their current 

sales literature. Therefore it must be assumed that any fibre optic rotation sensors in 

commercial use are either in set ups designed in-house or possibly as a constituent part 

of a larger industrial system. One such example is a project at the Harbin Electric 

Machinery Company [17] in which fibre-optic sensors are used to monitor the oil 

pressure in the thrust bearings of a large generator shafts. 

A major commercial use for fibre optic sensors is the application of fibre optic 

gyroscopes to motion sensing and navigation [18]. Honeywell manufactures fibre optic 

gyroscopes that are operating on the Boeing 777 and on Domier commuter aircraft and 

Hitachi was producing 3000 fibre optic gyroscopes per month in support of automobile 

navigation systems. JAE has installed fibre optic gyroscopes on remotely piloted 

helicopters, on lawn mowers for sports fields and on robots for cleaning floors in 

shopping centres. 

Some optically based rotation monitoring systems are commercially available but these 

do not employ optical fibres. An optical pickUp sensor that consists of an LED and a 

phototransistor mounted in a stainless steel case on a flexible cable is used for 
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diagnosing vibration and balance problems [2]. The detector must be fixed over a 

marker such as a notch, keyway, hole or reflective spot on the rotating shaft and this 

generates a voltage pulse that is used as the reference signal for speed and frequency 

measurements. If used in conjunction with sensors at other points along the shaft the 

instantaneous dynamic motion may be calculated from these measurements. This data 

may be used to analyse the running of the system and any necessary remedial 

adjustments to the balance may be performed and the system checked again. 

As described in the previous section Bruel and Kjaer successfully market their laser 

velocimeter [7] for monitoring vibrating surfaces and their torsional vibrometer [13] 

for monitoring torsional vibrations in rotating shafts. Dantek have also marketed a 

torsional vibrometer [19]. These are purely free space optical devices but, as Liu, 

Berwick and Jackson have demonstrated [15] the possibility exists for them to be 

adapted to operate with optical fibres. 

3.1.6 Fibre optic systems monitoring industrial rotating machinery 

Fibre optic sensors offer advantages over conventional sensors in locations where 

electromagnetic interference is a significant problem. Such locations include power 

stations and areas close to heavy-duty machinery and examples of fibre optic sensors 

being introduced for use in such locations have been reported. An optical 

accelerometer has been developed and tested [20] in order to monitor and measure 

vibrations to a high degree of accuracy in hydroelectric power plants. As shown in 

Figure 2.9, this is set up in an interferometric configuration and the compactness and 

the inherent immunity from electromagnetic interference of the system make it ideal 

for this application. 
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The sensor consists of an opto-mechanical transducer head, optical fibres and an 

electronic processor. The seismic mass is supported by two parallel strips of brass and 

for optimum sensitivity the resonant frequency must be in the region of the upper level 

of the frequency of vibration. In the optical system the beam from a He-Ne is launched 

into a silica block via a polarisation preserving monomode fibre and a graded index 

lens. The beam is split into two equal parts by a diffraction grating and these beams 

recombine after internal reflection in the block on another grating that is attached to 

the seismic mass. The fringe pattern created by the superposition of the two beams 

moves with the vibration of the block and produces a beam that is reflected through the 

block. The two multi mode fibres collect the beam and variations in the relative 

strength between the two transmitted signals may be processed to extract the frequency 

of vibration of the system. This information may be compared to known existing data 

to check that the machinery is running consistently. 
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The development of another fibre-optic sensor for use in an electric power station as a 

monitor on a hydro-generator has also been described [21] from the initial fabrication 

of the sensor right through to its in situ testing. This simple device uses an optical fibre 

as a cantilever and has no seismic mass. The transducer requires only simple electronic 

processing for detecting the intensity modulation and then applies compensation 

techniques, which provide good stability and accuracy. 

3.2 Torque Sensors 

As far as industrial torque sensors are concerned "non-contact" is taken as meaning 

that there is no physical connection between the rotating shaft and the stationary 

outside world. The most common forms of non-contact systems available involve 

inserting a shaft of known flexibility with strain sensors already attached into the drive 

assembly [22]. It is possible that a strain sensitive transducer may be bonded to the 

surface of the shaft or that the shaft surface be covered with a strain sensitive coating 

but systems such as these are liable to contamination or corrosion in industrial 

situations. 

The transducers used may be highly sensitive and accurate but difficulty occurs in 

passing the output signal to the outside world. Commonly a slip ring is attached to the 

shaft and the signal transmitted to the control unit via brush contacts [23]. This process 

is susceptible to electromagnetic interference with regular maintenance being required. 

Friction losses, which also cause heating and the inherent mass of the rings may limit 

the maximum speed of the system. At present there exist two main alternatives to 

overcome the problems inherent with slip rings. One solution involves rotary 

transformers linked by inductive transmission [23]. The signal from the strain gauge is 
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encoded into an ac voltage signal that excites the primary coil wrapped around the 

shaft. The secondary coil is fixed in position around the rotating shaft and receives the 

signal which may then be decoded. Similar systems using radio telemetry have also 

been developed whereby the encoded data from the strain gauges is transmitted to the 

control box by a VHF radio signal [2]. These systems are complicated and the need for 

electronic filtering during the decoding of the signals limits the bandwidth of the 

system. 

As mentioned in the previous chapter another approach is to measure the torsional 

deflection over a given length of shaft through monitoring changes in the relative 

phase of signals collected at either end of the shaft. This method, the basis of the 

system developed in this project, avoids the problems of contamination and corrosion 

through the benefit of remoteness and the lack of any direct contact with the shaft 

whatsoever. Several other non-contact optical techniques have been developed 

profiting through having immunity from electrical noise, low mass and high 

bandwidth. These systems, being totally non-contact, are capable of being retrofitted 

whereas with the strain gauge type systems often it is impracticable to insert or apply 

the sensors into an existing system due to lack of space or the inaccessibility of the 

rotating parts. This means that the utilisation of optical and fibre optic systems can 

open up new areas of possible use in challenging environments. 

3.2.1 Sensorless control of induction motors 

Whilst the aim of this project has been to develop a sensor for the measurement of 

torque there is much research activity aimed at developing "sensorless" control of 

induction motors [24]. This involves using high speed microprocessor based sensing 
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and control of the stator and rotor currents in conjunction with a highly accurate model 

of the motor behaviour. 

The DC motor was the original workhorse in many industrial applications such as the 

powering of mixers, pumps and production line drives where variable speed and torque 

control is required. The control is achieved through varying the armature and field 

currents. However the use of brushes with the commutator means that periodic 

maintenance is required and DC motors being unsuitable for use in explosive or 

corrosive environments. Also their operating speed is limited and encoders are needed 

to provide positional feedback. DC motors have now largely been replaced following 

the development of controllable AC induction motors that can emulate the operation of 

DC motors but offer greater economy and robustness. The most common AC drives 

use pulse width modulation where the constant AC supply input is rectified, filtered 

and then reconverted into a signal of variable voltage and frequency. Using 

microprocessor management in conjunction with sensors giving feedback on angular 

speed and position accurate control of the motor speed and torque may be achieved. 

Systems are commercially available [25] but have to be specified in advance to meet 

the desired purpose and there is little chance for retrofitting. Further developments of 

the technology have been reported [26]. 

Now more advanced "sensorless" control systems are being developed to control speed 

and torque of the shaft [24] that use models of the motor performance through accurate 

knowledge of stator resistance, mutual inductance, and motor inertia and take into 

account factors like temperature compensation. This is achieved without any external 

shaft mounted transducers and is known as direct torque control [27]. 
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3.2.2 Strain Gauges 

Strain gauges are devices whose electrical resistance varies in proportion to the amount 

of strain exerted on the device. The most common type of strain gauge is the bonded 

metallic strain gauge that consists of a very fine wire or metallic foil arranged in a grid 

pattern as shown in Figure 3.10. Piezoresistive semiconductor materials are also used. 

The cross sectional areas of the metallic grids are kept as small as possible to minimise 

the effects of shear strain and Poisson strain. The grid is bonded to a thin carrier 

backing that is either bonded directly to the shaft being monitored or to a shaft of 

known shear modulus that is then inserted into the drive system 

Since strain measurements normally involve very small measurements, typically a few 

millistrains, very sensitive and accurate measurement techniques are required. To 

assist in avoiding the effects of temperature drift a modified version of the Wheatstone 

bridge is used with a current or voltage excitation source. To achieve the greatest 

sensitivity the gauges are mounted on the shaft in pairs orientated at right angles to one 

another and at 45° to the axis of the shaft. Thus one gauge experiences the maximum 

tensile strain, the other the maximum compressive strain. 

The fact that the transducers need bonding to the surface of the shaft means they are 

awkward to retrofit to existing machinery if the shaft to be monitored is contaminated 

in any way or in an a confined locations. They are not capable of measuring rotational 

velocity so a separate sensor is required to monitor this. In environments subject to 

electromagnetic interference a low signal to noise ratio can limit the sensitivity of the 

sensors and the switching of heavy loads can cause electrical spikes resulting in 

instability of the output of the system. Also the need to transmit the output signal away 
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from the sensor using slip rings or a non-contact transmission method adds greatly to 

the cost of the system. 

-~ ... Irt.... tabs 

carrier 

Figure 3.10. A bonded metallic strain gauge. 

3.2.3 Optical torque sensors 

An optical torque sensor for monitoring rotating shafts developed by Sensor 

Technology is commercially available [28]. This functions by measuring the light 

transmitted through a pair of gratings attached to the surface of the shaft as shown in 

Figure 3.11. The sensor consists of two overlapping discs with the segments that fonn 

the grating positioned on the shaft so that at zero torque the opaque segments in one 

disc are half obscured by the dark segments in the other disc. Light from a stationary 

source passes through the segments as the shaft rotates and is detected by a photocell. 

As the torque applied to the shaft is varied the amount of overlap varies thus altering 

the current produced by the photocell. This set-up has benefit of providing bi

directional detection and avoids non-linearity in the photocell output at low levels of 

illumination. These devices require fixing in line with the shaft being monitored 
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meaning that they are unsuitable for retrofitting since the system would have to be 

modified to accommodate it. Also if used in industrial locations dirt or oil could 

contaminate the opaque segments causing errors in the results. 

Figure 3.11. An optical grating torquemeter. 

In his article on torque measurement [29], published in 1989, Graham Reed describes a 

number of systems, some of which have reached the market place. A system involving 

optical fibres and a bi-directional coupler was described; the change in phase in signal 

modulations produced by reflective segments at one end of the shaft and a pair of 

polarisers, one fixed, one rotating, at the other end were monitored. Reed mentions a 

number of systems developed prior to the increasing popUlarity and commercial 

viability of lasers and fibre-optics in the late 1980s. For instance Simmonds Precision 

marketed a system measuring the change in phase difference between light signals 

reflected from a series of reflective strips fixed on either end of the shaft and a similar 
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system developed by Peirson in 1980, which monitored just one spot on either end of 

the shaft. 

Reed noted that as early as 1962 Kresek and Tiefermann reported a system developed 

by NASA [30] used for research into rocket pump and turbine design, capable of 

monitoring operating speeds of rotation up to 50,000 rpm. It involved a complicated 

optical set up illuminating two reflective surfaces at either end of the shaft. As the 

shaft rotated a reflected spot was deflected with increasing torque. He also mentioned a 

Diffractographic Torque Sensor reported in 1972 by Prior et al [31]. Two halves of a 

slit were attached to opposite ends of a torsion bar and illuminated by monochromatic 

light. As the bar twisted the two parts of the slit move with respect to each other 

thereby varying the resultant diffraction pattern with applied torque. 

The system reported by Madzer that was also developed by NASA [3], which has been 

mentioned previously as a method for measuring rotational velocity, is also capable of 

measuring torque. It achieves this by measuring changes in the time delay between the 

sensing of reflective marks fixed at either end of the shaft. Optical fibres are used to 

transmit the light signal. In another system a miniaturised sensor operating on a similar 

principle has been developed [32]. The sensor unit is compact having dimensions of 

only 50 x 15 x 2 mm and consists of photodetectors, laser diode source, a glass 

integrated optical chip and ball lenses for collimating and beam focusing. The beam 

from the laser diode is directed onto the machined marks on the shaft surface by the 

integrated optical chip and torque is detected by changes in the phase shift of the 

output signal. 
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3.2.4 Surface acoustic wave sensors 

Surface acoustic waves, also known as Rayleigh waves after their discoverer, travel 

over the plane boundary between an elastic half-space and a vacuum, or a sufficiently 

rarefied medium such as air. Surface acoustic waves are mechanical, i.e. acoustic, 

rather than electromagnetic in nature and their amplitude decays rapidly with depth 

into the solid. A proven system is commercially available [33]. 

Interdigital fingers 

Acoustic absorber 

Wavelength of 
centre frequency 

Piezoelectric substrate 

Figure 3.12 Surface acoustic wave torque sensing transducer (Taken from [33]) 

The SAW transducer consists of two arrays of thin metal electrodes deposited on a 

piezoelectric substrate such as quartz. The electrodes are positioned, as illustrated in 

Figure 3.12, like interlocking fingers at a spacing of Yz or Y4 of the wavelength of the 

central operating frequency of the excitation signal that is applied across the 

electrodes. The complete transducer set-up must then be bonded onto the surface of 

the shaft, which is often unmanageable in locations where space is restricted or the 

81 



shaft is contaminated. As is shown in Figure 3.13 two transducers are bonded to the 

shaft at an orientation of 45° to the axis of the shaft and 90° to each other. The 

transducers operate similarly to traditional strain gauges with each detector forming 

part of an oscillator circuit whose natural resonance frequency depends on the 

dimensions of the transducer, temperature and also the strain present in the shaft. As 

the shaft is twisted one element becomes longer, so that its natural frequency 

decreases, while the other becomes shorter, so that its natural frequency increases. The 

difference between the natural frequencies determines the amount of strain. The 

excitation and output signals of the transducers are transmitted by non-contact RF 

couplers to and from an electronic control box that is interfaced to a PC. Telemetry 

adds significantly to the system cost and is prone to noise from electromagnetic 

interference in the excitation and output signals. The transducer cannot monitor the 

rotational velocity so a separate sensor would be required for this function. 

SAW 
transducers 

Torque 
signal to 
controller 

Electronic 
Interface box 

Figure 3.13 Arrangement of SAW transducers and controller 
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A similar technique using piezoelectric thick films as both the source and detector of 

elastic waves has also been reported [34]. The principle of operation of the sensor 

involves measuring changes in the velocity of wave propagation caused by changing 

torque applied to the shaft. 

3.2.5 Torsional variable differentia l transformer 

Torsional variable differential transfonners are a type of non-contact torque sensor that 

are connected in line with the shaft of the system being monitored. The torsional strain 

is measured by sensing changes in a magnetic field that is induced by a transfonner on 

the surface of the rotating shaft [23]. The shaft has to be made of a non-magnetic 

material and, as shown in Figure 3.14, is jacketed with three pieces of magnetic 

material that are separated by narrow gaps orientated at 45° to the axis of the shaft. 

Gaps opening 

Magnetic path 

Figure 3.14. Torsional variable differential transfonner (Taken from [23]) 
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When torque is applied to the shaft one of the gaps opens and the other closes which 

causes the magnetic reluctance in the gaps to increase and decrease correspondingly. 

The changes in reluctance affect the voltage induced in the secondary coil of the 

transfonner and by monitoring the ratio of the primary to secondary voltage signals the 

magnitude and direction of the applied torque may be deduced. 

3.2.6 Magneto-elastic torque sensors 

A non-contact torque sensor has been developed that senses changes in the magnetic 

flux density of a magnetoelastic foil fixed to the surface of a shaft [35]. These changes 

are detected by external sensor heads that are positioned in close proximity to the shaft 

at an orientated 45° to the axis of rotation and at 90° to each other. The sensors, as 

shown in Figure 3.15, consist of a NiFe yoke whose pole pieces contain excitation 

coils and CMOS MAGFET detectors. The torque is determined by taking differential 

measurements of the magnetic flux density measured by two sensors. This system 

requires a suitable section of shaft to be accessible and would be unsuitable for use in 

areas where there is electromagnetic interference Or magnetic fields such as in the 

vicinity of power generating machinery. 

r 
Mig netic 

loop 

o 
Vout 

Foil covering aha't aurface 

Figure 3.15. Magnetoelastic torque sensor. 
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A similar system has been developed that does not require any form of shaft coating 

but uses a proprietary ferromagnetic shaft in conjunction with a magnetic discriminator 

containing electronic sensors capable of measuring changes in the magnetic 

permeability of the shaft [36]. The ferromagnetic shaft has magnetic domains whose 

orientation is altered by the stress caused by applied torque. The shaft has two knurled 

bands at 45° to the axis of the shaft and 90° to each other around its circumference, one 

of which is compressed, the other of which is stretched as the torque is applied 

resulting in a fluctuation of the permeability in each region. These variations in 

permeability produce changes in the output of the two sensor voltage signals, the 

difference in which is directly proportional to the applied torque. 

3.2.7 Photoelastic torque sensors 

Photoelasticity is commonly used as an accurate and reliable method for analysing the 

stresses and strains present in mechanical components or structures. This technique has 

been adapted for measuring the torque applied to static or rotating shafts [35]. A 

photoelastic cylinder is attached to the surface of the shaft under investigation and 

illuminated by polarised light. As the torque varies the shaft coating exhibits the 

resultant strain as a two-dimensional fringe pattern when viewed through a polarizer. 

The strain pattern is a complicated function of the applied torque and a CCD camera is 

used to acquire the patterns for image processing. A neural network compares the 

fringe patterns obtained by the image processor with patterns obtained from previously 

performed calibration tests to make an estimate of the applied torque. This process 

only produces accurate results on static or slowly rotating shafts and requires an 

immense amount of processing power to function. 
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3.2.8 Mechanical Resonator 

Tuning fork type resonators may be used as torque transducers since their resonance 

frequency varies when they are subjected to tensile stress. One such sensor has been 

developed [38] utilising two metallic tuning forks spot welded at right angles to each 

other onto a torsion bar that is connected in line with the shaft under observation. Each 

of the tuning forks consists of three beams with one of the beams being excited by a 

piezoelectric ceramic chip and the resonance then detected by another chip attached to 

a second beam. The system would be difficult to calibrate accurately and 

contamination or vibration could affect the resonance of the forks. The transmission of 

the excitation signal and output signal from the detector chip and from the shaft is 

achieved via capacitively coupled plates which is highly susceptible to electromagnetic 

interference. Hence electronic circuitry containing a voltage-controlled oscillator 

governed by a phase locked loop is required to control the system and extract the 

output signal. 

3.2.9 Reaction sensors 

Reaction torque sensors measure the turning force that is exerted by the motion of the 

rotating parts on the fixed housing of the motor [23]. This is the reaction force required 

to stop the housing from rotating when the drive shaft is driven by a power source. 

One method of measuring this force involves mounting the motor housing on a flange 

using a deformable sensor. The deformable sensor will twist by a small amount and 

strain gauges attached to it produce an electrical response proportional to the torque. 

With this type of sensor care must be taken to account for the inertia of the motor and 

connections such as power lines which might affect the torque experienced by the 

flange. If the connections are changed then the system must be recalibrated. 
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In another common type of reaction torque sensor a dynamometer is mounted on 

trunnion bearings so that it is free to rotate. A load cell is attached to an arm extending 

from the side of the dynamometer housing and the reaction torque required to stop the 

housing from turning is measured. Problems with this sort of sensor include 

uncertainty over the calibration of the bearing resistance especially at low torque and 

possible errors in the torque reading caused by electrical and other connections. The 

frequency response of the system is poor due to its high inertia meaning that this 

method is not capable of providing accurate readings under conditions of acceleration 

or deceleration. 

Torque tables are a similar type of device consisting of a mounting bed upon which the 

device under investigation is fixed supported by torque sensitive flexures at each 

comer. Strain gauges are attached to the flexures forming a strain gauge bridge 

consisting of four arms. If the device is positioned with the input or output shaft 

located above the centre of rotation of the table a reaction torque is produced that may 

be accurately measured by the sensors. 

3.2.10 Dynamometers 

Dynamometers are devices for measuring the power transmitted from a rotating shaft 

into or out of machinery, normally used in the design or calibration process. Many 

products are commercially available [39], [40]. A dynamometer functions through 

absorbing power supplied to the system under investigation through the application of 

frictional retardation and measuring the resultant torque. Due to the necessity to 

measure torque a dynamometer system will always include a torque sensor of some 

description. 
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Examples of commonly used methods of retardation include eddy current brakes, 

direct application of dry friction and the fluid brakes. The eddy current brake is 

controlled by changing the dc input voltage; it cannot produce any resistance torque at 

zero speed and only light torque at low speed. The power dissipated usually in the 

form of heat is removed by cooling oil passed through the gap between the rotor and 

the stator. The eddy current brake is able to handle higher power and rotational speed 

than other types of dynamometers. 

There are various types of simple mechanical friction brake, such as the Prony brake, 

where the torque is controlled my manual adjustment of the tension in a leather belt. 

Torque may be applied at zero speed by this method but it can be unsteady and 

inaccurate. It is, however, a popular method due to its low cost and simplicity. Fluid 

brakes use the friction generated when water or air swirls around paddle vanes to 

dissipate power and create torque. As with the eddy current brake this method is 

unable to produce torque at zero speed and only light torque at low speed but is 

capable of handling high rotational speeds and high power ratings. 

The most versatile and accurate form of dynamometer is the dc electrical type that can 

measure either the power delivered out from a motor system or the power supplied into 

a mechanical system since it is able to function as either a generator or a motor. When 

functioning as a generator the power produced by the system under investigation may 

be measured and dissipated in resistance grids or recycled to power something else. 

Through knowing the power output at various shaft speeds and levels of torque, 

normally measured by a torque table, the optimum operating conditions for the system 

may be determined. When used as a motor to drive a system the torque to speed 
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characteristics of the system may be tested at different speeds under accelerating or 

decelerating load conditions. 

3.3 Continuous monitoring of machine performance and tool wear 

As mentioned previously one reason for employing rotation sensors IS so that 

machinery may be allowed to operate continuously whilst the efficiency of its working 

and safety factors are accurately monitored. The infonnation received may be used to 

check for the imminence of breakdown that might require attention meaning that the 

regular shutdown of machinery for maintenance need not occur. An example of this 

includes the integrated sensor system described earlier operating at the Harbin Electric 

Machinery Company [17], which employs fibre optic sensors. Further examples of 

development in this direction include the systems for continuous machine condition 

monitoring marketed by Future Fibre Technology [41] and a computer controlled 

system for monitoring the operation of generators in a power station [42]. 

A related area in which progress has been made is that of continuous monitoring for 

the detection of tool wear. Tool wear is an undesirable but unavoidable by-product of 

machining operations that causes degradation in the accuracy of the dimensions of the 

finished articles and in the quality of the surface finish. As the tool wear increases both 

the turning torque and the thrust required rise causing increased fatigue to the machine 

and greater likelihood of tool failure. Therefore monitoring the applied torque is useful 

in predicting these effects. Two similar non-contact sensor set-ups have been reported 

that measure this directly by fitting strain gauge bridges to a spacer in between the tool 

and its holder. One of the devices developed measures drilling torque and thrust [43] 

and uses an optical system to transfer the data from the rotating parts to a stationary 
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control unit. The other system reported [44] measures the torque generated by the tools 

of milling machines and uses telemetry to transfer data continuously from the rotating 

spindle to a stationary receiver. 

Another technique reported is based on monitoring changes in spindle speed for the 

prediction of tool wear during turning operations [45]. An optical encoder for 

measuring shaft speed is fixed on the spindle and interfaced to a PC for signal 

processing and calculation of results. Compensations for lathe transmission ratio, the 

electrical configuration of the motor and the torque to speed relationship of the lathe 

are made. A number of tests were made with different combinations of cutting speed, 

feed rate, depth of cut and material hardness and the actual wear measurements match 

the predictions made by the system well. 

Other systems have been developed for monitoring tool wear using optical fibres. A 

relationship has been established between the energy of the acoustic emissions 

produced during milling operations and the tool wear [46]. The acoustic emission 

energy is measured in terms of the rms value and it varies depending on the materials 

being worked on and the shape of the tool caused by the wear during operation. The 

sensor consists of a non-contact fibre optic interferometer that detects the acoustic 

emissions from the tool and workpiece. The sensor has the advantage of taking 

absolute calibrated readings unlike traditional piezoelectric acoustic emission 

transducers that are liable to variable frequency response and fluctuations in the 

transmission path. 
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Another non-contact system monitors the tool wear in lathe machining operations 

using a fibre-optic sensor in conjunction with a multilayered neural network [47]. As 

the tool wear increases the dimensions of the finished workpiece will also increase 

leading to a taper forming. This process happens over a long period of time and can be 

checked against the tolerance limits. The sensor consists of two bifurcated bundles of 

fibres, illumination is provided along one bundle by a laser source and a photodiode 

measures the intensity of the signal reflected back along the other bundle. The fibre

optic probe moves along with the tool monitoring the separation between the probe 

head and the part of the workpiece just finished. The signal is digitised and together 

with other cutting parameters is fed into the neural network. Good correlation has been 

obtained between the results predicted by the neural network and the dimensions 

measured under a microscope. 
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Chapter 4 

Single channel device for rotational frequency determination 

4.1 Introduction 

4.1.1 Overview 

This chapter describes the development of a system to monitor the angular velocity of 

a rotating shaft by measuring optical reflections from the surface of the shaft. This 

process uses only naturally occurring variations in the reflectivity of the shaft without 

any alterations to the shaft whatsoever. The main focus of the research was on the 

application of the signal processing algorithms for frequency determination and 

methods of improving the clarity of the underlying periodic signals. 

4.1.2 The Detector System 

The general configuration of the system is shown in Figure 4.1. The sensor functions 

employing an optical fibre to capture the optical reflections from the surface of the 

rotating shaft that are then converted into an analogue electrical signal by a 

photodiode. Computer programs were developed to run continuously on a desktop PC 

to control the operations necessary for the determination of the speed of rotation of the 

shaft. Initially the signal is sampled using an analogue to digital converter (ADC) card 

residing in the PC digiti sing the signal to a resolution of 12 bits. This data is then 

stored as a series of digital values in a memory array before the signal processing 

operations of windowing and auto-correlation are performed to smooth the data. The 

frequency of the signal is determined using the mathematical algorithm of Fast Fourier 

transforms. The computer programs for implementing the signal processing are listed 

in the appendix. 
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Figure 4.1 System configuration. 
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A numerical offset inherent in each data sequence is removed by the subtraction of the 

average of the sequence that is then re-stored in a memory array prior to the numerical 

processing. The offset occurs because the ADC has an input voltage range between -9 V 

to +9V. Since the resolution of the converter is 12 bits a digital value of 0 represents -9 V 

and 4096 represents +9 V meaning that 0 V corresponds to a digital value of 2048. The 

rate at which the data is converted, known as the sampling frequency (Fs), is controlled 

by a variable delay loop in the computer program. The effects of altering the sampling 

rate on the accuracy and resolution of the results were investigated. 

The optical signal is obtained using a sensor head formed by jacketing together and 

then polishing down two separate optical fibres. Typically two 1.5 m lengths of 
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inexpensive multimode polymer fibre, core diameter 1 mm and numerical aperture 

0.47, would be used with the sensor, although this could be altered to suit the 

application. One of the fibres transmits the output from an I.R. emitting diode, peak 

wavelength 880 nm, to the shaft where the reflections are captured by the other fibre. 

The sensor head is positioned to optimise the optical power recaptured with the fibre 

head usually being secured between 1 mm and 2 mm from the shaft. Typically 50 1..1. W 

of optical power would be transmitted to the shaft of which 0.1 1..1. W would be returned 

by the other fibre. 

The signal produced by the photodiode is fed into an electronic circuit, as shown in 

Figure 4.2, which includes an amplifier to generate a signal from the opto-electronic 

transducer and a low pass filter to cut out unwanted high frequency noise elements. 

The section of the circuit involving the photodiode and op amp A was taken from a RS 

data sheet [1]. The photodiode chosen was a BPX65 which offers a high frequency 

response with peak spectral response in the near IR region. In the circuit the 

photodiode is reverse biased in order to increase frequency the response. The reverse 

bias increases the semiconductor depletion layer is increased thus decreasing the 

junction capacitance. Due to the small current produced by the photodiode, in the order 

of micro amps, a large gain is provided by op amp A, which operates in a current to 

voltage amplifier mode, with the input ac coupled in order to provide isolation from 

changing ambient conditions. The op amp used was a JFET type LF351 which offers 

good noise reduction characteristics due to its low input bias current and it also offers a 

high maximum slew rate. 
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Op amps B, C and D provide further signal conditioning and bipolar dual and quad 

type MC33172 and MC 33174 op amps were used. Op amp B is a buffer to separate 

the two halves of the circuit stopping oscillations that occurred at certain opcrating 

frequencies when the filter, op amp D, was added. Op amp C is an inverting amplifier 

with fixed gain of unity and was included in case extra gain might be required. 

However the ADC card is also capable of providing extra gain, adjusted through 

software control, but was normally set to unity during the experimentation. Op amp D 

acts as a low pass filter whose cut off frequency may be adjusted by altering the 

components. In this set up the 3 dB drop off point is about 300 Hz. 

12V 

BPX65 

GND 

Figure 4.2 Circuit diagram of photo diode amplifier and filter circuit 
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4.2 Signal Processing 

As this project progressed the main focus of the work undertaken shifted rapidly from 

the development of the electronic instrumentation associated with the sensor onto the 

development and application of the signal processing algorithms to be applied to the 

signals obtained by the sensor. These algorithms concentrated on the determination of 

the frequency, and methods of improving the clarity of the underlying periodic signals 

inherent in the data. Therefore a brief description of these algorithms and the 

fundamentals of digital sampling are presented here. 

4.2.1 Frequency determination 

The simplest method of frequency determination is that of measuring the interval at 

which a signal passes through the zero value. This is termed a zero-crossing technique 

and is extremely simple since it only involves noting the occurrence of successive 

samples that have opposite algebraic signs. Assuming a pure sinusoidal signal is being 

analysed, and counting from a given change of sign there will be two changes of sign 

per period. However, not all signals consist of a single tone. Ifhigher order harmonics, 

DC offsets from the AID converter or other sources, and in particular 50 Hz mains 

hum, are added the distortions may cause the signal to change sign more than twice per 

period. Therefore methods of spectral analysis were investigated in order to provide a 

better understanding of the spectral content of the signals obtained from the sensor. 

Fourier transforms are an effective method of representing time domain signals in the 

frequency domain and involve integrating a time domain signal to work out the energy 

density spectrum in the frequency domain. The integration is performed using a finite 

mesh. However, if a sequence is periodic it is known that it can be represented by a 

101 



series of discrete summations known as the Discrete Fourier Transform (DFT) [2] such 

that 

N-I 

X(k) = Lx(n)e-H2 1U'N)nk, k = O,1,2, .... ,N -1 .............................. (1) 
n=O 

where the k values represent an ascending sequence of harmonics. 

The calculation of the DFT requires a number of operations that increases with the 

square of the number of samples in the sequence being processed. This would prove 

time consuming even on a PC if a reasonable sample length is to be used. However 

Fast Fourier transforms (FFT) reduce the number of calculations required considerably 

by recognising that many of the calculations are repeated and redundant. The use of the 

FFT is the basis upon which most of the experimentation undertaken so far has been 

carried out. 

4.2.2 Sampling Considerations 

Before the FFT algorithm can be applied the signal must be described in digital form 

which, as mentioned earlier, was achieved by using an analogue to digital converter. 

The most important consideration in the conversion process is choosing the most 

appropriate sampling frequency. The sampling theorem [3] tells us that if the highest 

frequency component in a signal is fmax then the signal must be sampled at a rate 

greater than 2.fmax for the samples to represent the signal completely: 

.................... ( 2) 

where Fs is the sampling frequency. In this system the highest frequency was governed 

not only by the speed of rotation of the shaft but also by the degree of surface 

102 



resolution required in order that accurate and repeatable results could be produced. If 

the shaft were rotating with a frequency of 100 Hz and a surface resolution of one 

degree was required then a sampling rate of 72 kHz would be required. 

As a consequence of the sampling process the digitally sampled signal when 

represented in the frequency spectrum will have the same spectrum as the original 

analogue spectrum and also repeat itself at multiples of the sampling frequency, Fs. 

The repeated spectra are centred on multiples of Fs and are referred to as image 

spectra. If Fs is not high enough then the image spectra overlap into the base spectrum. 

This is called aliasing and it is impossible to distinguish between the original and the 

imaged data. The overlap mirrors itself about a point called the folding or Nyquist 

frequency, that being equal to half the sampling frequency. In any system aliasing will 

always be a problem due to noise and signals outside the frequency range of interest. 

The sampling frequency has to be chosen at a suitable value to avoid overlap and the 

anti-aliasing filter has to be set so as to limit noise and exclude signals of frequency 

above the range of interest. 

Once FFT's are applied the resolution of the resultant frequency spectrum, ~f, which 

determines the sensitivity of the results obtained from the spectrum, is also depcndcnt 

on the sampling frequency as well as the sample length. The relationship is: 

~f = Fs ........................................................ (3) 
N 

This follows from the definition of the Fourier coefficients given in equation (1) 

whereby the resultant spectrum is divided up into N mUltiples of the fundamental 

frequency. The sampling frequency must be at least twice the Nyquist frequency in 
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order to avoid aliasing meaning that at least two periods of the fundamental frequency 

must be present in the data series captured in order for it to be recognised by the 

calculations. 

Since Fs is equal to the number of samples, N, divided by the period of sampling for 

each series of data, T, it can be seen that the resolution, ~f, equals the reciprocal ofT. 

1 
~f = - .................................................... (4) 

T 

This implies that if a frequency resolution of 1 Hz is required in the resultant frequency 

spectrum then the period of sampling must be 1 second. 

The maximum speed that the ADC is capable of operating at is about 75 kHz. If the 

shaft being monitored is rotating at 34 Hz, i.e. about 2000 rpm, at the 75 kHz sampling 

rate 2200 points would be required to map each period of revolution completely. 

Higher speeds of rotation might well be encountered and so that at least two fuIl 

periods may be captured sample lengths of up to 10,000 points might have to be 

considered. This would put considerable strain on memory capacity and increase the 

time required for computation too much to achieve an acceptable rate of update. Using 

a slower rate of capture will create less data therefore speeding up the computation 

time, however this is at the expense of surface resolution meaning that more periods of 

revolution must be monitored in order to obtain sufficient data for the calculation of 

accurate results. 

Figure 4.3 below shows a complete sequence of 1024 data points taken from a shaft 

one cm in diameter rotating at a at frequency of 34 Hz. The sampling rate of the ADC 
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was 10kHz. The periodicity of the signal is clear and a large amount of surface detail 

can be made out. More than three complete periods of shaft rotation are captured 

meaning a surface resolution of one point per degree is achieved thus providing 

sufficient data to ensure the calculation of accurate results. 

Figure 4.3. 34 Hz signal, Fs = 10.24 kHz. 

Figure 4.4 shows the result of applying FFT analysis to the data series shown in Figure 

4.3. The scale of the y-axis is arbitrary showing the relative amounts of power for each 

frequency component present in the signal. The x-axis shows the frequency in steps of 

k, which are increasing multiples of the fundamental frequency. This defines the 

frequency resolution of the spectrum, which in this case is 10Hz. 
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Figurc 4.4 FFT of 34 li z signal, Fs =- 10.24 kll l'., rcso luti on I () Il d hin . 

From thc spcctrum it can bc sccn that thc FFT analysis has clcarly identi ficd the maj or 

frcqucncy componcnt as k=4 which rcprescnts a frcquency bctween 30 li z and 3<) 11 /, 

which includes the known frequency of 34 Ill. The peak for that frequ ency is a I~lctor 

of two hi gher than any other peak and part of it s powcr has spread sli ghtl y int o th c 

frequ ency region bclow. The powcr in the region where k- O is ze ro confirming tilat thc 

system has been effectively ac coupled. There is a small pcak where k - 17 

corresponding to a frequency of 170 Hz which is generated by the fi Ith harmoni c of the 

signal. If Figure 4.3 is studi cLi it can bc seen that th ere are fi vc small peaks in eac h 

period , 

However, if the speed of rotation were to doubl c not enough pcriods would be present 

meaning that a longer data seri es wo uld be required. Since the tota l number or readings 

required in a sample set for a FFT ca lculati on must be a power of two 2048 points 

would therefore have to be taken to ensure enough periods \vere included. This would 
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have th e e ffec t of improving the frequ ency reso luti on of the result spec trulll but 

increase the calculation time required. 

o 3 

Figure 4. 5 500 points out of 1024 point signal of shaft rotating ut 35 II I.. 

Fs = I.024kll l.. 

A reconstruction of a sequence of 500 data point s out o f a total seri es or 1024 points 

taken from the same shaft also rotating at 35 II I. is shown in f7i gurc 4.5. The sampling 

rate o f the ADC was I kH z. The periodicity of the signal is clear to see and at least 30 

peri ods are present within the sampl e and thi s is more th an enough to give acc urat e 

results. 
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Figure 4.6 100 point s out of 1024 point signal of shaft rotatin g at J5 II I.. 

Fs= I .024 kllz. 

;\n ex panded view of a portion of 100 points from the signal shown in Fi gllre 4.5 is 

di splayed in grea ter detai I in Figure 4.6. The variati ons in reneet ivit y pi cked lip by the 

senso rs arc hi ghli ght ed and it can be seen that there arc a number of suh peaks in each 

or the fundamental periods. 

Figure 4. 7 below shows the frequency spec trum obtained by performing FFT anal ys is 

on the above signal. The fund amental frequency stands out c\early at 3~ II I. ,lI1d the 

hi gher ord er harmoni cs are visible at increasi ng multiples of thaI. It may be noted that 

the fi n h harmon ic stands out above the su rrou nd i ng harmon i cs. I r F i gu re 4.7 is 

in vesti gated it may seen that there are fi ve di scernible sub-peaks in each period. 
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Figure 4.7 FFT spec trum of 35 Hz signal , Fs = 1.024 kH z, resoluti on I lli'.lbin . 

With the system confi gured to take 1024 point s per se ri es at a sampling rat e of 1024 

Hz the reso lution of the spectrum will be I Hz. Each seri es takes one second to capture 

so the rate of update is one second plus the computation time. 

From the two examples presented it can be seen that a compromi se has to be made 

between the frequency reso lution of the system and the rate of update o f the result s. A 

frequency reso lution of 10 Hz gives a poor sensitivity to chan ges in rotati onal speed 

si nce the range of typical shaft rotational speeds tested was between 5 Hz and 100 11 /" 

A reso lution of I Hz is much more des irabl e. To improve the frequency reso luti on 

either the sampling rate must be reduced or the sampl e length increased. Reducing the 

sampling rate too far causes aliasing whereby co mponents whose frequency is more 

than hal I' that of f s will be mi stakenly represented as a frequency of less than half f ,. 

The usc of the low pass anti -aliasing filt er for the remova l o f hi gh freq uency 

components alleviates thi s danger but sets a maximum rotational ve loc it y to the shaft 

being monitored. The other option, taking more data, increases the durati on of 

sampling for each seri es and more than doubles the computation tim e. 
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4.2.3 Techniques rO'" improving signal clarity 

The examples shown in the prev ious sec tion during the di sc Li ss ion co nCC rJ1l11g 

sampling rates gave unambi guous results when the FFT spectrum was analysed with 

the fundamental harmonic of the signal always containing more power than thc hi gher 

order hal11lOnics. However, not all sections of sha ft give such un ambi guous results, 

orten one or more of the hi gher order harmonics dominate the fundam ental signal. Thi s 

is demon strated in the following examples. 

Figure 4.8 Signal producing clear spectrum. Figure 4.9 Signal producing amb iguous result s. 

I ~ i ~ I I ~ I I~ I ,~ I 1" I ~ 
(J ~IJ .lI)II l SO 2 00 2~ O 300 350 J OO 4 50 

figure 4. 10 Clea rl y de fined result speC lrUill . Figure 4. 11 Ambiguous spectru11l 

The signal s in Pi gures 4. 8 and 4.9 show portions of 100 points each representati ve of 

sample sets of 1024 points taken with a samplin g rate of 1.024 kH/. frolll shafts 

revolving at 38 Hz upon which FFT analysis was performed. It can be seen th at the 

signal shown in Figure 4.8, although having a lot of surface detail visible, gives the 
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resulting spectrum shown in Figure 4.10 where the fundamental frequency peak at 38 

Hz clearly has more power than the higher order harmonics. However, the surface 

profile shown in Figure 4.9 is smoother with just a couple of sharp dips visible and 

produces a resulting spectrum where the second and third harmonics at 76 Hz and 114 

Hz contain more power than the fundamental peak at 38 Hz. Although there is a clear 

peak at 38 Hz shown in Figure 4.11 the presence of the more powerful higher 

harmonics make the determination of the correct frequency difficult since picking the 

frequency of highest power will produce an erroneous result. 

When a segment of a continuous signal is digitally sampled and stored it is as though a 

window has been thrown over that signal. The operation of windowing has a 

smoothing effect on the process of Fourier transforms and by modifying the shape of 

the window applied this effect may be utilised so that the fundamental harmonic stands 

out more strongly. This operation has been discussed in detail in Chapter 2. Another 

method for improving signal clarity is auto-correlation. The auto-correlation function 

is built up through repeated shift and cross multiplication of the signal by itself thus 

enhancing the periodic components of the signal. This procedure was also investigated 

and is discussed in the following section. 

Even after windowing and auto-correlation have been performed on the sampled data 

the peak in the Fourier spectrum representing the fundamental frequency may still be 

outweighed by the stronger higher order harmonic components. In an attempt to 

overcome this problem an algorithm was developed in order to check the ratios of the 

frequency of the various peaks present in the spectrum. The fundamental frequency is 
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differentiated from the harmonics by looking for the peak whose frequency is that of 

the lowest common denominator of the peaks present. 

4.3 Discussion of results 

The two sets of graphs, Figures 4.12 to 4.18 and Figures 4.19 to 4.25, demonstrate the 

effects of various sampling windows on the captured data. Data series of 1024 points 

captured with a sampling rate of 1.024 Hz were taken from the same section of shaft 

rotating at speeds of 5 Hz and 37 Hz. Six different data windows were applied to the 

data, including the case of the rectangular window where the original data is not 

modified. It can be seen by considering the relative heights of the peaks in the spectra 

taken at 5 Hz that the process of windowing does not have a significant effect in 

improving the dominance of the signal from the fundamental frequency. What may be 

observed is the difference in the width of the peaks and the levels of the background 

noise. These are factors that can affect the reliability of the results. 

Looking at the second set of spectra taken at the higher speed of rotation on the same 

point on the shaft it can be seen that now the fundamental peak stands out clearly 

above the higher order peaks giving an unambiguous result. Also there is no significant 

background noise and the windowing process has clearly attenuated the level of the 

higher order peaks. This shows the benefit that capturing a high number of complete 

periods of data in the sample series gives to the final result 

Figures 4.26 to 4.32 also show a series of spectra again taken with the same sampling 

windows on a different shaft rotating at 5 Hz. In this case peak of the fundamental 

harmonic is much smaller than the peaks representing the higher order harmonics. As 
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with the graphs shown in Figures 4.12 to 4.18 the relative ratios of the peaks have not 

been altered significantly by the different windows. With the rectangular window there 

is less spreading of the peaks, especially in the lower order hannonics. This limits the 

possibility that a particular frequency may have more total power within the signal but 

its peak value be lower than a frequency whose power is all concentrated into one bin, 

thus causing a false result to be obtained. This is illustrated in Figure 4.26. This means 

there will be less ambiguity in cases where the speed is midway between two 

frequency bins. 

In this set of data the Hamming window gives the best reduction in background noise. 

At low speeds this can be significant since, with a spectral resolution of 1 Hz, with 

speeds below 5 Hz the peaks in the spectrum are closely packed so that the side lobes 

of one peak may interfere with an adjacent peak. This effect will cause more 

uncertainty in the results when the power associated with one particular frequency is 

spread between two bins since the peak level will be lower and there will be less 

separation between peaks. 
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Figure 4. 12500 points out of 1024 po int sample fro m signal of shan rotating at 511 1'. . 

--- ------

10 t ..... JO )5 30 31) H) 04 S SA 55 flO 65 79 75 ~o as (HI IJS 

Figure 4.13 Frequency spcc trum of abovc signal 
sampled using Rec tangular window. 

Figure 4. 15 Prcqucncy spcc trum of aboye signal 
sa mpled using I-Ianning window. 

, 
o !l 1 f:l I " )0 )!J ]0 )!. 40 4 !) ~o ~'> (,0 G!:. 70 ,'.. 8 0 3!. ')0 9!. 

Figurc 4. 17. Prequency spec trum of above signal 
sa mpled using I3lackman Harri s 3 tcrm window. 

Pigurc 4.14 Freqllency Spl:ct J"lllll o f' aboYl: siglla I 
sa mplcclusing Black man windu w. 

Figure 4 .1 6 Frequency spec trulll of aboYl: signal 
sa mpl l:d using Il amming wind ow. 

J 

Figure 4. 18 Frequency spec trum of above signal 
sampleclusing Blackman Il arri s 4 tcr lll window . 
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Figure 4.19200 points out of 1024 point sa mple from signal of shan rotating at 37 li z. 

Figure 4.20 frequency spec trum or above signal 
sampled using Rectangular window. 

II t-H t 
9 L ~ ~ 

Figure 4.22 Frequency spectrum or above signal 
sa mpl ed using I-Janning window. 

Figure 4.24 Frequency spectrum or above signal 
sampleel using I31ackman Harris 3 term wi ndow. 

Figure -1.21 Frequenc y spect rum or above signzil 
sa mpled lI sing Blackmail window. 

Ift----- - --

r I I I I· 
e L ~ 3 

Figure 4.23 Frequency spectru1l1 or above signal 
sa mpled using llamming window. 

t Ii I I I I 
~ 0 d 

r igure 4.25 Frcqul:ncy spectrum of above signal 
sa mpl ed using 13lackman If arris -I tcrm window. 
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Figure 4_26500 point s out of 1024 point sa mpl e from taken signal or shaft rot ating at 511 1'.. 

~~~~ 
II " I (j \', )0 }', 111 I', "II, "" , ' , 11 ',', loU II', III / ' , 1'1 11 II', " U "', 

Fi gure 4.30 Freq uency Specl rtlill of above signal 
sa m led usin I Il ammin J.: window. 

r "-l'U'\m.,.AU 
f) 

Figure 4.32 Freq uency spec trum or above signal 
sa m led usin I I31 ackma n 11 " ITis 4 tcrm wi ndow. 

Compari son of the spectra taken at 5 Hz and at 37 Hz show that the peak broadening 

effects on the spectra of the windows are broadly as ex pec ted when compared to the 

theoretical data shown previously in Table 2.3. This is shown in more detail in Table 

116 



4. 1 where the first twelve frequency bins, encompass lllg the first two peaks, are 

plotted . 

Rectanglil ar 
window 

Blackman 
window 

Il anning 
window 

I lamming 
wi ndow 

Black ma 11 nlackman 
I larri s 3 1t:rt11 I farris 4 Inll1 

Tab le 4. 1 Ex panded version of the first two peaks of Figures 4.12 to 4. 18. 

It can be seen from Table 4.1 that with the family of Blackman and BlackmLln-llalTis 

windows the signa l energy has been spread out over four bins whereas the Hanning 

and Hamming windows keep the signal energy assoc iated wi th each frequency more 

concentrated within the central bin . The Rectangular wi ndow has the most 

concentrated fundamental peak but it also suffers from the hi ghest level of background 

noi se. This is because with the shaft rotating at 5 Hz the separation of the harmoni c 

peaks being onl y 5 Hz the si de lobes of the main peaks cause the peaks to merge into 

each other. This is not crucial in these examples since the peaks arc quite di stinct but in 

cases where there is a weak signal or noi se contaminat ion the choice of window mi ght 

prove signi ficant. 

The Blackman- Harris 4 tenn window ex hibits a sim il ar mergin g of peaks with the 

Hamming window givi ng the best peak separation. This impli es that a lower 3dB 
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bandwidth is the most important criterion when choosing a window for thi s purpose 

since Blackman and Blackman-HalTis windows have superior sidelobe cance ll ation 

characteri sti cs but gave worse overall results of the spec tra captured in terms of the 

clarit y of the peaks. 

4.3. t Dctailcd harmonic analysis 

[n order to quanti fy the relati ve effects of the various windows considcrcd more 

detailed readings were taken on a section of shaft ro tating at II li z givi ng a frequency 

spectrum containing a complicated harmoni c response. Typical spec tra for eac h 

window are shown in Figures 4.33 to 4.38. The raw data for each spec tra lip to the 

sixth harmonic peak was analysed to determine the perecntage powcr of the 

background noi se to the highest adjacent harmoni c peak. i\ Iso the sidelobe fall off was 

anal yscd by calculating the percentagc of thc average powcr contained in the two hin s 

of the sidclobc on cither side of thc pcak rclative to the powcr o f that pca k. 

o ]0 20 30 40 50 60 70 xo (JO 

Figurc 4.33 Spectrum obtained from shaft rotating at II Hz with Rectangular 
windowapplicd 
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o 10 20 30 40 50 60 70 t)O 90 

Figure 4.34 Spectrum obtained fro m data with Hamm img window appli ed 

o 10 20 30 40 50 60 70 80 (JO 

Figure 4.35 Spectrum obtained from data with Hanning window appli ed 
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Figure 4.36 Spectrum obtained from data with Blackman wi ndow applied 

10 20 30 40 50 60 70 80 90 

Figure 4.37 Spectrum obtained from data with Blackman Harri s 3 term wi ndow 
appli ed 
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10 20 30 40 so 60 70 80 90 

Figure 4.38 Spectrulll obtained frolll data with Blackman Harri s 4 tcrm 
window appli ed 

o to 1st 1st to 2nd 2nd to 3rd 3111 to 4th 4th to 5th 5th to (jth 

Rect 5.4 9.2 3.2 4 1.9 6.8 23.4 
Hamming 1.1 0.8 2.5 6.3 0.7 1. <) 
Hanning 1.5 1.1 5.7 2.9 1.0 0.15 
Blackman 1.3 1.4 6.8 11.9 0.9 2.3 
Blackman Harris 0.8 1.5 1.9 4.3 1.4 0.5 
3 term 
Blackman Harri s 1.0 0.8 5.3 5.3 1.1 0.4 
4 term 

Tab le 4.2 Compari son of the percentage background noise in between harmoni c peaks 

for spectra of various windows shown in Figures 

From Table 4.2 it can be seen that all the windows give a signifi cant red ucti on in 

background noise compared to the standard Rectangul ar window. With the exception 

of the Blackman window, which has noti ceabl y hi gher background noi se between the 

second and third , third and forth , and Ii nh and sixth harmoni cs, the other weightcd 

windows are all broadl y similar in thi s respect. 
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o to 1 st 1 st to 2nd 2nd to 3rd 3rd to 4th 4th to 5th 5th to 6th 

Rect 11.6 20.9 19.0 38.7 51.1 66.7 
Hamming 43.2 46.1 45.2 43.5 43.7 43.4 
Hanning 49.7 50.4 52.9 51.8 52.4 54.0 
Blackman 59.3 60.4 61.2 63.3 65.2 68.5 
Blackman Harris 54.4 55.3 56.8 57.8 59.7 61.8 
3 term 
Blackman Harris 67.7 68.4 71.1 69.5 70.4 71.6 
4 term 

Table 4.3 Comparison of percentage power contained in sidelobes relative to their 

main peak for spectra of various windows shown in Figures 

Table 4.3 shows that the Hamming window has the lowest sidelobes of the windows 

considered with a slight advantage over the Hanning window that becomes more 

pronounced in the higher order harmonics. The Rectangular window gives distinct 

peaks in the lower order harmonics but the peaks become indistinct at higher orders. 

The windows calculated using more sample function sequences do not appear to give a 

better performance to that of the Hamming and Hanning windows. In fact it is clear 

from examining the spectra of Figures 4.34 to 4.38 that the Blackman family of 

windows cause the power present in each peak to be spread over five bins rather than 

three for the Hamming or Hanning windows. This greater spreading makes peak 

identification more difficult since the peaks are less pronounced and this difficulty 

might be significant in less distinct spectra. 
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4.4 Peak ratio analys is 

As seen in the previous secti on the spectral peaks of the hi gher order harmoni cs o ft en 

outweigh the peak assoc iated with the fundam ental frequency, as shown in Figure 

4.40, Figure 4.39 shows three complete cycles o f the signal renected fro m a shaft 

rotating at 13 Hz that produced thi s spectrum. Thc surface pro fi Jc of the shaft shows a 

number o f detec tabl e features of varying prominence contained in each peri od that 

cause the strong hi gher order hal11lOni c peaks to be produced by the FFT analysis as 

illustrated by the spectrum . It can be seen that the second and third harmoni cs arc 

twice as powerful as the fund amental and that a dozen harmoni c peaks have a 

magnitude greater than 20% of that of the hi ghest peak. An algorithm was deve loped 

to check the ratios of the frequency values of the peaks to determine whether a peak of 

lower power relati ve to succeeding peaks mi ght represent the fund ament al frequency. 

~ - -
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- - - -- - - ~-

I-- -
- - - - -

~--- --- - --- --
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Figure 4.39 250 out o f 1024 points of signal Fi gure 4.40 Spectrum produced by signal 
resulting in spectrum with many harmonics. shown in Figure 3.35. F, = 1.024 kHz. 

The algorithm fun ctioned by first identi fying and storing the freq uency and magnitude 

o f all the peaks in the spectrum up to a frequency of 100 Hz whose power was greater 

than 10% of the va lue o f the hi ghest peak. Thi s level was chosen arb itraril y to reduce 

the chance of spurious low power noise signals causing erroneous results since it was 

found that in none of the shafts tested was the value of the fundamental peak less than 
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20% of that of the maximum higher order peak. Initially it is assumed that if the 

highest peak detected is also the first peak in the list then it is assumed that the 

frequency at which this peak occurs is that ofthe fundamental frequency. 

Identify 
all peaks 

up to 
188Hz 

Start at peak 
wi th lowest 

Print 
frequency 

Print 
frequency 

Figure 4.41 Flow chart showing basic logic of fundamental determining algorithm 

If the first peak does not possess the greatest magnitude then the possible higher order 

harmonic frequencies that would be generated by that peak are compared to the 

frequency of all the succeeding peaks in the list. If the system is producing results to a 

resolution of 1 Hz then the maximum systematic error in each reading is ± .. .Y2 Hz., 

therefore for the shaft rotating at 13 Hz an error of up to 3.8% could be present in the 

result. This error could propagate through to the value ofthe higher order harmonics. If 

more than 75% of the values fall close enough to the product of the suspected 
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fundamental times the hannonic number being tested for it is assumed that this 

represents the fundamental frequency. If the frequency being tested does not give 

higher hannonics that match well then the process is repeated by testing the next peak 

on the list by the same process. Ifnone of the peaks give a good correlation of possible 

hannonics to the higher frequency peaks then a warning message is printed. The 

system may be checked in order to ascertain if a problem exists with the set up or if a 

bad section of shaft is being monitored. 

The values of each harmonic present in the spectrum from Figure 4.40 are shown in 

Table 4.4 compared to the expected hannonic values. 

Harmonic 1 2 3 4 5 6 7 8 9 10 
Expected 13 26 39 52 65 78 91 104 117 130 

frequency Hz 
Actual 13 26 38 51 63 75 87 100 112 125 

frequency Hz 
Difference % 0 0 2.6 1.9 3.1 3.8 4.4 3.8 4.3 3.8 

Table 4.4 Hannonic frequency data from Figure 4.40 

This set of results narrowly satisfies the 75% criteria. It can be seen that the second 

harmonic matches exactly and that the maximum error present is 4.4%. The spectrum 

was generated from the data of the signal shown in Figure 3.35 and it can be seen that 

the surface detail is randomly spaced within each revolution and does not form a 

continuously distributed pattern resulting in different shaped hannonic peaks. The peak 

ratio analysis will work better when the frequency of the fundamental is close to a 

whole number. This means that the power within the fundamental peak is distributed 

symmetrically about the central bin. 
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Figure 4.42 120 out of 1024 points of signal Fi gure 4.43 Spectrum produced by signal 
resulting in spectrum with many harmonics. shown in Figure 3.35. Fs = 1.024 kH z. 

Figures 4.42 and 4.43 show the signal and resultant FFT spec trum obtained fro m the 

same shaft rotating at 32 Hz. At the hi gher speed of rotati on the fund amental peak is 

more prominent than at the slower speed but is still out weighed by th e second and 

third harmonics. Table 4.5 shows the compari son between the freq uency of the peaks 

and their expected values. The ±Y2 Hz range gives a max imum systemati c error of 1.6 

% in the fund ament al reading for a shaft rotating at 32 Hz. It can be seen that two of 

the harmonic peak frequenci es fall ri ght on the limit o f thi s error meaning that thi s set 

of readings would just pass the crit erion . The balance o f the adjacent billS to the 

fund amental peak is above 32 Hz whereas the pos iti on o f the second harmonic at ()3 

Hz is lower than expected va lue of 64 Hz. Thi s trend is continued in the fourth , fi ft h 

and sixth harmoni cs. 

Harmonic 1 2 3 4 5 6 
Expected 32 64 96 128 160 192 

frequency lIz 
Ac tual 32 63 96 126 158 188 

frequency Hz 
Difference % 0 1.6 0 1.6 1.2 2. 1 

Table 4.5 Hanlloni c frequency data taken from Figure 4.43 
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In all the tests conducted the first significant peak present was always that of the 

fundamental harmonic. When consistent readings were not obtained it was generally 

due to poor alignment of the fibre optic detectors. If the fundamental frequency, or the 

frequency value of the first peak, has a value below 5 Hz then the higher order 

harmonic peaks will naturally be packed closely together meaning that there is more 

chance of the multiples matching. At the lowest extreme, if there is a peak at 2 Hz then 

all of the peaks of even number frequency will match to a higher harmonic meaning 

that there is a high possibility of erroneous results being given. 

4.5 Auto-correlation 

The use of auto-correlation is accepted as a powerful method of overcoming noise and 

improving the clarity of periodic signals. The discrete correlation of two sampled 

functions XI (n) and X2 (n), each containing N data points, is defined as follows [4] 

m=N-l 

R (p)= L>I(m)x2(p+m) ........................................... (5) 
X IX 2 m=O 

The correlation of a function with itself is known as auto-correlation. The cross 

multiplication of the sequence by itself has the effect of enhancing the periodic 

components of the signal whilst nullifying non-periodic noise components. If the signal is 

periodic with each period consisting ofP samples then it can be shown that 

R (p)=R (p+p} ............................................. (6) 
XIXI XIXI 

meaning that the auto-correlation function of a periodic function is also periodic with an 

identical period. Other relevant properties include it being an even function, i.e. Rxx(P) = 

Rxx(-p), and that the greatest value of Rxx is always at p=O. Using these properties the 

period of the signal can be accurately estimated by substituting the signal with Rxx. 
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Therefore the data sequences obtained by the system were windowed with the Hamming 

window and then auto-correlated and the raw data was replaced with the auto-correlation 

function. The windowing process has the effect of tapering the data series towards its 

extremes with the effect that the values with larger relative lags are attenuated. This 

means that small perturbations in frequency will not cause a drastic degradation of the 

results. This procedure is known as the Blackman-Tukey method [5]. Although the 

potential improvements in the signal clarity are desirable the drawback with the auto

correlation process is that it increases the amount of computation required. 

The following series of graphs and spectra are taken from the same point on the shaft. 

These show the original signal, the auto-correlation function after the data from the signal 

has been windowed with the Hamming window and the Fourier transform spectra of the 

original data after it has been windowed with the Hamming window and of the windowed 

auto-correlation function. 
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4.5.1 Results from auto-correlated data 

Four sets of readings, which are plotted in Figures 4.44 to 4.47, Figures 4.48 to 4.51, 

Figures 4.52 to 4.55, and Figures 4.56 to 4.59, were taken from a shaft rotating at 10 

Hz, 20 Hz, 34 Hz, and 61 Hz respectively. Each set of graphs shows a portion from the 

sample of 1024 points of the original signal taken with a sampling rate of 1.024 kHz 

and the auto-correlation function of the complete sample after the Hamming window 

has been applied to the data. The resultant frequency spectra from FFT analysis are 

shown for the original windowed data and auto-correlation function of the windowed 

data. The frequency resolution of the spectra is one Hz. 

Figure 4.44, the graph of the raw data for the 10Hz signal shows a considerable 

amount of surface detail with approximately 100 points captured during each period of 

revolution of the shaft. Figure 4.45 shows the auto-correlation function of the data 

points shown in Figure 4.44 after they have been windowed with the Hamming 

window. The auto-correlation function shows a clear peak periodically every tenth of 

the way along the graph. Within each period three smaller peaks, two maximum and 

one minimum, may be observed. These observations are confirmed by inspecting the 

spectra shown in Figure 4.46 and Figure 4.47. It may be seen that the amplitude of the 

auto-correlation attenuates rapidly at higher lags, this being due to the windowing 

process cutting down the end values of the data sample. Also the smaller peaks within 

each period cross the zero line meaning that the counting of zero crossings could not 

be used as a method for determining the rotational frequency with any confidence. 
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Figure 4.44 Original data, shaft rotaling at 10Hz, 500 out of 1024 points. 

,---------------------------------

Figure 4.45 Auto-correlation function after sa mpling with I-lamming window, 10 lI z signal. 
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figure 4.46 FFT spec trum, Hamming window. 
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figure 4.4 7 ITT spectrum of auto-correlation 
fUll ction after Il ammin' window. 

Fi gure 4.46, the FFT spectrum of the data that has not been correlated, indicates that 

the power associated wi th the second and third harmonics is almost equa l to that of the 

fundamental and there is a signi ficant amollnt of power in the fOllrth and fi fth 

hamlonics. From Figure 4.47, the FFT spectrum of the auto-correlation function, 

shows that the second hamlonic has been attenu ated by a factor of two whi lst the third 

harmonic has on ly been slightly reduced. The forth and fi fth hamlonics still contain 
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signi fi cunt amounts of power. These results demonstrate the benefit th at auto-

correlation prov ides in enhancing the dominance of the fund amental frequency over 

the hi gher order hUl111 0ni cs during the FFT process. 

Figure 4.48 Ori ginal data , shaft ro tating at 20 li z, 200 out o f' 1024 po int s. 

r---------------------------------------------------------

r-

L-_______________________________________________________ __ 

Figure 4.49 Auto-co lTclation function o f data aft cr sampling with Il alllming wi ndo\\' , 20 li z s ignal. 

---- - - -

~ III 

Figure 4.50 FFT spec trum, Hamming 
windowed data. 
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Figure 4.5 1 FFT spcc trulll or allto-co rrcl:l ti on 
function aft cr llalllll1in ' wi ndow. 

Figures 4.48 to 4.5 1 show a similar set of graphs and FFT spectra for data captured 

from a graph rotating at 20 Hz. In Fi gure 4.48, with the same sampling rate and sa mpl e 

length as previously, there are now onl y about 50 samples per peri od of revolution, 
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meaning that less of the surface detail is visible in the graph but there are twice as 

many pcriods within the sample length . From Figure 4.49 it can be seen that there are 

no sub peaks in the auto-correlation function but that the peaks have a characteristic 

shape to them . The FFT spectra of Fi gure 4.50 and Figure 4.51 show that the peak of 

the fund amcntal frequency stands OLlt clearly before auto-correlation has been carried 

out on the data and that the process of auto-correlation enhances the dominance of the 

fundam ental peak furth er. 

o 

Figure 4.52 Original data , shaft rotating at 34 li z, 500 out or 1024 points. 

I 

-_~-_------_-=---.-_-_-=---_------------ I 
Figure 4.53 Auto-correlation function after sampling wit h Hamming window, 34 li z s igna l 
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Figurc 4.54 FFT spectrum, Ilamming window. 
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Figures 4.52 to 4.55 show the results o f the same processes when appli ed to the sha ft 

when it is ro tating at 34 Hz. The raw data shown in Figure 4.52 shows very litt le 

surface detail at all and the auto-correlati on fun ction shown in Figure 4.53 appears to 

be a triangul ar wave. This data gives the ex tremely dominant peaks o f the fund amental 

frequency from the FFT spectra shown in Fi gures 4.54 and 4.55. 

./ 

-----
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Figure 4.56 Ori ginal data, shaft rotating at 61 liz, 100 out of 1024 points. 

Figure 4.57 Auto-correlati on function, aft er sampling with Il amming wi ndow, 6 1 lI z signal. 

--------
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Figure 4.58 FFT spec trum, Il amming 
windowed data. 
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The smoothing effect of capturing a low number of samples per shaft revolution is 

further demonstrated in Figures 4.56 to 4.59 where the shaft is rotating at 61 Hz. 

However due to the responsivity of the electronic detector system there is now a single 

sub peak in the data graph that causes the FFT spectrum shown in Figure 4.58 to show 

clear peak for the second harmonic. This second harmonic peak has been reduced by 

auto-correlation as shown in Figure 4.59. 

4.6 Conclusion 

A device that can accurately measure the angular velocity of rotating shafts to a 

resolution of one Hertz using the signal processing technique of fast Fourier transforms 

has been successfully developed. Different types of data sampling windows have been 

tested and these shown to enhance the clarity of the spectra produced by the fast 

Fourier transforms. The Hamming window proved to be the best window in terms of 

the reduction of the background noise and the maintenance of the clarity of the peaks. 

Auto-correlation has been shown to be a powerful technique for reducing the effects of 

random noise on periodic signals and for enhancing the strength of the fundamental 

frequency over the higher order harmonics. 
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Chapter 5 

Two Channel System 

5.1 Introduction to cross correlation 

Cross-correlation is a statistical technique that is useful in detecting the similarity 

between two signals. It works by calculating the correlation coefficient between the 

two signals at a range of different time delays. By monitoring the position of the main 

peak of the cross correlation function changes in the relative phase of the two signals 

may also be detected. Systems based on cross correlation are used for determining the 

flow rate of liquids along pipes [1] and the technique has also been investigated by 

NASA for monitoring torque in rotating shafts [2]. 

The correlation of two functions is defined as follows [3] 

'" 
R(g,h) = fg(r +t)h(r)dr ........................................................ (1) 

-00 

where g and h are the two signal data sequences being correlated. The correlation is a 

function of t, which is known as the lag. Figure 5.1 shows the optical set up of the two 

channel system. A second identical optical fibre detector channel the same as that 

described for the single channel system in Chapter 4 has been added and multiplexed 

with the original channel to the ADC so that signals from different points along the 

axis of the shaft may be collected and stored. The two data series may then be cross-

correlated and movement in the relative position of the peaks in the cross-correlation 

function used to detect changes in the phase of the signals from the two points on the 

shaft. In the test rig frictional retarding torques of up to 0.2 Nm may be applied to the 
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shaft that is driven by an electric motor of maximum power 60 Wand the resulting 

twist calculated. FFT analysis may be performed on either channel to determine the 

frequency of rotation. 

LED 
t/ 

shaft / 

1 " / optical reflected 
fibres signal 

\. 

I / Compute r 

" "-LED 

Figure 5.1 Optical arrangement of two channel system. 

Due to the repeated multiplication, sum and then shift procedure of cross-correlation 

the process is very time consuming. Therefore the length of the two data series being 

cross-correlated must be shorter than those processed using FFT analysis for 

determining the angular velocity, in order to obtain the result in a similar time span. 

Since the optimum sampling decided upon for the calculation of the Fourier spectra 

was 1.024 kHz this value was used as the starting point for the cross-correlation 

calculations. As noted before the calculation of the cross-correlation functions is 

computationally time intensive. Using a 33 MHz 486 PC with data series of 1024 
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points the calculation of each cross-correlation takes five seconds, which is too long a 

period of time to gain an accurate picture of the shaft behaviour. The data series were 

reduced to 512 points, which gave a more acceptable total calculation time of one and 

a half seconds. This reduction in sample length signifies that if the shaft were to be 

rotating at 40 Hz, then approximately 20 periods of rotation would be captured in each 

series of data. 

o 

Figure 5.2 Signal 1 from shaft rotating at 43 Hz with sampling rate 1.024 kHz. 

o 

Figure 5.3 Signal 2 from same shaft rotating at 43 Hz with sampling rate 1.024 kHz. 

- - - - - -
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Figure 5.4 Cross correlation function of signal 1 and signal 2. 
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As shown in Figures 5.2 to 5.4, which show the signals from an unrestrained shaft, this 

results in a very clearly defined cross-correlation function but means that the system 

resolution for measuring twist is over 10°, which is clearly not sensitive enough. 

Therefore higher sampling rates were tried in order to gain a better surface resolution. 

Figure 5.5 Signall, shaft rotating at 43 Hz, sampling rate 10.24 kHz. 

o 

Figure 5.6. Signal 2, shaft rotating at 43 Hz, sampling rate 10.24 kllz. 

Figure 5.7 Cross-correlation function of signals 1 and 2, sampling rate 10.24 kHz. 
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Figures 5.5 to 5.7 show the outcome of speeding the sampling rate up to 10.24 kHz. It 

can be seen that signal 1 is fairly featureless whereas signal 2 reveals more detail of the 

surface profile. The peaks of the cross-correlation function are indistinct and equally 

spaced either side of the centre point of the graph. When the cross-correlation function 

is viewed in free running mode the shape of the peak changes continuously and the 

maximum point swaps between the two central points making tracking changes in 

phase impossible. 

With the shaft rotating at about 40 Hz two and a half periods are captured per data 

series giving 200 points to map each revolution of the shaft. This results in a surface 

resolution is 1.80 meaning the shaft would have to be twisted by this amount to register 

a one point shift in the cross-correlation function. This amount of twist would require 

an enormous amount of force and leaves no margin for the errors caused by the 

changes in shape of the peaks. To overcome these problems reflective spots were 

attached to the shaft at each of the sensor locations so that the signal to noise ratio is 

improved and so that each revolution is clearly defined by a distinct peak. Also a 

commercially available pliable connector was introduced between the motor and the 

shaft to improve the torsional displacement. 

5.2 Results 

The test shaft coupled using the pliable detector was restrained using a variable friction 

brake. Four sets of graphs, which include four graphs each, Figures 5.8 to 5.11, Figures 

5.12 to 5.15, Figures 5.16 to 5.19 and Figures 5.20 to 5.23 are presented showing the 

effects of increased braking being applied to the shaft. The motor driving the shaft 

provided 40 W of power to the shaft. The outputs from the two detectors situated either 
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side of the coupling consisting of two series of data 512 points long, together with the 

complete cross-correlation function and an enlargement of the central peak of the 

cross-correlation function are shown. 

It can be seen that the reflective spots gIve a clearly identifiable peak for each 

revolution of the shaft that results in a cross-correlation function with a distinct peak. It 

can be seen from the first set of graphs, which show the system under no load, that 

there is a slight initial phase difference between the two signals. As the torque is 

increased it may be observed from the graphs showing the enlargement of the cross

correlation functions that the central peak of the cross-correlation function shifts 

towards the left indicating that the phase shift between the two signals is increasing. 

The stability of the results obtained in this set of readings was good with the exception 

of those taken at 0.06 Nm torque. For the readings taken from 0 to 0.04 Nm torque 

once the readout had settled it remained constant on one value of shift very rarely 

flickering by one digit up or down. In all these cases there are at least two signals from 

the reflective spot captured in the data series; however, in the graphs taken at 0.06 Nm 

torque there is the possibility that only one spot might be captured per series. If this 

occurs it means that the periodicity of the cross-correlation function will be uncertain 

therefore providing variable results. 
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400 

Figure 5.8 Signal 1, unrestrained shaft rotating at 65 Hz. 

Figure 5.9 Signal 2, unrestrained shan rotating at 65 Hz. 

Fi -lire 5. 10 Cross-correlation function of si nal I and 2 from shifts of +500 to - 500 oints. 
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Figure 5. 11 Enlargement of centre sect ion of Figure 5.9. 
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Figure 5. 12 Signal 1, sha ft restrained by 0.02 Nm torque rotating at 54 lIz. 
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Figure 5. 13 Signa l 2, sha ft res trained by 0.02 Nm torque rotating at 54 li z. 
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Figure 5. 14 Cross·con·elation function of signal I and 2 from shifts of +500 to - 500points. 

i .- " 
-

" .. - - . 

" - . --- 1\, . - . . 

"" " - :- - - -I' - - . . 

Jl 1 " ~~ p P 1- - l t"--r-

- - J...---~L( - t- . J - 1 ( 

Figure 5. 15 Enlargement of centre sec tion of Figure 4.13. 
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Figure 5. 16 Signal I, sha ft res trained by 0.04 Nm torque rota ting at 39 liz. 
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Figure 5. 17 Signal 2, shaft res trained by 0.04 Nm torque rotating at 39 liz. 
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pi ' ure 5.1 8 Cross-correlation function ofsi nal I and 2 from shifts o f +500 to - 500 oi nt s. 
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Figure 5. 19 Enlargement of centre sec ti on of Figure 5. 17 
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Figure 5.20 Signal I, sha n res trained by 0.06 Nm torque rota ting at 31 li z. 
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Figure 5.2 1 Signal 2, shaft restrained by 0.06 Nm torq ue rotating at 31 li z. 
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figure 5.22 Cross-co l1"C lation function of signal I and 2 from shift s of +500 to - 500 points . 
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Figure 5.25 Enlargement of ce ntre sec tion of Figure 4.2 1. 
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Figure 5.24 shows the relationship of the twist measured against the applied torque as 

given in the data in Table 5.1. It can be seen the response is linear. 

Torque/Nm Speed of shaft Points per Shift Twist (0) 
revolution / Hz revolution (points) 

0 65 156.6 0 0 
0.02 54 189.6 2 3.8 

0.04 43 262.1 5 6.8 

0.06 31 330.3 8 8.7 

Table 5.1 Results obtained from data shown in Figures 5.12 to 5.23 
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Figure 5.24 Graph of twist against torque for rotating shaft 

A more extensive calibration of the system was carried out, the results of which are 

shown in Table 5.2. The motor was supplying 45 W of power to the shaft in this case. 
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Torque / Nm Speed of shaft Points per Shift Function 
revolution / Hz revolution (points) resolution (0) 

0 80.0 128.0 0 2.8 
0.01 64.5 158.8 1 2.3 

0.02 54.1 189.3 2 1.9 

0.03 50.0 204.8 3 1.8 

0.04 47.6 215.1 3 1.7 

0.05 45.5 225.1 4 1.6 

0.06 44.4 230.6 5 1.6 

0.08 43.5 235.4 6 1.5 

0.10 36.4 281.3 7 1.3 

0.12 33.3 307.5 9 1.2 

Table 5.2 Results of torque against torque calibration for rotating shaft. 
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Figure 5.25 Graph of twist against torque for rotating shaft. 
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The graph shown in Figure 5.25 again shows good linearity. The fact that it crosses the 

y-axis at about 2.50 is due to slack in the coupling being taken up when the retarding 

force is initially applied. With the higher power being applied to the shaft the readout 

took longer to settle down and was less stable. It can be seen from Table 5.2 that the 

resolution of the cross-correlation function, especially at the higher speeds of 
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revolution, was about two degrees per unit shift. Since the change in the amount of 

shift being registered was of the order one unit from reading to reading this means 

there is a high uncertainty in the results. 

5.3 Conclusions 

It has been demonstrated that it is possible to monitor the torque versus twist 

relationship in a rotating shaft through calculating relative changes in the position of 

the peaks present in the cross-correlation function of reflected light signals taken at 

two points along the axis of the shaft. However, to achieve a reliable system it was 

necessary to introduce a flexible coupling between the drive motor and the shaft and to 

attach reflective spots to the surface of the shaft. For this system to function reliably at 

a suitable rate of update a processor with superior processing capacity and 

computational speed would be required. A working system was developed using a 

Texas Instruments TMS 320C5x DSP Starter Kit but the results were disappointing 

due to lack of memory and only marginally better computational speed. 

The decision to add reflective spots to the shaft was made to allow the principle of 

using cross correlation for the monitoring of shafts to be demonstrated. However once 

they have been added it is simple to devise a system similar to that reported by 

Madzder [2] that calculates twist from changes in the time lag between the detection of 

the spots by the photodiodes. In such a system far greater sensitivity could be achieved 

by using the fastest available A to D converter since the constraints of storing data 

would not apply. The frequency of rotation of the shaft could be measured by timing 

the period of passing of one spot. 
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Chapter 6 

Conclusion 

A versatile system usmg optical fibre for monitoring rotating shafts has been 

constructed and tested. The system is controlled by a PC and is able to display 

graphically in real time rotational characteristics of the shaft either in the time domain 

or the frequency domain. The rate of update of the display is dependent on the 

resolution required and a resolution of 1 Hz for the determination of frequency of 

rotation is achievable using FFT analysis with a response time of just over a second. 

The addition of a second channel enables the data from different points along the axis 

of the shaft to be collected and cross-correlated. Through monitoring changes in the 

relative phase of the cross-correlation function, the torsional displacement present in 

the shaft may be determined and a linear relationship between torsional displacement 

and torque has been obtained. 

The use of windowing techniques, such as the application of the Hanning window, has 

also been explored in an effort to overcome limitations of the sampling process. A 

significant improvement in noise reduction and overall reliability of the data was 

observed, which tended to enhance the visibility of the fundamental peak. This effect 

was more pronounced at higher values of the fundamental frequency. 

Algorithms were developed ab initio to extract the fundamental frequency from the 

observed FFT spectra when the peak of greatest energy was not necessarily that of the 

lowest frequency. These involved primarily establishing a correlation between the 

ratios of the frequencies at which the peaks occurred and possible integer values. 
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Checking whether these correlations lie within the possible error limits of the harmonic 

multiples due to the frequency resolution of the system proved to be a reliable method 

for establishing the fundamental frequency. 

As an alternative to, and an ancillary for, the use of FFT techniques to determine the 

frequency of rotation the use of auto-correlation methods was explored. It was 

demonstrated that the use of auto-correlation prior to performing an FFT greatly 

enhances the visibility of the fundamental frequency of the signal. 

The single channel rotational frequency device that has been developed could easily be 

set up for use on industrial machinery and adapted for particular shaft situations in 

many operating environments. The principle of operation of the dual channel device 

has been shown to work but greater computational processing capacity is required 

before a system with sufficient range for industrial purposes can be produced. 

Considerable effort was expended on improving the system using dedicated DSP 

circuitry. This work was based on a Texas Instruments TMS320C5x DSP Starter Kit 

and some advances were made. However, reflective spots were still required to be 

attached to the surface of the shaft to achieve accurate results and working with the TI 

Kit was not nearly as convenient as working on a PC. 

The extension of the work to a dual-channel system in order to monitor angular 

acceleration, torsional displacement and torque was a natural progression from the 

work on single-channel measurement. The techniques developed for the auto

correlation of single signal are readily adaptable for the cross-correlation of two 

signals. 
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Following the introduction of a commercially available pliable connector, used with 

other electrically-based methods of torque measurement, a clear relationship between 

the braking torque and the torsional displacement was established. A resolution of 

approximately 2° in torsional displacement was achieved, corresponding to a torque of 

0.018 Nm. However, allowing the use of surface treatments, such as adding grooves or 

spots, pennits the use of less computationally-intensive techniques based on 

measurements in the time domain rather than the frequency domain. 

Other similar work has been reported on the remote monitoring of rotating shafts, most 

notably by NASA, but ours is the only system known to the author that has been 

reported so far for measuring rotational frequency using the naturally occurring surface 

profile without substantial treatment. 

One of the main advantages of the work reported here is that it is, in principle, 

retrofittable on existing shaft-based machinery. Although in some cases minor surface 

treatment has taken place in order to optimise system perfonnance, for instance the 

addition of painted white spots, the technique has proven its applicability with an 

absolute minimum of treatment of this kind. Such treatments would not be envisaged 

to affect the perfonnance of the machinery adversely in any way. 

It is in the field of torque measurement that I believe the greatest opportunities lie for 

fibre optic sensors to make advances since existing systems are generally cumbersome. 

The well established traditional industries are conservative and cost conscious, so 

whilst hazardous environments such as oil rigs appear to provide obvious applications 

for the use of fibre optic sensors their uptake will continue to be slow. The rapidly 
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expanding area of automated manufacture, especially in areas using robotics, offers a 

good opening for the implementation of compact, high-tech devices that can be 

integrated into computer controlled systems and it is here that fibre optic sensors have 

a bright opportunity for future growth. 
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Appendices 

Appendix A. Computer program listings. 

A.I Single channel data capture, FFf, auto-correlation and windowing. 

1* Use AD converter to capture data */ 
/* Then perform FFT to determine frequency of i/p signal *1 

#include"stdio.h" 
#include"math.h" 
#include"conio.h" 
#include"graphics.h" 
#include"stdlib.h" 

float ar[4100], wind[4\oO]; 
int no,z,n2; 

void fourl (float ar[], int N, int n2); 
void corrl (float ar[], int N); 
void readad(float ar[], int N, unsigned port); 
void hanning(float ar[], int N); 

main(void) 
{ 

int fmax, st, val, xpos, xh, xl, y, z, N; 
double avg, mean_s<LJJower, rms, rmsmax; 
unsigned port = Ox 170; 

/* Initialise graphics */ 

int gdriver = DETECT, gmode, errorcode; 
initgraph(&gdriver, &gmode, ""); 
errorcode = graphresultO; 
if(errorcode != grOk) 
{printf("Graphics error: %s\n", grapherrormsg(errorcode)); 
printf("Press any key to halt: "); 
getchO; 
exit(1 ); 
} 

/* Select number of samples and transform type. */ 

printf("Sclect number of samples? I 024,2048 max:"); 
scanf("%d", &N); 
printf("Choose transform or inverse( + 1/-1 )\n"); 
scanf("%d" ,&n2); 
c\rscrO; 
setcolor( I); 

/* Infinite loop broken when any key hit ./ 

fore;;) 
{ 

if(kbhitO)break; 
else 
{ 

/* Must be power of2 */ 

readad(ar, N, port); /. Open and read ADC port */ 

/. Apply Hanning window if required 

hanning(ar, N); ./ 

/" Call auto-correlation routine if needed */ 
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/* 

/* Call FFT routine */ 

corrl(ar, N); 

fourI(ar, N, n2); 
c1rscr(); 

/* Calculate power at each point and plot result. */ 

rrnsmax = 0; 
for(z= I ;z<=N ;z+=2) 
( 

*/ 

mean_s<LP0wer = pow(ar[z]lN, 2) + pow(ar[z+ I ]IN, 2); 
rrns = sqrt(mean_s<LP0wer); 
if(rrns> rmsmax) 
{ 

fmax = (z+ I )/2; 
rrnsmax = rrns; 

setcolor(6); 
xpos = 20 + z; 
moveto(xpos, 340); 
Iineto(xpos, (340-rrnS/I 0)); 

printf("Frequency = %4d\n", fmax-I); 

} 
gctchO; 
c1osegraphO; 
return 0; 

void readad(float ar[], int N, unsigned port) 
{ 

int chan, st, sum, xh, xl, y, z; 
double avg, tot; 

/*** Open and read A.D port ***/ 

for(z=1 ;z<=2*N;z++) 
{ 

ar[z]= 0.0; 
} 
outp(port+9,Ox70); 
outp(port+8, I); 
outp(port+2,0); 
outp(port+ I, 0); 
outp(port+2, I); 
outp(port+ I, 0); 
outp(port+2,OxOO); 

/* Data stored in alternate points to facilitate FFT processing·/ 

for(z=1 ;z<=2*N;z+=2) 
( 

/* Check for point */ 
/* of max power */ 

1* XI 000000 for acf *1 

1* PRINT RESULT ./ 

outp(port, 0); 
dol 

st= inp(port+ 8); 
/* Check for EOC */ 
/* */ 

} while«st&&Ox80)=Ox80); 
xl= inp(port+ 0); 
xh= inp(port+ I); 
ar[z]= 16*xh+ xl/16; 
sum=O; 

/* */ 
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for(y= 1 ;y<=92;y++) 
( 

sum+=sum; 

1* Subtract average to remove d.c. value *1 

tot= 0.0; 
for(z=1 ;z<=2*N;z+=2) 
{ 

tot+= are z]; 
} 
avg = tot/(double)N; 
for(z= 1 ;z<=2 *N ;z+=2) 
( 

ar[z]-= avg; 

void hanning(float ar[], int No) 
( 

int z; 
float wind[ 4100]; 

1*** Calculate Hanning Window ***1 

for(z= 1 ;z<=2 *No;z+=2) 
( 

wind[z] = 0.5*(1 - cos(2*3.14159*(z-I)/(2*No))); 
} 
for(z=1 ;z<=2*No;z+=2) 
{ 

ar[z] *= wind[zl; 

void fourl (float data[], int nn, int isign) 
{ 

int n, mmax, m, j, istep, i; 
double wtemp, wr, wpr, wpi, wi, theta; 
float tempr, tempi; 

1*** Perform Fast Fourier Transform .. */ 

1* Routine replaces data with its discrete Fourier transform *1 

n=nn« I; 
j=l; 
for (i= 1 ;i<n;i+=2) 
( 

if(j>i) 
{ 

tempr=data[j];data[j]=data[i];data[i]=tempr; 
tempr=data[j+ 1 ] ;data[j+ 1 ]=data[ i+ 1 ] ;data[ i+ 1 ]=tempr; 

m=n» I; 
while(m >= 2 && j > m) 
( 

j+=m; 

mmax=2; 
while(n> mmax) 

j -=m; 
m»=I; 

157 



istep = 2 * mmax; 
theta = 6.2831853071 7959/(isign *mmax); 
wtemp = sin(0.5*theta); 
wpr = -2.0*wtemp*wtemp; 
wpi = sin(theta); 
wr = 1.0; 
wi=O.O; 
for (m= 1 ;m<mmax;m+=2) 
{ 

for (i=m;i<=n;i+=istep) 
{ 

} 

j = i+ mmax; 
tempr = wr*data[j] - wi*data[j+ I]; 
tempi = wr*data[j+ I] + wi*data[j]; 
data[j] = data[i] - tempr; 
data[j+ I] = data[i+ I] - tempi; 
data[i]+= tempr; 
data[ i+ 11+= tempi; 

wr = (wtemp=wr)*wpr - wi*wpi + wr; 
wi = wi*wpr + wtemp*wpi + wi; 

mmax = istep; 

void corr 1 (float data[], int no) 
{ 
/* .. Calculate auto correlation function .. */ 

int a, b, c; 
double val; 
float cor[ 4100]; 

for( a= 1 ;a<=2 *no;a++) 
{ 

corral = 0.0; 

for( a= I ;a<=2 *no;a+=2) 
{ 

val = 0.0; 
for(b= I ;b<=a;b+=2) 
{ 

val += data[b]*data[2*no-I-a+b]; 
} 
corral = val; 

} 
for( c= 1 ;c<=2 *no;e+=2) 
{ 

data[c] = coree]; 
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A.2 Subroutine for calculating harmonic ratios 

void base 1 (float harm[], double big, int N, int fmax) 
{ 

int fmx, m, n, nit, p, trunc, w, x, y, z; 
double min, res; 
int fq[50], fm[20]; 
float resq[20]; 

p=O; 
m=O; 
for(x= 1 ;x<=N-2;x+=2) 
{ if(harm[x] < harm[x+2]) 

{ if(harm[x+2] > harm[x+4]) 

} 
for(z= 1 ;z<=20;z++) 
{ 

{ if(harm[x+2] > big/lO) 
{ 

p= p+l; 
fq[p]= (x+ 3)/2; 
if(harm[x+2] > big/5) 
{ 

m=m+l; 
fm[m]= fq[p]; 

resq[z]=O.O; 

nit= 0; 

I" look for peaks "I 

I" check peak for size "I 

I" store peak position "I 

for(w=1 ;w<=m;w++) /" Select peak and test against suceeding peaks "/ 
{ 

} 
if(p> I) 
{ 

} 

if(fm(w)<fmax) 
( 

n=O; 
for(y=w+ I ;y<=p;y++) 
{ if(fq[y] > fm[w]) 

I" Stop ifbiggest peak "/ 
/" is reached "/ 

{ trunc= fq[y]%fm[w]; I" Find remainder "I 

} 
resq[w] /= n; 

} 
nit += 1; 

fmx= fm[I]; 
min= resq[I); 
for(x= 1 ;x<=nit-I ;x++) 
{ if(resq[x+ 1] < min) 

{ 

res= (double )trune/( double )fm[ w]; 
if(res> 0.5) 
{ 

res= 1- res; 
} 
resq[w]+= res; 
n+= I; 

/" Sum remainders "/ 
I" and store "I 

I" Divide by number "I 
I" of peaks tested "I 

I" Find peak with smallest "I 
/" remainder quotient "I 

fmx= fm[x+l]; 
min = resq[x+I]; 

printf("Low com harm = %3d\n", fmx); /" PRINT RESULT "/ 
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A.3 Double channel data capture and cross correlation. 

I'" Program to plot signals from two channels of A:D card and cross-correlate "'I 
I'" Use A:D convcrtcr to capture data "'I 

#inc1udc"stdio.h" 
#include"dos.h" 
#inc1ude"math.h" 
#includc"conio.h" 
#inc1ude"graphics.h" 
#inc1ude"stdlib.h" 

double ar[2050][3]; 
int no, z, n2, n3; 
unsigned port = Ox 170; 
void fourl(double ar[][3], int N, int n2); 
void readad(double ar[][3], int N, unsigned port); 
void corrl (double ar[][3], int N); 

main(void) 
{ 

int del, fcal, fHz, fmax, val, xpos, x, y, z, N; 
double avg, mean_sCLpower, rms, rmsmax, tot; 

I'" Initialise graphics "'I 

int gdriver= DETECT, gmode, errorcode; 
initgraph(&gdriver, &gmode, ""); 
errorcode= graphresult(); 
ifCerrorcode != grOk) 
{printtt"Graphics error: %s\n", grapherrorrnsg(errorcode»; 
printfC"Press any key to halt:"); 
getch(); 
exit( I); 
} 

I'" Select number of samples and transform type. "'I 

printfC"Select number of samples? 64 :"); 
scanfC"%d", &N); 
n2= I; 

I'" Set up screen for output "'I 

c\rscr(); 
setcolor(1 ); 

I'" Initialise ar "'I 

for(z=0;z<=2"'N;z++) 
{ 

fore;;) 
{ 

ar[ z][ 1]= 0.0; 
ar[z][2]= 0.0; 
ar[z][3]= 0.0; 

ifCkbhit())break; 
else 
{ 

readad(ar, N, port); 
eorrl(ar, N); 
clrscr(); 
setcolor(5); 
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} 
getch(); 
c1osegraphO; 
return 0; 

moveto(257,400); 
lineto(257,O); 
setcolor( I); 
moveto( I, 50-ar[ 1][ 1]/1 00); 
for(z=1 ;z<=2*N;z+=2) 
( 

lineto(2*(z+ I), 50-ar[z][ I ]/100); 
} 
moveto( I, 150-ar[ I ][2]/1 00); 
for(z=1 ;z<=2*N;z+=2) 
( 

Iineto(2*(z+ /), /SO-ar[z][2]!/oO); 
} 
setcolor( 4); 
moveto(l,300-ar[I][3]/l0000); 
for(z=1 ;z<=4*N;z+=2) 
( 

Iineto(2*(z+ I), 300-ar[z][3]/1 000000); 

void readad(double ar[][3], int N, unsigned port) 
{ 

int chan, del, gap, nxch, sc, st, sum, w, xh, xl, z; 
int ch[2050], chx[2050]; 
double avg[2], tot[2]; 

/* Open and read A.D port */ 

fore z= I ;z<=2 *N ;z++) 
{ 

for(w=1 ;w<=3;w++) 
{ 

} 
outp(port+9,Ox70); 
outp(port+8, I); 
outp(port+2,O); 
outp(port+ I, 0); 
outp(port+ 2, I); 
outp(port+ I, 0); 
outp(port+ 2, Ox I 0); 
dol 

ar[z][w]= 0.0; 

st=inp(port+ 8); 
chan= st&OxOF; 

}while(chan!=OxOO); 
for(z=0;z<=2*N;z++) 
( 

for(w=1 ;w<=2;w++) 
{ 

/* Set for two channel */ 
/* alternate */ 
/* capture */ 

/* Make sure */ 
/* first channel */ 
1* set correctly *1 
/* *1 

/* Plot chan I *1 

/* Plot chan 2 *1 

/* Plot xcf */ 

st=inp(port+ 8); 
chan= st&OxOF; 
outp(port, 0); 
dol 1* Chcck for EOC *1 

st= inp(port+ 8); 
} while«st&&Ox80)=Ox80); 
xl= inp(port+ 0); 
xh= inp(port+ I); 
ar[z][chan+I]= 16*xh+ xl/16; 
dol 

st=inp(port+ 0); 
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} 

nxch= st&OxOF; 
} while( chan !=nxch); 
chx[z]= xl&OxOF; 

gap= 2000; 
sum=O; 
fore del= I ;del<=gap;del++) 
{ 

sum+=I; 

1* Subtract average to remove d.c. value *1 

w=1; 
{ 

tot[ 1]= 0.0; 
tot[2]= 0.0; 
for(z=I;z<=2*N;z++) 
{ 

} 

tot[I]+= ar[z][I]; 
tot[2]+= ar[ z][2]; 

avg[I]= O.5*tot[I]/(doublc)N; 
avg[2]= 0.5 *tot[2]/( double)N; 
for(z= I ;z<=2 *N ;z++) 
( 

ar[z][I]-= avg[I]; 
ar[z][2]-= avg[2]; 

void corrl(double ar[][3], int N) 
{ 

int n, p, z; 
double coef; 

I**" Cross correlate two data channels "'**1 

for(n=0;n<=4*N;n++ ) 
{ 

ar[n][3]= 0.0; 
} 
for(p=-2 "'N ;p<=2 "'N-I ;p++) 
( 

for(n=1 ;n<=2"'N;n++) 
{ 

ittn+p>2*N) 
coef= 0.0; 

else ittn+p<=O) 
coef= 0.0; 

else 
coef= ar[n][I]* ar[p+n][2]; 

ar[p+2"'N+I][3]+= coef; 
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