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Abstract 

The objective of this study is to develop a CFD tool for performing reliable large 

eddy simulation (LES) of the compressible evaporating two-phase turbulent flow 

in a gas turbine combustor. The KIVA-3V code originally developed by Los 

Alamos National Laboratory is used as a baseline code. The KIVA-3V code has 

been modified to facilitate LES calculations. Both the temporal and spatial 

accuracies of the original KIVA-3V code have been improved to second order. A 

one-equation subgrid scale (SGS) turbulence model is implemented to describe 

the unresolved turbulent subgrid effect. To ensure that there are sufficient particle 

numbers to capture the dynamic droplet dispersion process, the ETAB breakup 

model coupled with a new hybrid droplet-particle algorithm is also implemented 

into the code. Furthermore, the effect of the subgrid scale (SGS) velocity on the 

droplet dispersion is included. The SGS velocity is computed from the subgrid 

turbulent kinetic energy predicted by the one-equation SGS turbulence model. A 

new collision model based on the concept of "particle cloud" is proposed and 
implemented in the code. The new model greatly reduces the grid-dependence of 

the original O'Rourke model in a Cartesian mesh. 

The gas solver of the new LES version of KIVA-3V code, which will be referred 

as KIVA-LES hereby) is validated against large eddy simulations of natural and 
forced plane impinging jets. Predictions were carried out for different inflow 

conditions, which include a natural plane impinging jet with a random 

perturbation on the inflow plane and a forced plane impinging jet with a Strouhal 

number of 0.36, locked both in phase and laterally in space. The first simulation 

was performed to quantitatively study the mean flow and turbulence statistics. The 

computed field variables and turbulence intensity of streamwise velocity agreed 

well with the experimental results. The second simulation was performed to study 

the vortex structures of a forced plane impinging jet. The predictions captured the 
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typical vortex structures of this kind of flow, such as spanwise rollers, successive 

ribs, cross ribs and wall ribs were reproduced by the simulation, which were also 

previously detected by the experiment of Sakakibara et al. [103] with digital 

particle image velocimetry (DPIV) system, but to our best knowledge never 

wholly reproduced by numerical simulations to date. Moreover, the study has also 
led to some new findings related to the formation and evolution of successive ribs, 

cross ribs and wall ribs. 

The new collision model is tested against analytical solutions of simplified 

realistic collision problems in a box volume. The grid-dependence of the model is 

also checked against some spray test cases. The new collision scheme is 

computationally more efficient than the frequently used O'Rourke's [87] scheme 

since it abandons a sampling procedure to compute the collision number. The new 

model delivers sufficient accuracy in calculating the collision numbers in cases 

with uniformly distributed droplets although O'Rourke's model seems to perform 
better for these scenarios. However, for the prediction of a real spray in Cartesian 

gird, the new model has delivered much improved results. The predictions of the 

new model do not show any grid-dependent artefacts. 

KIVA-LES with the Lagrangian spray models is used to predict non-evaporating 

and evaporating diesel fuel sprays. The computed results are compared with the 

experimental data by Hiroyasu and Kadota [55] and Naber and Siebers [81], as 

well as the predictions of the original KIVA-3V. The predictions are in good 

agreement with the data. The large scale vortical structures are reproduced by the 

LES simulations, which cause "branch-like" spray shape and influence the spray 

penetration depth. The predictions have also captured the differences between the 

dense and dilute regions of the sprays. The LES analysis of diesel sprays has also 
demonstrated that SGS velocity has significant influence on the predicted spray 

angles. Most importantly, grid-convergent results, which were difficult to obtain 

with the original KIVA-3V, have been obtained in the present study. 
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Finally, the validated code is used to study evaporating two-phase spray flow in a 

coaxial gas turbine model combustor. The predictions were compared with some 

published experimental data. This is a first step towards a more comprehensive 

numerical analysis of practical industrial combustors where multiple inlets and 

more complex combustor geometry are encountered. Good agreement with the 

data is achieved. The predictions have captured the "ring-like" vortex just 

downstream the annulus and "worm-like" streamwise vortical structure further 

downstream. The axial droplet mass flux and Sauter mean radius (SMR) are well 

predicted. 

Overall the present study has demonstrated the capability of KIVA-LES with the 

newly developed collision model to provide reasonably accurate predictions of 

evaporating two-phase flows in coaxial gas turbine combustors. 
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Chapter 1 Introduction 

Chapter 1 

Introduction 

1.1 Background 

Extensive research has been carried out in the area of gas turbine combustor over 

the last two decades in order to improve the design of both stationary gas turbines 

for power generation and aero-propulsion gas turbines. The principal objectives of 

these investigations are to improve the combustion process in order to achieve 
higher combustion efficiency with a uniform exit temperature and allowable liner 

wall temperature distributions and to reduce combustion-generated emissions. 

A key characteristic of gas turbine combustor performance is the emission of 

NOR . Although the emissions of unburned hydrocarbons and carbon monoxide 

have been greatly reduced through the design process, the problem of 

NOx emission still requires significant improvement in combustor design [64]. 

Problems like acid rain and stratospheric ozone layer depletion increase the 

concern about the ill-effects of gaseous pollutants and have singled out NOx as a 

potentially hazardous component in this regard. Control of NOx emission from 

the combustion process thus becomes an important design criterion in modem gas 

turbine technology. 

Gas turbine combustors have traditionally been operated in the non-premixed 

mode for safety and stability [28,29,49]. Unfortunately, this mode leads to 

unacceptable high levels of thermal NOx , which is produced in the high- 

temperature, near-stoichiometric regions. As a result, combustor designers have 

sought non-stoichiometric fuel-air ratios in both rich and lean ranges. Rich-burn 

combustion reduces NOx by limiting the amount of oxygen present for high 
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Chapter 1 Introduction 

temperature combustion. Combustors like these are often labelled Rich-bum 

Quick-quench Lean-bum (RQL). In a RQL combustor, a rich bum primary zone is 

followed by a quick quench zone where the combustion gases are diluted before 

combustion is completed in a cooler lean burn zone. This design concept has been 

the subject of several studies [e. g. 28,29]. 

An alternative to RQL is Lean-Premixed Combustion (LPC) [61,96] in which a 
lean combination of fuel and air is premixed and pre-vaporized prior to 
introduction into the combustor. With LPC, the amount of post-combustion 
dilution air is reduced, and the combustion zone is operated with excess air to 

reduce the flame temperature. A combustion zone equivalence ratio of 0.4-0.6 is 

typical [82,83]. In addition, the fuel and air are premixed to eliminate 

stoichiometric regions [27]. The flame is cooler and thermal NOx is virtually 

eliminated. However, combustion efficiency is reduced at the lower temperatures 

of LPC. In addition, stability limits are significantly reduced by pre-mixing the 

fuel and air and by operating at fuel-lean conditions near the lean flammability 

limit [26,34], and this may sometimes lead to detrimental damage to combustor 

systems. 

A third approach is called Lean Direct Injection (LDI). LDI differs from LPC in 

that the fuel is injected directly into the flame zone and thus it does not have the 

potential for auto-ignition or flashback and should have greater stability. NOx 

emission from an LDI can approach those from a LPC but since LDI is not 

premixed and pre-vaporized, it must provide good atomization and mixing of the 

fuel quickly and uniformly to maintain low flame temperatures and NOx levels 

comparable to those of LPC. The operation of the combustor depends on fuel 

injectors which can produce a spray of very small droplets that quickly atomize 

and vaporize. Furthermore, the mixing process is also a key issue for the LDI. 
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Chapter 1 Introduction 

1.2 Physical processes in a LDI gas turbine combustor 

A LDI gas turbine combustor is a complex combustion device within which there 

exist a wide ranges of coupled, interacting physical and chemical phenomena. The 

liquid fuel used as the energy source must be atomized into smaller droplets in 

order to increase the surface of fuel exposed to the hot gases and to facilitate rapid 

evaporation and mixing with the oxygen rich ambience. The combustion process 

and emissions are mainly influenced by the atomization of the liquid fuel, the 

motion and evaporation of the fuel droplets and mixing of fuel and air. Spray 

dynamics and combustion studies are extremely important to determine flame 

stability behavior at widely varying loads and under different operating 

conditions, to ensure safety and efficient utilization of energy, as well as to better 

understand the mechanisms of pollutants formation and destruction. 

The spray combustion process can be divided into five elements: atomization, 

transport, vaporization, unmixedness and combustion. In general, liquid fuel is 

injected through a nozzle system into the combustor chamber and is atomized to 

form a spray of droplets. In the atomization region, the liquid fuel disintegrates 

into ligaments and droplets. The dense spray region has significant liquid volume 
fraction and includes secondary break-up of droplets and ligaments as well as 
droplet-droplet interactions, such as collisions and coalescence. In the dilute spray 

region, droplets are well formed and have strong interaction with turbulent 

airflow. In general, a spray structure depends on the injection pressure difference, 

injector size, fuel viscosity, fuel density, and ambient gas conditions. With the 
initial injection velocity, fuel droplets penetrate into the high temperature air. The 

fuel spray advances with time until droplets are vaporized by the hot air and 

combustion gas. 

In a spray plume, fuel droplets heated by the surrounding hot air and combustion 

gas start to vaporize when the droplet temperature reaches the boiling point. The 

rate of vaporization depends mainly on the droplet size, boiling point and latent 
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Chanter 1 Introduction 

heat of fuel liquid, gas temperature, and relative velocity between droplets and gas 

phase. The fuel vapor mixes with the entranced air in the spray plume. The 

mixture starts to burn when the gas temperature reaches the ignition point and 
fuel/air mixture ratio is within the flammability limits. The burning produces heat 

and combustion products. The combustion products include mainly C02, H20, 

and a small amount of pollutants such as NOR . 
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Chapter 1 Introduction 

1.3 Computational methods 

The hostile combustion environment of a gas turbine combustor makes detailed 

measurements very difficult. Furthermore, parametric evaluation of design 

parameters experimentally is economically very expensive and may not provide 

sufficient insight since detailed measurements are difficult to achieve. Moreover, 

to characterize the mixing process, details at small scales are needed. Non- 

intrusive experimental techniques have some inherent limitations in terms of 

resolving these small-scale details. For example, the near field of a liquid fuel 

injector has never been properly investigated due to difficulties in carrying out 

measurements in dense droplet regime. Structure of complex three-dimensional, 

swirling fuel-air mixing layers is also very difficult to be resolved using current 

experimental methods. 

Recently, it has become apparent that an understanding of the mechanisms 

relating to fuel vapor formation, subsequent mixing and combustion is the key to 

the development of non-polluting and high performance combustion systems. An 

important approach is to use advanced computer models for fundamental studies 

as well as practical devices. The development of advanced computers with large 

memories and high speed processors has enabled researchers to numerically solve 

comprehensive models for the underlying physical and chemical processes 
involved in spray combustion. 

The numerical simulation of flow field in a spray combustor is exceedingly 

complex and challenging. The turbulent mixing and combustion occur in a three- 

dimensional, time-dependent system with two-phase turbulent flows, and 

chemical reactions, which are not yet completely understood. The interactions 

among the different physical phenomena (turbulence, multi-phase flow and phase 

change) are highly non-linear. This further increases the complexity of the 

problem. In the mean time, the combustion characteristics are greatly affected by 
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Chanter 1 Introduction 

the spray characteristics. The formation of NOx and other pollutants are closely 

related to the spray combustion process itself. Other contributing factors include 

turbulence, radiation heat transfer, and fuel-air mixing. These factors are generally 
interrelated to one another. Computational fluid dynamics (CFD) models have 

become increasingly important in gaining insight of such complex processes and 
help supplement experimental verification by providing physical insight into the 

processes that directly control the combustion processes. Since the physics of the 

processes of interest is time-dependant, a simulation tool that is capable to capture 

the spatial-temporal evolution plays an important role in the design cycle of future 

gas turbine engines, which offers improved combustion performance and reduced 

emissions while not compromising fuel economy. 

The numerical simulation of the unstable turbulent flow in a gas turbine 

combustor is a complicated task due to the highly nonlinear coupling of several 

different physical processes such as combustion chemistry, acoustic and turbulent 

fluid dynamics. The majority of the current numerical methods for a gas turbine 

combustor flow simulation are based on Reynolds or Favre averaging of the 

Navier-Stokes equations (RANS) which model all turbulent length-scales (e. g. 

using the standard k-s model). In the Reynolds averaged approaches, all 

turbulent unsteadiness is averaged out. The non-linear terms in the Navier-Stokes 

equations give rise to the Reynolds stress term in the Reynolds averaged Navier- 

Stokes equations. This term must be modeled if the equations are to be closed. 
The complexity of turbulence makes it unlikely that any single model will be able 

to represent all turbulent flows. Despite its popularity and low computational cost, 

the RANS methods such as standard k-E suffer from several deficiencies. It is 

not suitable for modelling swirling flow [111] which is often present and desired 

in combustors. Therefore, ad hoc modifications to the turbulent energy dissipation 

equation are necessary to provide satisfactory results. It also tends to incorrectly 

predict recirculation regions [46]. Predictions of these flow structures are 
important since the location of recirculation regions can influence the residence 
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time involved in NOX production [76] and increase the residence time for liquid 

fuel evaporation. Finally, the RANS methods often under-predict large velocity 

gradients due to the more diffusive nature of this model [98]. 

Direct numerical simulation (DNS) is a method in which all of the scales of a 

turbulent flow are computed. A DNS must solve all scales from the large energy- 

containing or integral scales to the dissipative scales; the latter is usually taken to 

be the viscous or Kolmogoroff scales. For any reasonable Reynolds number, this 

requires a large number of grid points and is very costly. Despite the cost, the 

ability of DNS to resolve all the turbulent scales has made it a valuable tool for 

investigating the physics of turbulence in a number of simple flows. The direct 

calculation of a gas turbine combustor is currently not possible due to the extreme 

computational cost. Despite the dramatic increase in computational power, this 

technique will most likely remain as a research tool within the foreseeable future. 

Large eddy simulation (LES) represents a potentially powerful and promising 

method for overcoming many of the limitations of RANS and DNS approaches. 
LES involves a direct, three-dimensional and time-dependent computation of the 

large-scale turbulent motions responsible for turbulent mixing whilst those with 

scales smaller than the computational grid are modeled. Currently, LES appears to 

be the only feasible simulation methodology which is capable of capturing 

unsteady turbulent dynamics within the constraint of the existing computational 
limits. In LES, all turbulent length-scales larger than a specified cut-off (e. g. grid 

size) are resolved in both space and time while modelling is employed only for 

those small, unresolved scales (referred to as subgrid scales or SGS). Larger 

eddies, those on the order of the geometric length-scale, are highly-anisotropic 

and energetic. Their dynamics is strongly dependent on the geometry of the 

system; while small eddies are more isotropic and less energetic, they are easy to 

be modelled. Due to the nature of the turbulent energy cascade, energy transfers 

from large to small scale. To accurately predict the small-scale property of the 
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flow, the dynamics of the large, energy-containing eddies must therefore be fully 

captured in the numerical model. 
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1.4 Approaches to spray modeling 

The gas-spray interactions comprise a number of processes such as atomization, 

droplet breakup, collision/coalescence and transfer of mass, momentum and 

energy between different phases. This is achieved by assembling a number of sub- 

models which describe particular processes. 

Two approaches have been used in the literatures to predict the flow properties in 

situations where a spray of droplets is injected into a turbulent gas field, i. e. 

Eulerian-Lagrangian and the Eulerian-Eulerian approaches. In the first approach, 

Eulerian conservation equations are applied to the gas phase with the assumption 

of insignificant influence of local flow discontinuities induced by the presence of 

droplets in the gas phase. Lagrangian equations of the droplet motion are written 

and the thermal balance equations are applied to a finite number of droplet size 

ranges representing the size distribution within the spray. The trajectory of the 

droplets is computed through the flow field. This is the liquid droplet spray model 

and was initially used by Crowe et al. [31] for a spray cooling problem. It has also 

been employed for diesel engine sprays by Dukowicz [35] and by O'Rourke and 

Bracco [90]. In the second approach initially used by Williams [134], the spray 

was modeled through a conservation equation for a statistical distribution 

function, defined as the number of droplets per unit droplet diameter and velocity 

and spatial volume. The second approach is fully Eulerian and is quite expensive 
in terms of computer storage and CPU time unless several simplifications are 
introduced. 

According to Berlemont et al. [14], the Lagrangian approach has the advantage of 
being able to account for the instantaneous flow properties encountered by the 

particles. A second cited advantage of the Lagrangian approach is the possibility 

to readily handle the evolution of the distribution of particle diameters, which is 

difficult to predict in Eulerian approach. It is also known that the Eulerian 

approach suffers from numerical diffusion particularly on coarse computational 
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grids [35]. In a gas turbine combustor, the Lagrangian approach is known to be 

adequate and generally favored. 

When fuel blobs are injected into a combustor, these blobs are subject to break up. 

The most popular spray break-up models are TAB (Taylor Analogy Breakup) 

model [89] and wave model [97]. In the TAB model, oscillations of the parent 

droplet are modelled in the framework of a spring mass system and break up 

occurs when the oscillations exceed a critical value. In the wave model, new 

droplets are formed based on growth rate of the fastest wave instability on the 

surface of the parent blob. Tanner [122] extended the TAB model to an enhanced 

TAB model (ETAB), where the product droplet size was obtained via a break-up 

cascade modelled by an exponential law. The parameters of this distribution 

function were derived from experimental data to achieve better performance of the 

model. 

Droplet collision is important for a dense spray. Most of the current spray 

collision models follow that of O'Rourke [87], which is based on the proposals for 

computing collision process in rain clouds by Brazier-Smith et al. [19]. 

O'Rourke's algorithm is consistent with the stochastic nature of spray 

simulations, where only a sub-sample of droplets is tracked. The tracked drops 

represent particles or parcels of varying numbers of drops. This model assumes 

that droplets in a parcel distribute evenly among the cell in which the parcel lies 

and a given parcel may collide with another parcel only if these two parcels reside 

in the same computational cell. The model is, therefore, strongly depends on the 

adopted computational mesh, as pointed out by Gavaises [41]. The problem of 

mesh dependency is particularly severe when using a Cartesian mesh [107]. 

Nordin [85] corrected O'Rourke model by assuming that collisions can only occur 
if the trajectories of two parcels intersect and the intersection point is reached at 

the same time within the integration time step. Nordin also abandoned the 

assumption that parcels distribute uniformly in the cell they reside, by ignoring 
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the distribution of droplets in a parcel. In stead of using the kinetic theory to 

determine the collision frequency, the collision frequency is computed from the 

distance between the two colliding parcels as no grid information is required in 

this model. The collision model is grid-independent. However, in this model, the 

collision frequency has no connection with the droplet density. This is physically 

untrue. In reality, the denser the droplets, the more chances collisions may 
happen. Moreover, Nordin assumes collision occurs only if two parcels move 

towards each other. This is also untrue as not all droplets in a parcel cluster on one 

point. 

Schmidt and Rutland [107] proposed a new collision algorithm based on the No 

Time Counter (NTC) method used in gas dynamics for Direct Simulation Monte 

Carlo (DSMC) calculations. There are two significant improvements with the 

NTC algorithm. Firstly, the NTC method involves stochastic sub-sampling of the 

parcels within each mesh cell instead of sampling all the parcels in the cell, 

therefore the NTC method is quite efficient. Secondly, a new set of collision mesh 
is adopted in the NTC method, which is independent of the flow computational 

mesh. The collision mesh is cylindrical, and can achieve very high spatial 

resolution without incurring significant CFU cost. By inducing a second set of 

mesh, the NTC method can reduce the grid dependence. However, the NTC 

method can only be applied to the case of a single injection due to the limitation 

of one set of collision mesh. Moreover, the NTC model inherits the assumption 

that only parcels which reside in the same cell have chances to collide no matter 
how far/close they are from each other. ' 

11 



Chapter 1 Introduction 

1.5 Previous studies on LES of gas turbine combustor 

LES of gas turbine combustor has been an active area of research for the last 

decade. LES techniques are receiving increased interest in the field due to their 

potential to capture features of the flow field that are currently out of reach of 

other modeling techniques. However, the complex geometrical aspects of 

common industrial devices, which drastically increase the cost of performing 

good-quality LES, together with the issues related to incorporating sufficiently 

accurate spray and combustion models still impose considerable limitation on the 

application of LES to practical gas turbine combustor. Major contributions to the 

LES of gas turbine combustor are summarized in the following. 

Mare et al. [71] employed LES to predict temperature and species concentrations 
in a model can-type gas turbine combustor operating in a non-premixed 

combustion regime. The subgrid scale stresses have been modelled using the 

standard Smagorinsky-Lily model, whilst combustion has been accounted for 

using a conserved scalar approach. The complex flow pattern developing from the 

interaction of a strongly swirling flow in the primary zone with the impinging 

primary jets has been captured by the simulations in great detail. The in-house 

LES code BOFFIN (Boundary Fitted Flow Integrator) was used to solve the 

filtered LES equations. The code employs Cartesian velocity components and a 
boundary conforming general curvilinear system with a collocated variable 

storage arrangement. It was based on a fully implicit low-Mach-number 

formulation and second order accurate in space and time. For the convection term 

of the momentum equation, an energy-conserving discretisation scheme was used. 

All other spatial derivatives were approximated by standard second-order central 
differences, except for the convective terms in the filtered mixture fraction 

equation. A centred discretisation of these terms might result in overshoots and 

undershoots in the mixture fraction for cell Peclet numbers greater than 2. To 

avoid this, a TVD (Total Variation Diminishing) scheme [118] was used to 

discretise the convection terms in the mixture fraction transport equation. Time 
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derivatives were approximated by a three-point backward difference scheme with 

variable time step. A four-step second-order time-accurate approximate 
factorisation method was applied to determine the pressure and ensure mass 

conservation in conjunction with a Rhie and Chow pressure smoothing technique 
[100] to prevent even-odd node uncoupling of the pressure and velocity field. 

Huang et al. [58] conducted a comprehensive LES numerical study of the 

combustion dynamics in a lean-premixed swirl-stabilized combustor. Finite-rate 

chemical reactions and variable thermo-physical properties were taken into 

account. A compressible-flow version of the Smagorinsky model was employed 
to describe subgrid scale turbulent motions and their effect on large-scale 

structures. A level-set flamelet library approach was used to simulate premixed 
turbulent combustion. The governing equations and the associated boundary 

conditions were solved by means of a four-step Runge-Kutta scheme along with 
the message passing interface parallel computing architecture. The analysis 

allowed for a detailed investigation into the interaction between turbulent flow 

motions and oscillatory combustion of a swirl-stabilized combustor. Several 

physical processes responsible for driving combustion instabilities in the chamber 

were also identified and quantified, including the mutual coupling between 

acoustic wave motions, vortex shedding, and flame oscillations. In particular, the 

mechanisms of energy transfer from chemical reactions in the flame zone to 

acoustic motions in the bulk of chamber were carefully studied. The governing 

equations in the study were solved numerically by means of a density-based, 

finite-volume methodology. The spatial discretiztion employed a second order 

central-differencing scheme in generalized coordinates. A fourth order matrix 
dissipation with a TVD switch developed by Swanson and Turkel [117] was 

employed to ensure computational stability and to prevent numerical oscillations 
in regions with steep gradients. Temporal discretization was obtained using a 
four-step Runge-Kutta integration scheme. 
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Caraeni et at. [20] studied the interaction of turbulence, temperature fluctuation, 

liquid fuel transport, mixing and evaporation using LES. In their study, the gas 

phase was handled using an Eulerian formulation while the Lagrangian form was 

employed to capture the spray dynamics. The gas phase velocity field used in the 

particle equation motion was obtained using only the filtered LES velocity. 
Models for droplet break-up and coalescence and evaporation were included. 

Droplets below a predefined cut-off size were assumed to vaporize 
instantaneously. The spray models were derived from those of KIVA. Dynamic 

SGS models were used to model the unresolved subgrid scales. The 

incompressible Navier-Stokes equations for the Euler part of the problem were 

solved using finite-differences on a stretched grid of fourth-order accuracy. The 

filtered Navier-Stokes equations were discretized on an analytically stretched 

staggered Cartesian grid. The derivatives were approximated by a fourth-order 

central finite difference, except for the convective terms. The convective terms 

were discretized using a third-order upwind biased scheme. The equations were 

split in time. The momentum equations are integrated explicitly using a third- 

order four-step Runge-Kutta method. The pressure was updated by solving a 
Poisson equation for the pressure correction using a multi-grid solver. 

Apte et al. [8] applied LES to a particle-laden, swirling flow in a coaxial jet 

combustor. A mixture of air and lightly loaded, spherical, glass-particles with a 

prescribed size-distribution entered the primary jet, while a swirling stream of air 
flowed through an annulus. The incompressible, spatially filtered Navier-Stokes 

equations were solved on unstructured grids to compute the turbulent gas-phase. 
A Lagrangian formulation and an efficient particle-tracking scheme on 

unstructured meshes were developed to compute the dispersed phase. The 

particles were treated as point sources so they influence the gas phase only 
through momentum-exchange terms. The particle-dispersion characteristics were 

examined in detail and in particular, the dependence of particle trajectories and 

residence times upon particle sizes was emphasized. The mean and turbulent 
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quantities for the gas and particle phases were compared with experimental data 

and good agreement was obtained. 

LES of an industrial gas turbine burner were carried out for both nonreacting and 

reacting flows using a compressible unstructured solver by Selle et al. [110]. 

Results were compared with experimental data in terms of axial and azimuthal 

velocities (mean and RMS), averaged temperature. Combustion was modelled 

with a reduced two-step mechanism of methane-air combustion and a thickened 

flame model. The regime of combustion was partially premixed and the 

computation included part of the swirler vanes. The LES solver AVBP solved the 

full compressible Navier-Stokes equations on hybrid (structured and unstructured) 

grids. Subgrid stresses were described by WALE model [84]. The 

flame/turbulence interaction was modelled by the TF approach [6]. The numerical 

scheme used third-order spatial accuracy and third-order time accuracy. 

Lo and Sung [67] performed a large eddy simulation for turbulent flow around a 
bluff body inside a sudden expansion cylinder chamber, a configuration which 

resembles a premixed gas turbine combustor. The Smagorinsky model and the 

Lagrangian dynamic subgrid scale model were employed. The calculated 
Reynolds number was 5,000 based on the bulk velocity and the diameter of inlet 

pipe. The simulation code was constructed by using a general coordinate system 
based on the physical contravariant velocity components. The predicted turbulent 

statistics were evaluated by comparing with the LDV (Laser-Doppler 

Velocimetry) measurement data. The agreement of LES with the experimental 
data was shown to be satisfactory. Emphasis was placed on the time-dependent 

evolutions of turbulent vortical structures behind the flame holder. The numerical 
flow visualizations depicted the behaviour of large scale vortices. The second- 

order Adams-Bashforth scheme was used for the time discretization. The second- 

order central difference scheme was employed for the diffusive and convective 

terms. 
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Menon et al. [73] performed LES of large-scale combustors. The governing 

equations of motion for an unsteady, compressible, reacting, multi-species fluid 

were employed in their study. A non-equilibrium model [74] using a transport 

equation for the sub-grid kinetic energy was used as a SGS model. This one- 

equation SGS model allows the use of relatively coarse mesh in a LES 

calculation. The LEM (Linear Eddy Model) model of Kerstein et al. [62] was used 
for the subgrid scalar closure. In the LEM method, all the physical processes such 

as molecular diffusion, small and large scale turbulent convection and chemical 

reaction are modelled separately, but concurrently at their respective time scale. 
Moreover, with this LEM method, no LES combustion model is needed. The 

governing LES equations were solved using a finite-volume formulation in which 

the integral form was integrated over a discrete control volume. An explicit, 

second-order accurate in time and fourth-order in space Predictor-corrector 

scheme was used. In this scheme, two one-sided, second-order accurate 
differences were combined to give an overall fourth-order accurate formulation. 

Reynolds et al. [99] conducted LES of an aircraft gas turbine combustor. Spray 

combustion was investigated in their study. An unstructured LES solver called 
CDP had been developed and validated. The code used a novel approach that 

solves the Navier-Stokes equations in a low-Mach number form on an 

unstructured mesh, retaining important energy conservation properties. A dynamic 

procedure was used to compute the subgrid terms. The time advancement was 
fully implicit. The second-order Crank-Nicholson scheme was used for both 

convection and viscous terms. The convection terms were linearized prior to 

solution. The droplets were modelled as point particles which satisfy the 

Lagrangian equations. A novel stochastic approach [7] for droplet break-up which 

accounts for a range of droplet sizes was used in the code. A hybrid scheme [7] 

involving the computation of both individual droplets and particles was also 

proposed for the LES code. 
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In summary, most of the previous LES studies of gas turbine combustor were 
focused on combustion [58,71,73,99,110] and very rare LES studies [20] were 

made for fuel air mixing in gas turbine combustors. The work of Caraeni et al. 
[20] has brought important advance in LES applications to fuel air mixing. But it 

has involved simplified assumptions on the temperature field and suffers from the 

lack of validation. Their attempt to combine the simulation of fuel flow in the 

swirlers, the injection nozzle and the combustion chamber also makes it difficult 

to judge the accuracy of the individual components of the model. Furthermore, 

important information on SGS velocity is absent in their study. 

1.6 KIVA-3V code 

In order to achieve the objective of the present study which is to develop a CFD 

tool for performing reliable large eddy simulation of the compressible evaporating 

two-phase turbulent flow in a gas turbine combustor, the KIVA-3V code [2-4] 

originally developed by Los Alamos National Laboratory is used as a baseline 

code. KIVA-3V is selected as it is not only well established in the IC engine 

community but also has applications in the field of gas turbine combustors 
[25,136,137]. A brief overview about the KIVA-3V code is given below to 

facilitate the description of the present work. Further details about the code can be 

found in the original references by Amsden et al. [2-4,25,136,137]. 

KIVA-3V is the latest version of KIVA family code developed by Amsden et al. 
[4] at Los Alamos National Laboratory. It is a RANS based CFD code for 

numerical calculations of transient two- and three-dimensional chemically 

reactive fluid (mixture of ideal gases) flows, coupled to the equations for a single- 

component vaporizing fuel spray. KIVA-3V is capable of solving compressible 
turbulent flows, either subsonic or supersonic with wall heat transfer effects. 
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The original KIVA code was publicly released in 1985 [5] and was replaced by 

the improved version KIVA-Il in 1989 [2]. The earlier versions were quite 
inefficient when applied to complex geometries as the entire domain of interest 

had to be encompassed within a single-tensor-product mesh with fixed index 

offset in all three directions. This could result in a large number of deactivated 

cells. 

KIVA-3 [3] removed this handicap by the use of a block-structure mesh which 

entirely eliminated the need to create regions of unused cells. In addition, arrays 

are sorted, which minimized the length of vector loops and eliminated testing on 

cell and vertex flags. Furthermore, the boundary condition data was stored in 

tables that allow KIVA-3 to sweep in shorter vectors over only those vertices or 

cells involved. KIVA-3V uses the same solution algorithms and solves the same 

set of equations as KIVA-3 and KIVA-II with the exception of the introduction of 

an effective valve model. 

KIVA code solves the unsteady equations of motion of a turbulent, chemically 

reactive mixture of ideal gases, coupled to the equations for a single-component 

vaporizing fuel spray. The gas-phase solution procedure is based on a finite- 

volume method called the ALE (Arbitrary Lagrangian Eulerian) method. This 

approach was initially proposed by Hirt [57] to solve a wide-range of moving 
boundary problems. Spatial differences are formed on a finite-difference mesh 
that subdivides the computational region into a number of small cells that are 
hexahedrons. The positions of the vertices may be arbitrarily specified functions 

of time, thereby allowing a Lagrangian, Eulerian, or mixed description. The 

arbitrary mesh can conform to curved boundaries and can move to follow changes 
in combustion chamber geometry. The strength of the method is that the mesh 

need not be orthogonal. The spatial differencing is made conservative wherever 

possible. The procedure used is to difference the basic equations in integral form, 

with the volume of a typical cell used as the control volume, and with divergence 

terms transformed to surface integrals using the divergence theorem. 

18 



Chapter 1 Introduction 

The Cartesian components of the velocity vector are stored at cell vertices, and the 

momentum equations are differenced in a strictly conservative fashion. In contrast 

to the original ALE method however, cell-faced velocities are used during a 

portion of the computational cycle. Their use greatly reduces the tendency of the 

ALE method to parasitic velocity modes, thereby largely eliminating the need for 

node coupler. 

The transient solution is marched out in a sequence of finite time increments 

called cycles or time steps. On each cycle the values of the dependent variables 

are calculated from those on the previous cycle. As in the original ALE method 

each cycle is divided into two phases-a Lagrangian phase and a rezone phase. In 

the Lagrangian phase the vertices move with the fluid velocity, and there is no 

convection across cell boundaries. In the rezone phase, the flow field is frozen, the 

vertices are moved to new use-specified positions, and the flow field is remapped 

or rezoned onto the new computational mesh. This remapping is accomplished by 

convecting material across the boundaries of the computational cells, which are 

regarded as moving relative to the flow field. 

Time integration can be explicit, semi-implicit or fully implicit. In certain 

problems, when time steps are small enough, KIVA automatically uses stable 

explicit schemes for which no costly iterative solution is required. When time 

steps are not suitable for explicit marching, a semi-implicit time advancement 

option is employed. In this partially implicit difference scheme there is some 

weighting of the old- and new-time values of the solution variable, i. e., 

Qn+l _OQn+l +(1-O)n (1.1) 

Where n+1 is the new time level, n is the old time level, Q is a field variable, and 
is the associated implicitness factor. Numerical experiments have shown that 

this approach improves the computational efficiency without degrading the 
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numerical stability. For this purpose two separate implicitness factors are 

calculated in KIVA: OP for terms associated with pressure wave propagation and 

OD for diffusion terms. The couple implicit equations are solved by a method 

similar to the SIMPLE algorithm, with individual equations being solved by the 

conjugate residual method [88]. 

Explicit methods are used to calculate convection in the rezone phase, but the 

convection calculation can be sub-cycled an arbitrary number of times, and thus 

the main computational time step is not restricted by the Courant stability 

condition of explicit methods. The convection time step is a sub-multiple of the 

mean computational time step and does satisfy the Courant condition. 

The code gives the user the option of using different convection schemes: A Quasi 

Second Order Upwind (QSOU) scheme [2] and a Partial Donor cell (PDC) 

scheme. The QSOU scheme is a flux-limited monotonic scheme which approach 

second order accurate when convecting smooth profiles. Based on the a and fl 

parameter values, PDC option can give various schemes such as pure donor cell 

and central differencing etc. 

Two kinds of turbulence models are available in KIVA code: (1) standard version 

of the k-e turbulence model modified to include volumetric expansion effects 

and spray/turbulence interactions, and (2) the Renormalization Group (RNG) 

theory variant of the k-c model proposed by Han and Reitz [51]. 

Evaporating liquid spray is represented by a discrete-particle technique [35], in 

which each computational particle represents a number of droplets of identical 

size, velocity, and temperature. Monte Carlo sampling technique is used to 

determine the droplet properties. The particles and fluid interact by exchanging 

mass, momentum, and energy. The momentum exchange is treated by implicit 

coupling procedures to avoid the prohibitively small time steps that would 
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otherwise be necessary. Accurate calculation of mass and energy exchange is 

ensured by automatic reduction in the time step when the exchange rates become 

large. Turbulence effects on the droplets are accounted for in one of two ways. 
When the time step is smaller than the droplet turbulence correlation time, a 
fluctuating component is added to the local mean gas velocity when calculating 

each particle's mass, momentum, and energy exchange with the gas. When the 

time step exceeds the turbulence correlation time, turbulent changes in droplet 

position and velocity are chosen randomly from analytically derived probability 
distributions for these changes. Droplet breakup, collisions and coalescences are 

also accounted for. 

Several researchers have attempted to modify KIVA for LES calculations. Sone 

et al. [114] carried out such modification by directly incorporating a one-equation 

SGS model and a LEM model into the code. Their modified LES version has the 

following new features: (1) a one-equation model for the subgrid kinetic energy 

which is used to close the subgrid stresses and heat flux, (2) a subgrid scalar 

mixing and combustion model that simultaneously takes into account turbulent 

mixing between species and molecular diffusion at the subgrid scales. The authors 

made no attempt to improve the numerical accuracy, and the dissipative quasi 

second-order upwind scheme QSOU is still retained for the advection term in the 

momentum equation. 

Lee et al. [66] also attempted to use KIVA to perform LES calculations of Diesel 

Engines. In their study, a one-equation LES sub-grid scale model from Menon et 

al. [75] was used for simulating the diesel combustion process. In addition, based 

on the one-equation methodology of Menon et al., a new one-equation LES scalar 

transport model was formulated. These models allowed for the turbulent transfer 

coefficients for both momentum and scalar flux to be determined independent of 

each other. A Probability Density Function (PDF) combustion model was used to 

model the diesel combustion process. The authors made no improvement to the 

numerical accuracy of the KIVA code. 
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Huijnen et al. [59] implemented LES into KIVA-3V and validated the code in a 
fully developed flow through a rectangular duct of square cross section. Three 

subgrid scale models (Smagorinsky, WALE and Vreman SGS model) were 
implemented. The adapting local eddy viscosity (WALE) model is based on the 

traceless symmetric part of the square of the velocity gradient tensor. Vreman 

SGS model is similar to WALE model and needs only local filter information and 
first order velocity derivatives. The accuracy of the convective scheme was 
improved by the non-linear TVD scheme of Hirsch [56]. However, no attempt 

was made to improve the time accuracy of the original KIVA-3V code. 

Gel [43] substantially modified KIVA-3 into a parallel version LES code. In his 

study, the time accuracy of the code was made fully second-order by 

implementing a combination of two-stage Runge-Kutta and Adams-Bashforth 

schemes into the convection phase. Spatial accuracy was also improved 

substantially by introducing a third convection scheme combination where central 
differencing and quasi-second order upwinding (QSOU) schemes are used 

together. However, the author made no improvement to the spray model. 
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1.7 Present contributions 

The present study is concerned with LES of compressible evaporating two-phase 

flows in gas turbine combustors. In order to achieve this objective, the KIVA-3V 

code has been substantially modified to facilitate LES calculations. Both the 

temporal and the spatial accuracy have been improved. A one-equation SGS 

model and a two-way coupling spray model taking into account the effect of SGS 

velocity have been also implemented in the code. The modified LES version of 

the KIVA code, which will be referred as KIVA-LES, has also been validated 

against experimental results. The following major contributions have been made 
in this study: 

> The spatial and temporal accuracy of the code has been improved to second 

order to satisfy the accuracy requirement of LES calculations. The temporal 

accuracy is improved by implementing a combination of a semi-implicit 
Crank-Nicolson method in Phase B and a two stage MacCormack method 
[69] in Phase C. Spatial accuracy is improved by using second order central 
differencing for momentum equations and QSOU for the species density and 

energy question to stabilize the numerical solution. 
>A non-equilibrium one-equation SGS model has been implemented. This 

SGS model uses a transport equation to solve the subgrid kinetic energy. As 

an additional transport equation is solved, the equilibrium requirement 
between turbulent kinetic energy production and its dissipation in the small 

scales is relaxed and hence coarser gird LES is possible. 
>A two-way coupling spray model which incorporates the effect of SGS 

velocity on the dispersion of droplets has been implemented. The SGS 

velocity can be computed from the subgrid kinetic energy computed in the 

one-equation SGS model. 
> To ensure sufficient particle numbers to capture the dynamic droplet 

dispersion process in LES, the ETAB breakup model coupled with a new 
hybrid droplet-particle algorithm has also been implemented into the code. 
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> The pre-processor and post-processor are also intensively modified to 

accommodate the application of LES. 

> KIVA-LES is validated against LES of plane impinging jets. Predictions were 

carried out for different inflow conditions, which include a natural plane 
impinging jet with a random perturbation on the inflow plane and a forced 

plane impinging jet with a Strouhal number of 0.36, locked both in phase and 
laterally in space. The first simulation was performed to quantitatively study 

the mean flow and turbulence statistics. The computed field variables and 

turbulence intensity of streamwise velocity agreed well with the experimental 

results. The second simulation was performed to study the vortex structures 

of a forced plane impinging jet. The predictions captured the typical vortex 

structures of this kind of flow, such as spanwise rollers, successive ribs, cross 

ribs and wall ribs were reproduced by the simulation, which were also 

previously detected by the experiment of Sakakibara et al. [103] with digital 

particle image velocimetry (DPIV) system, but never wholly reproduced in 

numerical simulations. Moreover, the study has also led to some new findings 

related to the formation and evolution of successive ribs, cross ribs and wall 

ribs. 
>A new collision model based on the concept of "particle cloud" is proposed 

and implemented. The new model greatly reduces the grid-dependence of the 

original O'Rourke model in a Cartesian mesh. The new collision scheme is 

faster than the O'Rourke's scheme, as it has abandoned the sampling 

procedure to compute the collision number. 
> The new collision model is validated against analytical solutions of simplified 

realistic collision problems in a box volume. The grid-independence is 

checked against spray test cases. The validation has shown that the new 

model can predict the expected collision numbers of uniformly distributed 

droplets with good accuracy. It does not show any grid-dependent artefacts. 
> KIVA-LES with the new collision model has also been used to predict non- 

evaporating and evaporating diesel fuel sprays. The computed results are in 

good agreement with experimental data. The large scale vortical structures are 
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reproduced by the LES simulations, which cause "branch-like" spray shape 

and influence the spray penetration depth. The predictions have also captured 
the differences between the dense and dilute regions. The LES of diesel spray 

also proves that SGS velocity has a significant influence on the predicted 

spray angle. Most importantly, grid-convergent results, which were difficult 

to obtain with the original KIVA-3V, have been readily obtained in the 

current simulations. 
> Finally, KIVA-LES has been used to simulate spray evaporation in a coaxial 

gas turbine model combustor. The predicted results were compared with some 

published experimental data. This is a first step towards a more 

comprehensive numerical analysis of practical industrial combustors where 

multiple inlets and more complex combustor geometry are encountered. Good 

agreement with the data is achieved. The predictions have captured the "ring- 

like" vortex just downstream the annulus and "worm-like" streamwise 

vortical structure further downstream. The axial droplet mass flux is well 

predicted. The study has demonstrated the accuracy and reliability of the 

KIVA-LES and its capability to handle evaporating two-phase flow in the 

coaxial gas turbine combustor. 
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1.8 Thesis outline 

In Chapter 2, the mathematical formulations for non-reactive two-phase 

compressible flow are introduced. This chapter starts with a derivation of Favre- 

Filtered LES gas phase Navier-Stokes Equations followed by the closure of the 

equations with a one-equation SGS model. Then the sprays models of the 

dispersed phase are described. Finally, the treatment of boundary conditions and 
initial condition are described. 

Chapter 3 deals with the numerical methods and discretisation of the filtered LES 

Navier-Stokes equations. The methods of improving temporal and spatial 

accuracy are detailed in this chapter. The discretization of the governing equations 
is in the form of Arbitrary Lagrangian-Eulerian (ALE) method. The time solution 

of the equations is divided into three phases. 

Chapter 4 reports on the validation of KIVA-LES for the prediction of plane 
impinging jets. Simulations were made with different inflow conditions including 

a natural plane impinging jet with a random perturbation on the inflow plane and a 
forced plane impinging jet with a Strouhal number of 0.36 locked both in phase 

and laterally in space. The first simulation was performed to quantitatively study 

the mean flow and turbulence statistics. The second simulation was performed to 

study the vortex structures of a forced plane impinging jet detected by the 

experiment of Sakakibara et al. [103]. 

In Chapter 5, the accuracy of the new collision model is tested against analytical 

solutions of simplified realistic collision problems in a box volume. The grid- 
dependence of the model is also tested against some spray test cases. 

In Chapter 6, KIVA-LES is used to predict non-evaporating and evaporating 
diesel fuel sprays. The computed results are compared with the experimental data 
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by Hiroyasu and Kadota [55] and Naber and Siebers [81], as well as the 

predictions of the original KIVA-3V. 

In Chapter 7, KIVA-LES is used to simulate spray evaporation in the coaxial gas 

turbine model combustor. The predicted results are compared with Sommerfeld's 

experimental results [113]. 

Chapter 8 summarizes the main findings of the thesis and presents 

recommendations for future work. 

27 



Chapter 2 Mathematical Formulations in the LES Context 

Chapter 2 

Mathematical Formulations in the LES 

Context 

This chapter describes the mathematical formulations for non-reactive two-phase 

compressible flows. The mathematical description is based on the assumption that 

the fluid is a continuum, in spite of the presence of a liquid phase in the form of 
droplets, so that all the transport equations arising from the fundamental principles 

of conservation of mass, momentum and energy can be applied [16,125]. These 

equations are presented in an Eulerian frame, where the characteristic fluid 

properties are considered as continuous functions of space and time in an absolute 
frame of reference. An alternative description is provided for the Lagrangian 

formulation, in which the dependent variables are the characteristic properties of 
liquid particles that are followed in their motion. This description will be used 
later for the dispersed phase. 
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2.1 What is LES? 

The mathematical description of the gas phase takes into account the following 

features: 

> Presence of liquid phase, 
> Momentum, heat and mass transfer between the two phases, 
¢ Multi-component composition of gas mixture. 

All these features are associated with a turbulent environment, where the field 

variables fluctuate with a wide range of length and time scales governed by 

unsteady Navier-Stokes (NS) equations. Among these scales, there are at least one 

for the energy containing range, and one for the dissipative range. There may be 

others, but they can be expressed in terms of these. To obtain an exact solution 

under these circumstances, all the space-time scales of the problem must be taken 

into account. The discretization has to be fine enough to represent all these scales 

numerically, i. e. the numerical steps Ax in space and At in time must be smaller 

than the characteristic length and the characteristic time associated with the 

smallest dynamically active scale of the exact solution. This solution criterion 

may turn out to be extremely restrictive when the solution to the exact problem 

contains scales of very different sizes, which is the case for the turbulent flow. For 

the simplest homogeneous and isotropic turbulent flow, in order to calculate the 

evolution of the solution in a volume L3 for a duration equal to the characteristic 

time of the most energetic scale, we have to solve the NS equations numerically 

O(Re3) times [102]. This would result in an enormous number of discretised 

equations, whose solution would require computational and storage performances 

which exceed the limits of existing computers. 

In order to reduce the cost of solving unsteady NS equations, a coarser level of 
description of the fluid system must be introduced. This can be achieved by 

29 



Chanter 2 Mathematical Formulations in the LES Context 

picking out certain scales that will be solved directly in the numerical simulation 

while the others will be modelled. The non-linearity of the NS equation indicates 

that all the turbulent scales are closely coupled, which implies that these scales 

cannot be calculated independently of each other. Therefore, the interaction 

between the resolved and unresolved scale must be considered in a numerical 

simulation. This is done by introducing additional terms in the equations 

governing the evolution of the resolved scales to model these interactions. 

The above considerations constitute the basic concept of LES. The flow field is 

decomposed into a resolved scale component, which is solved directly, and a SGS 

component, which needs to be modelled. This can be regarded as applying DNS 

to the large resolved scales and RANS to the small unresolved scales. The 

justification for such a treatment is that the larger scale eddies contain most of the 

energy, carry most of the transport of conserved properties, and vary most from 

flow to flow; the smaller scale eddies are believed to be more universal, less 

dominating and easier to model. 

The first task of LES is to distinguish between large and small scales. In order to 

define these two ranges of scales, a reference or cut-off length has to be 

determined. Those scales that are of a characteristic size greater than the cut-off 

length are called resolved large scales, and the others are called unresolved small 

or subgrid scales. The effect of small scales is included by a statistical model 

called a subgrid scale (SGS) model. 

The scale selection is achieved by a low pass filtering operation. Given a filtering 

function G, the spatial filtering operation is defined as: 

G(x, - z, )f(zr, t)dz,, (2.1) 
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where S2 is the filter domain. The filter kernel is a localized function, which is 

large only when x and z are not far apart. Three kinds of filters are commonly 

used in LES: Fourier space sharp cut-off filter, Gaussian filter and the Box filter. 

> Gaussian filter has the advantage of being smooth and infinitely differentiable 

in both physical and Fourier space. In fact, its Fourier transform is Gaussian 

in wave number space. 
> Box filter is simply an average over a rectangular region. It is a natural choice 

when finite difference or finite volume methods are used. Normally, the filter 

is an average over a grid volume of a finite difference or finite volume mesh, 

which is tied more closely to the numerical method. According to this 

definition, f is a piecewise constant function. 

> Cut-off filter is defined in Fourier space and eliminates all of the Fourier 

coefficients belonging to wave numbers above a particular cut-off. It is 

natural to use this filter in conjunction with spectral methods as it leaves more 

energy in the large scale field than the filters defined above. However, it is 

difficult to apply to inhomogeneous flow. 

Among these filters, the box filter is the most appropriate choice for finite volume 

method on which KIVA-3V is based. It is, therefore, used in the present study, 

given by 

G_ 
I/ AV, x, E AV 

(2 2) 
10 otherwise 

where AV stands for cell volume. 

As in traditional RANS, it is convenient to use Favre filtering to avoid the 

introduction of SGS terms in the conservation equation of mass for compressible 
flows. Usually, Favre-filtering is used for the velocity and temperature, while 
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normal filtering is applied to the pressure and density [104]. A Favre-filtered 

(density weighted) variable is defined as 

f=WI (2.3) 

where p is the spatially averaged density. Flow field f is then decomposed into 

resolved part f and unresolved subgrid part f', i. e. 

f=f+ f' (2.4) 

It should be noted, as stated in Wilcox [133], that Favre averaging eliminates the 

density fluctuations from the averaged equations. However it does not remove the 

effect of the density fluctuation on turbulence. Favre filtering is merely a 

mathematical simplification, not a physical one. 

In order to be able to manipulate the Navier-Stokes equations after applying a 
filter, the following three properties must be satisfied: 

¢ Conservation of constants: 
R=R 

¢ Linearity: 

(2.5) 

O+v=O+ yr (2.6) 

> Commutation with derivation: 

00 ao 
as as ,s=x,: (2.7) 

Strictly speaking, the properties only apply for the homogeneous and isotropic 

filter. For non-uniform filters, some commutation error could be introduced [45]. 
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2.2 Unsteady NS equations 

Before introducing the LES transport equations, complete unsteady Navier-Stokes 

equations for compressible turbulent flow with spray are first presented here. For 

compactness, most of the following equations are written in vector notation with 
bold symbols representing vector and tensor quantities. The unit vectors in 

the x-, y- and z- directions are denoted by i, j, and k respectively. The 

position vector x is defined by 

x=A+ yj + zk (2.8) 

The vector operator V is given by 

V=ia +j 
a+ka 

(2.9) 
ay & 

and the fluid velocity vector u is given by 

m=U(C, y, Z, r) +V(X, y, Z, t)j+W(X, y, Z, t)k (2.10) 

where t is time. 

In an Eulerian description of a two-phase flow with spray, the complete unsteady 
transport equations for mass, momentum, and energy are as follows: 

Total mass equation: 

ap+v"(Pu)=p' 
(2.11) 

Mass fraction equation for species m 
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aarm +V. (pY. u)=V"[pDVYm]+rm (2.12) 

Momentum eauation: 

a(pu)+V. (puu)=-Vp+V. c+F'+pg (2.13) 
at 

where 

Q= p[Du+(Du)T 
]-20"u, (2.14) 

Internal energy equation: 
a(pI)+V. (puI)=-pV"u+c: Vu-V-J+ (2.15) 
at 

Where 

J= -KOT - PD. hmo (pm /p) 
M 

(2.16) 

State relations: 

p=R0T (Pm/Wm), (2.17) 
M 

I (T) = 2: (Pm /PYm (T), (2.18) 
M 

cp (T) = (Pm /Pkpm (T), (2.19) 
M 

hm(T)=Im(T)+R0TIWm, (2.20) 

where 

P. - mass density of species m 

Y. - mass fraction of species m 

p - total mass density 

u - fluid velocity 
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D- pSc 
, diffusion coefficient 

Sc - Schmidt number 

,b- spray source term 

p- fluid pressure 

a- viscous stress tensor 

F' - spray source term 

g- gravity 

I- specific internal energy 
i- contributions due to the heat conduction and enthalpy diffusion 

T- temperature 

K-pcp IN, diffusion/transport coefficient 

Pr - Prandtl number 

h, 
� - specific enthalpy of species m 

- spray source term 

_ 
A, T Y 

T+A, 
viscosity 

z 

A, , A2 - constants 

I- unit dyadic. 

Ro - the universal gas constant 

W. - molecular weight of species m 

I. - specific internal energy of species m 

hm - enthalpy of species m 

C,, � - specific heat at constant pressure of species m 
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2.3 Favre-filtered LES gas phase NS equations 

Applying the filter in 2.1 to the complete unsteady NS equations in 2.2 and 

allowing for the above three properties of the filter in 2.1, the unsteady Favre- 

filtered LES NS equations for compressible flow with sprays can be written as 
follows: 

Total mass equation: 

2P 
+o (pu p' (2.21) 

ýp 
+o "(pü)= p' (2.22) 

Mass fraction equation for species m 

+V. (pYmu)=V. [pDV(Y,, )]+p' (2.23) 
at 

aay"' 
+0"(pY, �ü)=o"[pDO(Y, �)+ýs 

s]+p' (2.24) 

Momentum equation: 

as"+V. (puu)=-Vp+V. c+F' = (2.25) 

as"+v"(Püü)=-vp+v"(F+a ')+F" (2.26) 

Internal enerev equation: 

api 
+V. (pul)=-pV. u+a: Vu-V. J+Q' (2.27) 

ý1 
+O"(pül)=-p0"ü+Q: oü-0"(J+H'g'+y sv)+Q' (2.28) 
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The above filtered equations resemble those of the unfiltered unsteady Navier- 

Stokes equations in 2.2, except that subgrid terms resulting from the existence of 

non-linear terms emerge in the equations. The subgrid terms that require closure 

are: 

aSgs = prüü-uu] (2.29) 

H'9'= p[Iu-Iü]+[pu- pü] (2.30) 

(2.31) V. S. =[u -ua] 

rpsg' = p[Ymü-Ymu] (2.32) 

These terms represent the subgrid viscous stress tensor, subgrid heat flux, 

unresolved viscous work and subgrid species mass flux respectively. Their closure 

will be discussed in the subsequent sections. 
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2.4 One-equation SGS model 

In order to close the filtered equations in 2.3, a one-equation SGS model proposed 
by Menon et at. [75] is employed to calculate the SGS terms in the filtered 

equations. Many LES studies adopt the algebraic eddy viscosity model which uses 

the grid size as the length scale and the resolved rate-of-strain tensor as the time 

scale. However, the algebraic eddy viscosity model has some serious limitations. 

For example, this approach requires equilibrium between turbulent kinetic energy 

production and its dissipation rate in the small scales. This is possible only if a 

very high resolution LES grid is employed such that only the dissipation scales 

are unresolved. By using the Menon's approach to solve for the subgrid kinetic 

energy, the equilibrium requirement can be relaxed and hence coarser gird LES is 

possible. Furthermore, to model turbulent dispersion of particles, the subgrid 

kinetic energy provides the required information that is absent in the algebraic 

model closure. In earlier LES studies by Wang and Squires [131], subgrid kinetic 

energy equation was explicitly solved to provide additional information to supply 

velocity variations for the Lagrangian tracking scheme of the particles. 

In the one-equation SGS model, the subgrid stress tensor d is expressed as: 

rigs = ; 5y, [vu 
+ (vu)T1- 23 

v. ul - (2/3)pk'gs (2.33) 

Therefore, to complete the closure for subgrid stresses, the subgrid eddy 

viscosity yr and kinetic energy ksgs need to be modelled. The subgrid kinetic 

energy is defined as: 

ksO' =[üu-ü"ü] /2 (2.34) 

The time evolution equation for the subgrid kinetic energy is given as: 
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apksp 
+v (pük'g') = PSg' - pss'+ 0"p v' oksg' +W (2.35) 

at Prt 

where rV is spray source term, P'9- 'and c'g' are production and dissipation terms 

of SGS kinetic energy respectively. According to Chakravarthy and Menon [21], 

vý = 0.067 kJ' e, (2.36) 

c'g' = 0.916(ks8'y /2 /A, (2.37) 

and 
Psg' = -Qsg' :VI. (2.38) 

A is a length scale taken to be the cubic root of the cell volume. The coefficient 

Pry is the turbulent Prandtl number and is set to 0.9. 

The subgrid heat flux H'g' and the subgrid species mass flux qw are modelled 

using the eddy viscosity model as follows: 

H'g' =-[pvC, /Pr, ]VT (2.39) 

9,; gs = [PV, / Sc, IVY. (2.40) 

where Cp is specific heat at constant pressure and Sc, is the turbulent Schmidt 

number which is taken to be one. 

Another term that requires modelling is the subgrid viscous work term 113g3 , 

modelled by SGS turbulent energy dissipation rate7cl. 
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2.5 Source terms due to the spray 

The following source terms appear due to spray in the filtered Navier-Stokes 

equation and One-Equation SGS model: 

p' - mass density source term due to spray species m 

F' - momentum gain rate per unit volume due to the spray 

Q' 
- heat source due to spray interactions 

YV' - negative rate at which subgrid scales eddies do work to disperse 

spray droplets. 

These source terms are given by: 

p' Jf pd4rr2RdvdrdTddydy, (2.41) 

F' _-ff pd (4/3rr3F'+ 47rr2Rv) dvdrdTddydy 
, (2.42) 

Q' _-$fPaf4; tr2RLI' (Ta) +'(v-ü)ZJ+43ýr3[clTi+Fý"ýv-ü-riý]}dvdrdTadydy 

(2.43) 

YV °_-ff pd 4/3irr3F' " ti dvdrdTddydy 
. (2.44) 

where F' =F-g, F is droplet acceleration and g is gravitational force. The 

definitions of the variables in the above equation will be defined later. The above 

source terms are solved by a spray equation [135]. The effects of droplet collision 

and breakup are included in the equation. Spray droplets are represented by a 
droplet probability distribution f(x, v, r, Td, y,, y, t), which is a function of droplet 

position x, time t, velocity v, droplet equilibrium radius r, temperature Td , 
distortion from a sphere y, and its time rate of change y. The droplet distribution 
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function f is such defined that f (x, v, r, Td, y, y, t) dvdrdTddydy is the probable 

number of droplets per unit volume at position x and time t with velocities in the 

interval (v, v+ dv) , radii in the interval (r, r+ dr) , temperatures in the interval 

(Td, Td+dTd), and displacement parameters in the intervals (y, y+dy), and 

(Y, +d'). 

The droplet probability distribution function is governed by the equation: 

a: +v"( V)+vx"(JF')+ä (JR) +" (it")+ayaa (fy) + a-ý. (JP)=fro�+tý, aTd 

(2.45) 

where F, R, td 
9 and y are respectively the time change rate of v, r, Td, and y. 

fro,, and f tiu are sources due to droplet collisions and breakups. 

The collision source term 
,f 

ýo� is defined by 

3 
oll =2fff 

(x, 
y1, r, Td1, y1,. 'l, t)f (x, 

v2)r2, Td2, y2, $2, t)7z (r 
+i )2Iv1-v21 

{a (v, r, Ta0Y, $', v»r9Ta>>Yi9Yi9v2'i , Td2lY2' 

-s(v-v, )s(r-r)S(Td-Td1)s(Y-Yl)s(y-j1) } 
-5(v-v2)8(r-r2)S(Td -Ta2)ö(Y-Y2)5(y-y2) 
dvldrdTd, dy, d ldv2dr2dTd2dYzd. 2 

(2.46) 

where collision transition probability function a is defined so that 

QdvdrdTddydy is the probable number of droplets with properties in the implied 

intervals that result from a collision between a droplet with subscript 1 properties 

and one with subscript 2 properties. 
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Two types of collisions are accounted for. If the collision impact parameter 

b= (r, + r2) (YY is a random number, 0< YY < 1) is less than a critical value 

bc, the droplets coalesce, and if b exceeds b, the droplets maintain their sizes and 

temperatures but undergo velocity changes. The critical impact parameter be, is 

given by 

b, =(r, +r2)Z min(1.0,2.4f(y)/Wei), (2.47) 

J(y) = Y' - 2.472 + 2.7y, (2.48) 

y= r2 
rý 

(2.49) 

where r, S r2, 

WeL =polvl-vzlrla(rd), (2.50) 

and 

7. r37'ai +ri d2 (2.51) 
r' + r' 

The quantity a is the liquid surface tension coefficient. a is defined by 

Q= 
rbý 2SI r_( r13+r2) 

], 
5[T d-r'Tl+r2Te2 

i 2)1. r +r 

2 
+(r+ 

Z)2 

+8(r-ri)8(v-vz)s(Td -Td2)a(y-y2)5(i'-y2)lbdb 

(2.52) 

where 

v 
r3v1+r2v2+r3(v, -v2) 

b-b 

r1 +r2 bn 
(2.53) 1; ' r1 + r: 
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and 

b-b 
r, 

3v, +rrv2+r3(v2-v, ) 

r +r2 -b, vZ =33 (2.54) 
r, ri 

The breakup source term f ti. is given by 

lbw =f 1'(x, v,, r, Td,, 1, yº, t)yIB(v, r, Td, y,. , vl, r, Tdi. y19x, t)dvidrdTdi I (2.55) 

The breakup transition probability function B is so defined that BdvdrdTddydy is 

the probable number of droplets with properties in the implied intervals that are 

produced by the breakup of a droplet with subscript I properties. 

After breakup, the droplet radii are assumed to follow x2 distribution: 

g(r) =1eX, (2.56) 
r 

where the Sauter mean radius r32 is given by 

r32 = 3r = 
r1 

3 
(2.57) 

71 Pari ý, i 
3+8a(TdI) 

The product droplet velocities also differ from that of the parent droplet by a 

velocity with magnitude w and with direction randomly distributed in a plane 

normal to the relative velocity vector between the parent drop and gas, 

I 
w=2riYi. (2.58) 
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Then the B takes the form, 

B=g(r)8(Td-Td, )s(y)s(y)2l js[v-(v, +wn)]dn, (2.59 

where the integral is over normal directions to the relative velocity vector. 

The droplet acceleration F has contributions due to aerodynamic drag and 

gravitational force: 

3p ü+u -v F=-- (ü+u 
-v)CD+g. (2.60) 

8 pd r 

The drag coefficient Co is given by 

24 I+ 1/6 Re) Red 51000 
( 

C 
1Red D- 

(2.61) 

0.424 Red > 1000 

where 

Red = 
2pl ü+u -v r, 7= T+2T d (2.62) 

NM 3 

ü appearing in the above equations is the subgrid velocity. The subgrid velocity 

is unresolved in LES, which can be derived from the subgrid kinetic energy k+8' in 

the following way. Since SGS velocity is isotropic, following the original KIVA- 

3V, each component u follows a Gaussian distribution with mean square 

31a3/ ýýuý)_ 432ks'ý , kom. (2.63) 
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The value of ri is chosen once every subgrid correlation time t,, b and is otherwise 

held constant. The droplet correlation time is the minimum of an subgrid eddy 
breakup time and a time for the droplet to traverse an subgrid eddy, and given by 

tub = min 
AA 

(2.64) 
k*' ,c p" ü+ti -vp 

cp, is an empirical constant set to 0.16 in the current study. 

The rate of droplet radius change R follows the Frossling correlation [37], 

_ 
(PD)a,. T Y, * - Y, 

R__ 
2pdr 1- Y' 

Sha 
, 

(2.65) 
i 

where Shd is the Sherwood number for mass transfer, Y; is the fuel vapour mass 

fraction at the droplet's surface, Y, = p, /; 5, and (pD).,, (T) is the fuel vapour 

diffusivity in air. The Sherwood number is given by 

A =I 2.0+0.6ReyScd Jln( d 

Bd), 
(2.66) 

\ 

where 

SCd = 
4DJUiT, 

(2.67) 

and 

B° 
1oY. 

(2.68) 

The surface mass fraction Y, is obtained from 

45 



Chapter 2 Mathematical Formulations in the LES Context 

Yl*(7'e)= 
W, 

(2.69) 
W, +Wo p 

-1 
PI, (Td) 

where Wo is the local average molecular weight of all species exclusive of fuel 

vapour and p, (Td) is the equilibrium fuel vapour pressure at temperature Td. For 

the vapour diffusivity in air, the empirical correlation 

(pD)a,, (T) = D, T °' (2.70) 

is used, where D, and D2 are constants. 

The rate of droplet temperature change is determined by the energy balance 

equation 

Pe 
4 

T3C, Td - pd4mr2RL(Td)= 4nr Qe, (2.71) 

where c, is the liquid specific heat, L(Td) is the latent heat of vaporization, and 

Qd is the rate of heat conduction to the droplet surface per unit area and given by 

the Ranz-Marshall correlation [37]: 

Qd = 
KQ,. T (T 

- Td ) 
Nud , (2.72) 

2r 

where 

Nud =(2.0+0.6Red2 Prd" 
en d-), (2.73) 

d 

Prd fear. 
(Op (f) 

(2.74) 
Ka,. T 
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KIT 3 l2 
Kafir =^ 

(2.75) 

T+ KZ 

c,, is the local specific heat at constant pressure, and K, and K2 are constants. 

Since the latent heat of vaporization Lis the energy required to convert a unit 

mass of liquid to vapour at constant pressure equal to the equilibrium vapour 

pressure, the liquid and vapour enthalpies and internal energies and L are related 
by 

L(Td)=h, (Td)-h, (Td, pV(TJ))=1i(Td)+RTd/W-I, (Td)-PY(Td)/pd. (2.76) 

The equation for the acceleration of the droplet distortion parameter is 

2 u+u_vZ p( 8a(Td) Sfý, ýTeý 
Y= _ 3 Z pa r 

_ Y_ 
par 

y (2.77) 
pdr 2 

where pl (Td) is the viscosity of the liquid. This equation is based on the analogy 

between an oscillation droplet and a spring-mass system [123], and it is 

essentially the equation of a forced, damped harmonic oscillator. The external 
force is supplied by the gas aerodynamic forces on the droplet. The restoring force 

is supplied by surface tension forces, and damping is supplied by liquid viscosity. 
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2.6 Spray models 
2.6.1 TAB breakup model 

By assuming constant coefficients, the exact solution of Eq. (2.77) is 

We 

Y(t) = 
We 

+e Y(0) 
We 

cos wt +1. (O)+ 
Yo - 12 sin cot (2.78) 

12 

C 

12) td 
10 

Where 

We =pu2 
r (2.79) 

a 

is the Weber number, 

td _5 
Par i (2.80) 

ý, 

is the viscous damping time, and 

w2=8 
a3- 2 (2.81) 

pdr to 

is the square of the oscillation frequency. A value of av2 S0 occurs only for very 

small droplets for which distortions and oscillations are negligible, so 

yP+1 _ yý+1 _0 if (A2 S 0. 

If toe > 0, the amplitude of the undamped oscillation is calculated by 

r l2 nZ 

A2 = (Y" - 12 
+° (2.82) 

In the case of W%2 +A 51.0 , breakup will not happen, since the value of y will 

never exceed unity. Then yp and, yp is updated by: 

�_We 
n+l =-+e 

We-s 
_We coswt+ 

1p 
+yP 12 

sinwt (2.83) 
12 

(YP 

12) 6) td 

10 

and 
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°t yp 
yp+I _(We 12 _ yP+t 

WeJ 
sin w&t 

; 
]cos&_(; We 

lltd+e-ý° 
p+ _ i2 . lJdJ 

(2.84) 

If We 
12 +A>1.0, then breakup is possible on the current time step. To calculate 

the breakup time tb., the drop oscillation is assumed to be undampled for its first 

period. Then the breakup time is the smallest root greater than t" of the equation 

12e+Acos[w(t-t")+cb]=1 
(2.85) 

_ 
We 

. If t"" is less than a breakup time tb� , where cos 0= 
yp 

A 
12 and sin 0 

co A 

then no breakup occurs on the current time step, and Eqs. (2.83) and (2.84) are 

used to update yp and j' . 
Breakup happens only if tbu <_ t"+' The Sauter mean 

radius r32 of the product droplets is calculated from Eq. (2.57), and Eq. (2.58) is 

used to calculate the velocity w of the product droplets normal to the relative 

velocity between the parent droplet and gas. The radius rbu of the product droplets 

is then chosen randomly from z2 distribution with Sauter mean radius r32 . 
To 

conserve mass, the number of droplets N associated with the computational 

3 

particle is adjusted according to N"" = NP 
r° 

.A component with magnitude 
rau 

w and direction randomly chosen in a plane normal to the relative velocity vector 

between the parent drop and gas is added to the particle velocity. Following 

breakup, the product droplets are assumed to be free from distortion and not 

oscillating, and accordingly yp"' = yP+i =0. 

49 



Chapter 2 Mathematical Formulations in the LES Context 

2.6.2 ETAB breakup model with a new hybrid droplet-particle 

algorithm 

Tanner [122] improved the above TAB breakup model by an Enhanced TAB 

model (ETAB). The ETAB model uses the droplet deformation dynamics from 

the standard TAB model, but it provides a new strategy for the description of the 

droplet breakup process. The droplet disintegration is modeled via an exponential 
law which relates the mean product droplet size to the breakup time of the parent 
drop. In addition, an energy balance consideration between the parent and product 
droplets yields an expression for the product droplet velocity components normal 

to their trajectories. 

The main assumption for the modeling of the parent droplet breakup in the ETAB 

model is that the rate of product droplet generation, dn(t)/dt, is proportional to 

the number of the product droplets, where the proportionality constant, Kb,. , 
depends on the breakup regime. This assumption leads to 

dn(t) 
= 3Kbrn(t). (2.86) 

dt 

The mass conservation principle between the parent and the product droplets can 
be expressed as: 

n(t) __ 
m, (t), (2.87) 

where mo is the mass of the parent droplet and m the mean mass of the product 

droplet distribution. Utilizing the fact that, 

d/dt=_ om2dm/dtý 'n (2.88) 
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the breakup law which relates the product drop size to the breakup time can be 

derived. The breakup time follows the original TAB's definition. 

alt=-3Kb, m. 

Bag Breakup 

"" 

" air flow 
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Fig. 2.1 Schematic representation of droplet breakup mechanisms: Bag breakup: 
6<We<80, stripping (shear) breakup: 80<We<350, catastrophic (surface wave) 
breakup: We >350. 

The breakup constant Kb, depends on the breakup regime and is given by parent 

droplet properties only. According to droplet breakup mechanisms [142], there 

exist three breakup regimes (see Fig. 2.1). In the ETAB model, stripping breakup 

and catastrophic breakup are modeled as a single regime. Bag breakup occurs if 

We <_ We, and stripping breakup happens if We > Wei , with We, being the regime- 

dividing Weber number. The breakup constant Kb, is defined by, 
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1k, c, if We :5 Wet 
Kb, = (2.90) 

k2rv We if We > We, 

The values of k, and k2 have been determined to match the droplet sizes and 

velocities from the experimental results of Schneider [109], and have been found 

to satisfy k, A: s k2 = 1/4.5. We, is set to 80 in the model [142]. 

In the ETAB model a uniform product droplet size distribution has been assumed. 
Although this is not true in realistic spray, it is expected to produce good 

approximations when averaged over many droplet breakups. With this assumption 
Eq. (2.88) becomes 

r= 
e-Kart , (2.91) 

a 

where a and r are the radii of the parent and product droplets, respectively. 

As in the standard TAB model, after breakup of a parent droplet, the initial 

deformation parameters of the product droplets are set to yP+' =y p+' =0. Also 

the product - droplets are initially supplied with a velocity component 

perpendicular to the path of the parent drop with a value w= Ay , where A is a 

constant determined from the following energy balance consideration. The energy 

of the parent droplet is the sum of the surface tension energy and the droplet 

deformation energy. The second is computed as the product of the aerodynamic 

drag and the droplet deformation at the stagnation point, estimated to be 5a 
9. 

This leads to 

(2.92) Epare�ý = 4naa2 + S; rCD p8a3 Iv I2 /18. 
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The energy of the product droplets is given by 

Eproduct = 4; cau3 1 r32 + A2 rpfa5, y2 /6. (2.93) 

From Eqs. (2.92) and (2.93), the following relation is obtained, 

A2 =3[1-a/r32 +5CDWe/72 2 /, y2. (2.94) 

With approximations this equation becomes 

A2 =5Co14+18(1-a/r32)/We. (2.95) 

With this formulation, only 70% of the parent droplet deformation velocity goes 
into the normal velocity component of the product droplets. This contrasts with 

the value A =1 used in the standard TAB model. 

The reason to adopt ETAB model in this study is that the original TAB model 

cannot control the rate of product generation and produce too tiny droplets 

following the issue of blobs from nozzle exit. Furthermore, the ETAB model can 

allow adoption of a hybrid droplet-parcel algorithm which is more suitable for 

LES. In the original spray model in KIVA-3V, only parcels exist in the 

computational region. The drawback is when the liquid-sheet injected into the 

computational domain is represented by large blobs, too few parcels can be 

tracked. The size of droplets are much bigger immediately after injection, 

therefore they should be tracked separately rather than in the form of parcels. In 

the proposed new spray model, a critical droplet size is pre-determined. Above the 

size, droplets are tracked individually. Otherwise they are tracked in the form of 

parcels. The pre-determined droplet size depends on the computational resources. 
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2.6.3 O'Rourke collision model 

It was shown by Bracco and co-workers [18] that collision processes are 
important in sprays flow, especially in regions with high droplet number density. 

Collision is responsible for the growth of the droplets. It also significantly 
influences the spray penetration due to the exchange of momentum between 

droplets. In this sense, the collision and breakup processes can be seen as two 

competing mechanisms which influence the local droplet size distribution. 

The collision model in KIVA follows that of O'Rourke [87]. It follows Brazier 

Smith et al. [19] to compute collision processes in rain clouds, by the statistical 
discrete-particle method. For each pair of particles, the collision calculation 

proceeds as follows. The collision calculation is preformed for the pair of particles 
if, and only if, they are in the same computational cell. To facilitate the 

description of the collision calculation, the drops of larger radius are called 
"collectors", and those of smaller radius are called "droplets". For purposes of the 

collision calculation, the drops associated with each particle are considered to be 

uniformly distributed throughout the computational cell in which they are located. 

The collision frequency v of a collector drop with all droplets is calculated 

according to 

n 

v=N2 r(r"+r2)2Iv1-v2I. (2.96) 
Vjk 

The subscripts 1 and 2 refer to the properties of the collectors and droplets, Nz is 

the number of droplets in particle 2, and Výk is the volume of the cell in which 

both particles are located. With this frequency, O'Rourke samples the actual 

collision number n of a collector with droplets from a Poisson distribution, 
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n (2.97) P� =en. 

with mean value n= v&t where At is the computational time step. Thus, the 

probability of no collisions is Po = C". A random number XX is chosen in the 

interval (0,1). If XX < Pa , then no collisions are calculated between the drops in 

particles 1 and 2. 

If XX >_ Po ,a second random number YY is chosen, 0< YY < 1, that determines 

the outcome of the collision. vW(r, + r2) is the collision impact parameter b. If 

b< bc, , where bc, is the critical impact parameter below which coalescence 

occurs, then the result of every collision is coalescence. If b >_ bc, , then each 

collision is a grazing collision. The value of b, depends on the drop radii, the 

relative velocity between the drops, and the liquid surface tension coefficient, 

which is defined in section 2.5. 

If the outcome of the collision is coalescence, then the number of coalescences n 

for each collector is determined by finding the value of n for which 

n-1 n 
Pk S XX <; Pk (2.98) 

k=0 k=0 

For each collector drop, n droplets are subtracted from their associated particle, 

and the size, velocity, and temperatures of the collector drops are appropriately 

modified. If there is an insufficient number of droplets to have n coalesces with 

each collector, then n is recomputed so that all N2 droplets coalesce, and the 

particle associated with the droplets is removed from the calculation. 
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There is a time step limitation associated with the above calculation of drop 

coalescence, and this is that the computational time step At must be small 

compared to the collision time Otd for the droplets. That latter is given by 

N" 
= vd 

YI 
'r 

(r, " + r2 
)2 I 

VI - v2I , 
(2.99) 

Otd 
rjk 

where Ni is the number of collector drops. When At «Atd , the probable 

number of droplets that coalesce in a time step, which is vdAtN2 , will be less than 

NZ N. Hence, the number of droplets in particle 2 will not be depleted in one time 

step due to collisions. 

If the outcome of each collision is a grazing collision, only one collision is 

calculated for each drop. This introduces an additional time step constraint that 

At be small compared to the collision times between drops of nearly equal size, 

since grazing collisions usually occur between drops of nearly equal size. Grazing 

collisions are calculated between N pair of drops, where N is the minimum of 

Ni" and N2 . The N collectors and droplets are then returned to their particles in 

such a way that mass, momentum, and energy are conserved. 
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2.6.4 New collision model 

The above collision model has well-known weak points, i. e. it is grid-dependant 
[107]. It is also known to over-predict droplet size [88] and suffers from poor 

numerical convergence [116], etc. The model performed poorly in Cartesian grid 

[107], and produced relatively better results in cylindrical grid. Most 

computational domains of practical interest are complex, in which cylindrical 

mesh can not be used. A new collision model is proposed to tackle these inherent 

problems. 

The new collision model is based on the assumption of "particle clouds". The 

radical reason of grid-dependence of the O'Rourke model is the assumption that 

the droplets in a particle distribute uniformly in the cell in which they reside and 

only two particles sharing the same cells have a chance to collide. The newly 

developed collision model abolishes the above assumption. Droplets are assumed 

to uniformly occupy a fictitious sphere centred on the particle position. In order to 

compute the collision frequency, a new variabler, is introduced, which is the 

radius of the fictitious sphere. It is determined in the following way. Firstly, the 

droplet volume density of all particles that lie in a cell is computed, and then the 

radius of the sphere r, is defined such that the droplet volume density of the 

particle occupying the fictitious sphere volume V is the same as that of the cell. 

For the special case NP =1, i. e. there is only one droplet in a particle, r, is set to 

the droplet radius. An advantage of the definition of r, lies in that the radius is 

related to droplet density in a cell and dynamically computed during a simulation. 

The resulting effect of altering r, is twofold. Firstly, increasing the radius will 

decrease the collision frequency, but it also increases the domain in which the 

particles can meet. 
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Collision between two particles occurs only if the two fictitious spheres in which 

two particles reside intersect. The intersection volume V, is used as a collision 

volume to compute the expected collision frequency. Vor is given by 

43rr3 ifdSR-r 
(2.100) Výý - [7r(R+r_d)2(d2+2dr_3r2+2dRF6rR_3R2) if R-rSdSR+r 

12d 

where d is the distance between the two particles, R is the radius of the large 

sphere and r is that of the small one. After Vo, is computed, it is assumed that the 

intersection volume remains unchanged during the current time step and only 
droplets in the intersection volume participate the collision process. The droplet 

number of a particle residing in the volume is determined byN = N. xVa, /V� 
, 

where V� is the sphere volume. The collision frequency of a collector drop in the 

intersection volume with all droplets in the same volume from another particle is 

given by 

v=N27c(r, +r2)2 ly, -v21 (2.101) 
Vor 

where N2 is the droplet number in the volume from the other particle, r the 

droplet radius and v droplet velocity. With this collision frequency, the mean 

expected number of collision occurring between the two particles during the 

current time step is defined as 

=N, 
NZ 

r(r, +r2)2Iv, -veldt (2.102) 
Vot 
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In O'Rourke's collision model, the actual number of collisions is determined by 

sampling from a Poisson distribution, which is only valid if the sample population 
is left unchanged, i. e. when collisions do not undergo coalescence. Collision is the 

most time-consuming spray model. The sampling from the distribution will 
further worsen its efficiency. In the current collision model, the mean expected 

collision number ji is used to determine the total number of collision which 

happens between two particles. It is expected to produce good approximations 

when averaged over many droplet collisions. When 71 < 1, there is no collision 

between the two particles. On the other hand, the outcome of the collision follows 

the original O'Rourke model. 

Since only droplets within the intersection volume Vt,, participate in the collision 

process, there are two possible ways to handle the problem that arises from the 

intersection of particle spheres. One way is to group the droplets in the 

intersection volume into a new particle with the updated properties. This method 

would dramatically increase the number of particles in the computational domain. 

The adopted approach here is, therefore, to return the updated droplets in the 

intersection volume to their corresponding particles in such a way that mass, 

momentum and energy are conserved. 
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2.7 Boundary and initial conditions 

The mathematical description of the gas flow is completed by specification of the 

initial and boundary conditions. The following types of boundaries need special 

treatment in a large eddy simulation: walls, inflow and outflow surfaces. 

2.7.1 Solid walls 

Shear flows near solid walls contain alternating thin streaks of high and low speed 

fluid. If these streaks in boundary layers are not adequately resolved by numerical 

simulation, the turbulence energy production near the wall is under-predicted, 

which results in reduction of the Reynolds stress and the skin friction [78]. 

However, the wall-region turbulence is not tightly coupled with the region far 

from the wall [22]. Thus, accurate prediction of the flow near the wall does not 

require accurate simulation of the outer flow, and vice versa. On the other hand, 

Piomelli et al. [94] have shown that, relatively crude layer boundary conditions 

can represent the effect of the wall region in a simulation of the central part of a 

channel flow. Thus, details of the flow in wall region need not to be known in 

order to simulate the outer region, i. e. either region can be well-simulated if given 

a reasonable approximation of the conditions at the interface between it and the 

other zone. 

The above information suggests that useful simulations can be done without 

resolving the entire flow. This is important because a fine grid is required to 

resolve the wall region. If it can be represented via a model, huge savings are 

possible. In LES, there are normally two possible ways to handle the solid wall 
boundary: 
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A. Resolving the near wall dynamics directly 

Since the production mechanisms are beyond the capability of the usual subgrid 

modeling, a sufficiently fine resolution is needed to capture them. In practice, this 

is done by setting the solid wall as a no-slip condition and placing the first point in 

the zone 
(0<_y+ <_1). 

B. Modeling the near -wall dynamics 

To reduce the number of degrees of freedom and especially avoid having to 

represent the inner region, a LES wall model is normally used to approximate the 

near-wall dynamics [33,48,53,94,108,132]. Since the distance from the first grid 

point to the wall is greater than the characteristic scales of the modes existing in 

the modeled region, the no-slip condition can no longer be used. The boundary 

condition will apply to the values of the velocity components and/or their 

gradients, which will be provided by the wall model. This approach makes it 

possible to place the first point in the logarithmic layer (in practice, 

20: 5 y+ 5 200 ). The main advantage of this method is that the number of degree 

of freedom in the simulation can be reduced greatly. 

In the KIVA-LES, no-slip boundary condition is applied on solid walls. When the 

physics of wall boundary layers are important to the interested flow regions, the 

walls are finely resolved e. g. the impinging wall of plane impinging jets. If the 

wall boundary layers play little role in the concerned flow regions, the walls are 

not finely resolved to save computation time. 
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2.7.2 Inflow boundary condition 

LES of spatially inhomogeneous flows requires unsteady inflow boundary 

conditions with a proper representation of the turbulent fluctuations. The LES 

results of some cases are highly sensitive to the inflow boundary condition. 
However, theoretically representing the flow upstream of the computational 
domain raises difficulties in LES when this flow is not fully known 

deterministically. Several inflow boundary condition generation techniques 

appeared in the literature: 

A. Stochastic one-point reconstruction 

In practice, this is done by superimposing random noises with the same statistical 

moments as the velocity fluctuations on the mean statistical profile. This can be 

expressed as 

u(xo, t) = U(xo )+ u' (xo, t) (2.103) 

Where the mean field U is given by experiment, theory or steady computations, 

and where the fluctuation dis generated from random numbers. One drawback of 

this approach is that the information concerning the phase is lost, which may have 

very harmful consequences when the consistency of the fluctuation is important. 

A few ways to generate the random part of the inlet flow are listed in the literature 

[9,65,112,138]. 

B. Deterministic computation 

A more accurate treatment is to perform a simulation of the upstream flow 

[40,129], called a precursor simulation. This technique almost completely 

eliminates the errors, and offers very good results. However, it is hardly practical 

62 



Chanter 2 Mathematical Formulations in the LES Context 

in the general case because it requires reproducing the entire history of the flow 

which, for complex configurations, implies very high computational costs. There 

is also another drawback of the approach: since the precursor simulation is 

computed independent of the second one, no feedback information from the 

second simulation is possible. This is a one-way coupling between two 

simulations that can become problematic when an acoustic wave is emitted by the 

second. 

C. Semi-deterministic Reconstruction 

Bonnet et al. [17] proposed an intermediate approach to recover the two-point 

correlations of the inflow with no preliminary computations. The signal at the 

inflow plane is decomposed in the form 

u(xo, t)=U(xo)+UJxo, t)+u'(xo, t) (2.104) 

Where U(xa) is the mean field, U, (xo, t) the coherent part of turbulent 

fluctuations, and u' (xo, t) the random part of these fluctuations. In practice, this 

last part is generated by means of random variables and the coherent part is 

provided by a dynamical system with a low number of degrees of freedom, or by 

linear stochastic estimation, which gives access to the two-point correlations. 

In the KIVA-LES, turbulent inflow boundary condition is applied by 

superimposing random noises with the same statistical moments as the velocity 
fluctuations on the mean statistical profile. 
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2.7.3 Outflow boundary condition 

For a simulation with outflow regions, a convective boundary condition is often 

used to fix each component of the outflow velocity. This non-reflective boundary 

condition is based on the hyperbolic convection equation: 

+ ucvu =0 (2.105) at 

The convective velocity u, is deduced from the instantaneous integrated mass flux 

through the outflow sections. 

In the current study, a continuative outflow boundary condition is used. Zero 

gradients of variables are assumed on the boundaries. The outflow boundary 

condition works well in our validation simulations. Wang et al. [130] concluded 

that there was little difference between the two kinds of outflow boundary 

conditions in a LES of a confined turbulent swirling flow. 

Finally, since LES solves unsteady NS equations, the simulation should start from 

still with zero initial velocity. 
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Chapter 3 

Numerical Methods 

In the previous chapter, the LES formulations expressing the conservation laws 

for the non-reactive two-phase flow have been given. All these equations, together 

with the initial and boundary conditions, define a closed system of mutually 

coupled non-linear equations. As this system can not be solved by analytical 

methods, a numerical procedure must be used to solve the closed equations. 

3.1 Temporal discretisation 

A number of different limitations can be found on the time step. Firstly, as LES 

formulations are not filtered in time, they should thus be fully resolved in 

time At <r, where r is Kolmogorov time scale. Secondly, two numerical time 

step limitations can be found from the balance of the different terms in the 

discretised NS equations. The balance between the time derivative and the 

convection terms gives the CFL number: 

cFC = I-I . 3.1 RIulAt c 

The balance between the time derivative and the viscous terms gives the viscous 

stability number: 

I Der Rv = Re IAxI2 
(3.2) 

D is a constant related to the diagonal term in the numerical scheme. The exact 

limitations of RCFLand Rv depend on the numerical method. For most explicit 
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schemes they should both be less than unity. It is possible to avoid these 

limitations, if an implicit method is used. The influence of the turbulence model 

can be seen as a change in the effective viscosity and thus in Reynolds number. 

Larger effective viscosity emphasizes the viscous stability condition. The viscous 

stability condition is stricter in LES than RANS, since the effective viscosity is 

much smaller in LES than in RANS. Therefore, it is plausible to adopt an implicit 

method for the viscous terms in the NS equations to stabilize the solution. The NS 

equations are normally manipulated to get a Poisson equation for the pressure. 

This is used in SIMPLE type numerical methods where a Poisson equation is 

solved for the pressure correction. The physical interpretation of the elliptic 

pressure equation is that a disturbance in the pressure at some point is 

instantaneously experienced everywhere. Thus, it can be concluded than an 

implicit method has to be used to simulate the physical behavior of the pressure. 

It should also be required that the truncation error related to the temporal 

discretisation should be of the same magnitudes as the truncation error related to 

the spatial discretisation. This suggests that O(Ot2) or higher-order methods 

should be used for the temporal discretisation to match the O(h2) or higher-order 

methods used for the spatial discretisation. 

In this study, a time-splitting scheme is used in the temporal discretization. The 

time-splitting scheme is similar to the one used by Olsson and Fucks [91] in a 

LES code for an incompressible flow. In the current LES code for a compressible 

two-phase flow, a time step is split into the following three stages: 

Phase A- spray droplet interactions 

Phase A consists mainly of calculating the effects of spray droplet interactions due 

to spray. The terms are explicitly solved in phase A. The overall structure of this 

phase is as follows: 
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¢ Spray effects 
1. droplet injection 

2. calculation of spray droplet transport and SGS velocity 

3. calculation of spray droplet breakup 

4. compute droplet collisions 
> Additional spray effects 

1. gravity effects 
2. droplet mass, momentum, and energy couplings. 

Phase B- fluid diffusion and droplet velocity calculations 

Phase B consists mainly of fluid calculations, with some additional spray effects 

due to the momentum coupling of the droplets to the fluid. Fluid diffusion is 

calculated in this phase using a semi-implicit O(At 2) Crank-Nicolson method. 

Since computational mesh moves with the flow in the same velocity as u in the 

Lagrangian phase, no convection occurs across the cell boundaries. The fluid 

advection will be calculated explicitly in Phase C. The computed terms and 

effects in this phase are: 

> preliminary fluid effects 
1. mass diffusion 

2. viscous stress calculation 
3. predicted pressure 

¢ primary fluid calculation 
1. implicit momentum diffusion 

2. implicit heat diffusion 

3. pressure solution 
¢ additional fluid effects 

1. calculate densities, energy, and Lagrangian coordinates 

2. implicit diffusion of SGS turbulent energy and dissipation 

> update of droplet velocities 
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Phase C- fluid advection and mesh rezoning 

The fluid advection is performed in Phase C. A two stage O(At2) MacCormack 

method [69] is used in Phase C. The structure of the computation is: 

¢ grid updating 
1. calculation of grid velocities 
2. rezoning of the grid 
3. new cell volumes and area projections 

¢ fluid advection 
1. explicit advection of mass, energy, and SGS turbulent energy 
2. explicit advection of momentum 

¢ equations of state 
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3.2 Spatial discretization 

The spatial discretization of the governing equations is in the form of Arbitrary 

Lagrangian-Eulerian (ALE) method [57]. The main characteristic of the method 

are: 

> local and global conservation of physically-conserved properties can be 

ensured, 
> applicable to complex geometries, with stationary and /or moving boundaries, 

> easy implementation of boundary conditions, 
¢ clear physical meanings, 
> efficient solution methods for the resulting simultaneous algebraic equations. 

Fig. 3.1 The portion of momentum cell (f, j, k) lying within the regular cell 
(i, j, k). Each momentum cell has twenty-four such faces in all. 

In the ALE mesh a normal cell is defined as the arbitrary hexahedron in Fig. 3.1 

with eight vertices. The cells are indexed by integers (i, j, k). The cell center is 

computed as: 

18 
Xk=- Xa 

8 
a=1 
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1g 
Yk= 8a-I 

(3.3) 

1 
Zk=- za, 

8a=1 

where a ranges over the eight cell vertices. Auxiliary cells, called momentum 

cells, are defined as surrounding a vertex (i, j, k) , with edges meeting the 

midpoint of the surrounding regular cell edges. There are then six faces for each 

normal cell, and twenty-four faces in the case of a momentum cell. By adoption of 

momentum cells, no interpolation is required in the Lagrangian phase to 

determine vertex motion. However, this treatment also incurs a major drawback 

that ALE method solutions are badly susceptible to parasitic modes in the velocity 
field [86]. The drawback can be alleviated by the introduction of velocities 

centered on cell faces. The normal velocity components on cell faces are used to 

compute cell volume changes in Phase B and fluxing volumes in Phase C. The 

resulting scheme greatly reduces the need for node coupling [57]. 

Normally, quantities assigned to vertices or mesh points xv* are 

x, y, z, u= (u, v, w) , and the area of the momentum cells surrounding xUk . 

Quantities assigned to cell centers xYk are thermodynamic quantities such as cell 

volume V, pressure p, internal energy I, mass density p etc. 

Spatial differences are performed by integrating the differential terms over the 

volume of a regular or momentum cell. Volume integrals of gradient terms are 

converted into surface area integrals using the divergence theorem. 

fVQ"d4 
=Z(VQ)a "Aa (3.4) 

sa 
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where a represents one of the six cell faces. Evaluating the gradient on the 

surface is done as follows 

(OQ)a -Aa =ao-(Q! -Qr)+atb(Q, -Qb)+afd(2f -Qd) 
(3.5) 

where r, 1, t, b, f and d indicates right, left, top, bottom, front and back 

respectively. Here, air, arb and aid are geometric factors for face a and Q, are 

averages computed at mid-points on the surface as shown in Fig. 3.2. Q, is simply 

the average of the values of Q in the four cells surrounding the cell edge. The 

geometric factors are solved according to the equation: 

Aa =a,. (x, 
-x, 

) +aln(x, -xb) +afd(xf -Xd) (3.6) 

L 

Fig. 3.2 The definition of the gradient of cell-centred quantity Q on cell face a. 

Volume integrals over momentum cells are also converted to area integrals. 

Momentum cells are constructed around vertices and involve 8 regular cells that 

share a particular vertex. There are a total of 24 faces J6, and three of them reside 

in one of the 8 cells. The area vectors 
(A') for momentum cell faces are usually 
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substituted by the regular cell area vectors (A). The integral f QdA over the three 

momentum cell faces in question is represented by 

f QdA=Qýijk(A,, +Ab +Aýj=-1Qik(Ap +4b +Aj (3.7) 

In the finite volume discretization, several quantities having to do with the mesh 

must be computed. If the mesh moves in a Lagrangian fashion, then these 

quantities must be recomputed each time the mesh moves. The main quantities 
involved are: 

Vjjk - volume of normal cell (i, j, k), computed from vertex positions 

V, jjk - volume of momentum cell (i, j, k) 

Myk - mass of normal cell (i, j, k), MVk = PijkV k 

M yk - mass of momentum cell (i, j, k), M; Yk =P kV, k 

Aa - outward area vector associated with faces a for a normal cell (i, j, k) 

Aa' - outward area vector associated with faces a for a momentum cell 

(i, j, k) 

(uA)a = ua " Aa ; regular cell face normal velocities 

(uA')a 
= ua " Aa' ; momentum cell face normal velocities. 

72 



Chapter 3 Numerical Methods 

3.3 Difference Equations 

To simplify notation, filter operator is omitted in the following equations. 

3.3.1 Lagrangian phase 
A. Mass Density Equations 

(Pm )ij 
- 

(Pm 
/Yk 

ym 

1Yk 
(3.8) 

BA 

mB Uk 

[ý (Ym )ý; 
k 
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=r _Dff rv (Ym + Ym) " A: (3.9) 
a 

ýJ 

Ja 

Pik' ijk PijkVik 
! 

/ At = P, jkV; kn l3.10l 

B. Momentum Equations 
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where 

si k= Np 
4 

ýPd 
(rv OtD 

p (3.13) 
pc(jk) 3 1+AtDp 

and 

R'. 2] N' 
4f [(rp 

rBy 
vpDpup (r' ýv' (3.14) yk =p3 Pd 
1+ AtD PP 

ps(rjk) p 

The summation is over all particles located in computational cell (y*k). 
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C. Cell Face Normal Velocities 

In addition to vertex velocities, in Phase Ba face-centered normal velocity is used 

to reduce the susceptibility of computed solutions to the node uncoupling. 

[(M. ): 
k+skhh1_h4k -1 lý'B +pýýý '4 

ýa 
-E? pA(kJBs)6ýA' 

)ß (3.15) 
0t 

[2]ý3 

[1((B)(fl))]ý. )fl [(M'): 
+S k 

"''kOtu k (3.16) 

(UA)ä =4 
(uä +ub +ut +u`d)"Aä (3.17) 

Where a, b, c and d label the vertices that form the four corners of cell face a. 

[(M) 
aB +S, "aj(uA)a -(uA)a 1(pB 

+ A)] + 
2,0 A(k5A)A (A")^ 

, Aa J At 

[2 
P3 

r (3.18) 

+ 
Aä -Ate" U. + ub + u" + uä [(M-): 

+s} 
At 4a 

Where indices y refer to the faces of cell face control volume a, whose normal 

area vectors at time t" are 
(A")' 

. 

The added mass Sä associated with the spray droplets in cell face control volume 

a is given by 
SQ + sb + sc + sd ( \B 

` s° (M') 
4+ 

(M') 
n+ 

(M') B+ (M) lM" Ja 3.19) 

D. Internal Ener2y Equations 
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E. One-Equation SGS Equations 
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F. Volume Chance Equations 

V, B= Výk + OtE (U 4)a (3.26) 
a 

The Phase B values of the flow field variables are found by solving the above 
implicit equations. The solution procedure is patterned after the SIMPLE method 
[92], with individual equations solved using the conjugate residual method [88]. 

Detailed solution procedure can be found in [2]. 
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3.3.2 Phase C 

The convective transport associated with moving the mesh relative to the fluid is 

calculated in Phase C. The time step At in the study must satisfy the Courant 

condition 

lu, IAt /IOxi < 1, (3.27) 

where u, is the fluid velocity relative to the grid velocity. 

Generally, LES requires high-order methods for spatial discretisation. High-order 

methods are necessary to avoid masking the SGS stress by the truncation error. 

The Smagorinsky and dynamic SGS models contain A2 in the modeled SGS- 

stress. This formally makes the modeled SGS-stress an O(h2) term, since A-h. 

While the current one-equation SGS model contains only A in the modeled SGS- 

stress. Thus, the modeled SGS-stress in current study is less likely masked out. 

Two convection schemes: central differencing and quasi-second-order upwind 
(QSOU) are used in the current study. The central differencing scheme is used to 

discretize the momentum equation; while the QSOU scheme is used for the other 

transport equation to stabilize the numerical solution. Mittal and Moin [77] have 

shown that the second-order central differencing provides the energy spectra that 

are in excellent agreement with its experimental counterpart. QSOU scheme is too 

dissipative for the momentum equation in LES formulation. 

The transport of cell-centred quantities is computed by using a volume öVa that is 

swept out by regular cell face a, as it moves from its Lagrangian position to its 

final position. The volume is computed by 

öVa = 6Vä - 
(U": (3.28) 
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where 5Vý is the volume swept out by cell face a when the four vertices 

defining the face are moved from their old position xo, F to their new position x1. 

Convective transport of scalars is calculated in the following eqations: 

A. Species density 
)C Vjk 1= 

V'm/ kYk 
+7 

m/aýa 
(3.29) 

a 

UklVJk 
t 

-V'mlik 'k 
+2 

ýj( 
mlaýa 

+2: 
(P. )aýa (3.30) 

aa 

B. Specific internal energy 
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aa 
aa 

C. SGS kinetic energy 

P kVtjk 
1 (ks8f )k 

- P#k klksgsý k +ýV'ýSgslaýa (3.33) 
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where (q)ä, q= pm, p1, pks8', are evaluated by the QSOU scheme. 

Convective transport of momentum is calculated in terms of the mass increments 

across momentum cell faces. The mass increment across cell faces a of a 

particular momentum cell is defined by 
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(8Ma' r=8 (pö 5V0 - pBSV1) (3.35) 

where o and i are the regular cell faces on either side of the momentum cell face 

a, of which i ("inner") is the one that actually cuts into the momentum cell, while 

o ("outer") does not. Before fluxing momentum the mass increments 

8M' corresponding to the twenty-four faces of momentum cell (i, j, k) are added 

in groups to obtain mass fluxes 8M; through six composite faces ß of the 

momentum cell. Each composite face is formed from the four cell faces a that 

touch a common regular cell edge that emanates from vertex (i, j, k) . The 

momentum fluxing is then computed by 

(M' )J 
ulk ° 

(Mý/Ik u!! 
k +ý(BMýyuý (3.36) 
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where u4 is evaluated from the central differencing scheme. 
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Chapter 4 

LES of Plane Impinging Jets 

4.1 Introduction 

Impinging jets are widely used in industrial applications, because of their high 

turbulent intensity and heat transfer rate in the impinging region, such as paper 
drying, cooling of electronic components and turbine blades etc. For plane 
impinging jets, a pair of spanwise rollers originates from the shear layers just 

downstream the nozzle exit, due to the shear layer instability of a Kelvin- 

Helmhotlz type, and then the rollers convect downstream towards the impinging 

wall. The evolution of the rollers is an unstable process susceptible to 

perturbations on the inlet plane. In a natural jet, the perturbation is random, and 

the process is less organized. When an artificial periodic perturbation is applied, 

the process may become periodic and well-organized, i. e. the jet can be locked. 

The experiment [93,103] has shown that the plane impinging jet could be locked 

on perturbations of wide frequency range. 

Numerous studies of plane impinging jets have been conducted experimentally 

and numerically over the last decades. Among these, Yokobori et al. [139-140] 

first discovered the counter-rotating columnar vortices aligning along the 

impinging wall and through the symmetry plane. Gutmark et al. [50] first reported 

on measurements of both the mean-flow and turbulence characteristics of such 
impinging jets. Namer et al. [80] measured the velocity field in a plane turbulent 

air jet at moderate Reynolds numbers. Sakakibara et al. [105-106] measured the 

instantaneous velocity field and its time variation using DPIV. They observed a 

reoccurring presence of concentrations of streamwise vorticity, which advected 

towards and merged with the wall vortices. Sakakibara et al. [103] extended their 

study of vortex structures using DPIV by locking the jet both in phase and 
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laterally in space. They found that the jet shear layers symmetrically evolved into 

spanwise rollers just downstream the jet nozzle. Accordingly, the rollers on the 

same side were connected by streamwise successive ribs, while the roller pair was 

connected by underneath cross ribs across the symmetry plane. The cross ribs 
intensified themselves through stretching as the rollers advected towards the 

impingement region. When the cross ribs reached the impinging wall, they 

merged with the wall ribs, which were composed of vortices of the same sign as 

the cross ribs, but remained near the wall all the time. 

Chuang and Wei [24], Craft et al. [30] and Knowles [63] employed Reynolds 

averaged turbulence models to study impinging jets. They can be concluded that 

most standard Reynolds averaged turbulence models can not yield satisfactory 

results. Over-prediction of the potential core and turbulence kinetic energy near 

the stagnation point, and under-prediction of the lateral expansion of the jet were 

found in almost all the RANS simulations. This is partly due to the underlying 

assumption that turbulent shear stress depends only on the rate of strain tensor, but 

not on the rotation tensor. While in LES, the problem-dependant large scale 

eddies are computed directly, only the universal small scale eddies are modelled. 

This renders LES a more robust choice for numerically simulating the plane 

impinging jets. Recently, such predictions using LES have been reported by Voke 

and Gao [128], Cziesla et al. [32], Beaubert and Viazzo [11] and Tsubokura et al. 

[126]. 

Voke and Gao [128] studied heat transfer from an impinging jet. Standard 

Smagorinsky SGS model was used with Van Driest damping factor to reduce SGS 

eddy viscosity near the wall in their study. They concluded that the dynamics of 

the turbulence resulted in the temperature variations at the plate surface having 

very high lateral correlation. Cziesla et al. [32] conducted a LES of flow and heat 

transfer in an impinging slot jet with a moderate Reynolds number. A dynamic 

SGS stress model was used for the small scales of turbulence. Their predictions 

compared favourably with the experimental observations, especially in the 
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stagnation zone. Beaubert and Viazzo [11] performed a LES of plane turbulent 

impinging jets at moderate Reynolds numbers to study the mean velocity, the 

turbulence statistics along the jet axis and at different vertical locations. The 

simulation was carried out using the dynamic Smagorinsky model. Their results 

were also in good agreement with experimental data. They also concluded that the 

effect of the jet Reynolds number is significant between 3000 and 7500 both on 

the near and far field structure. Tsubokura et al. [126] used LES to study the eddy 

structures of impinging jets excited at the inlet. An isotropic eddy viscosity model 

was used as a SGS model in the study. Their study was focused on how spanwise 

or azimuthal disturbances imposed at the inlet velocity affect the eddy structures 
in the transition process. They found that the round jet showed definite instability 

at a fixed wavelength while the plane jet showed almost equivalent sensitivity to 

all modes. They also observed elongated twin vortices along the impinging wall 

of the plane jet in the stagnation region and the number of pairs was found to 

agree exactly with the spanwise wave number imposed at the inlet. 

In this chapter, KIVA-LES is applied to plane impinging jets. Simulations are 

made with different inflow conditions. One is a natural plane impinging jet with a 

random perturbation on the inflow plane, and another is a forced plane impinging 

jet with a Strouhal number of 0.36, locked both in phase and laterally in space. 

The first simulation is performed to quantitatively study the mean flow and 

turbulence statistics, and the second simulation is performed to study the vortex 

structures of a forced plane impinging jet. 
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4.2 Problem description 

N 

5 

The computational domain is a semi-confined plane impinging jet, as shown 

schematically in Fig. 4.1, which is a rectangle box of 10x it x 10 cm in lateral (X- 

direction), spanwise (Y-direction) and wall-normal (Z-direction) directions, 

respectively. The separation distance between the nozzle exit and impinging wall 

is 10 cm, and the width of nozzle B,, is 1 cm. The Reynolds number Re based on 

the nozzle width and nozzle exit centreline velocity is 5500 and 2000 for natural 

and forced impinging jet, respectively. A simulation of Re = 13500 for the natural 

impinging jet is also performed to investigate the influence of Reynolds number 

on the statistical quantities. 

The lateral length of the computed domain LT must be long enough to capture the 

two large recirculations at each side of the jets and to reduce the influence of the 

two outflow boundaries. Cziesla et al. [32] used L, 1B, = 10 in their studies, 
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while Beaubert et al. [11] concluded that a value of Ls/B�, = 40 was sufficient in 

their simulations. A simulation of 16x is x 10 cm was run to test the influence of 

the length on the results. The computed results show little difference between the 

two computed domains. Therefore, Ls /B,, = 10 was considered sufficient to 

minimize the influence of the two outflow boundaries in this study. As mentioned 

above, there exists a counter-rotating vortex structures aligning with the wall. The 

width of the computed domain has to be large enough to capture these vortices. 
The width of ;r was found to be sufficient to capture the structures in this study 

and this width was also taken by other researchers [11,32]. 

Table 3.1 Computed cases 
Case Domain Mesh AX Ay Az Re SGS 

I 16X 2t X10 136X48X100 6.2x10-2-0.22 6.5x10-2 1.5x10-2-0.11 5500 On 

2 lox 74 X 10 116 X 48 X 100 62x102-O. 12 6.5 x 10-2 1.5 x 10-2 - 0.11 5500 On 

3 lox 2t X 10 140 X 54 X 120 4.0 x 10-2 _0.10 5.8 x 10-2 1.0 x 10-2 - 0.10 5500 On 

4 lox ;rX 10 140 X 54 X 120 4.0 x 10-2 -0.10 5.8x 10-2 1.0 x 10-2 - 0.10 5500 Off 

5 lox 2Z X 10 140 X 54 X 120 4.0 x 10-2 - 0.10 5.8 x 10-2 1.0 x 10-2 - 0.10 13500 On 

6 lOX 9 X10 116X48X100 6.2x10-2-0.12 6.5x10-2 1.5x10-2-0.11 2000 On 

The computational meshes are clustered in the wall-normal direction near the 

impinging wall to resolve the wall boundary layer, and the meshes are also 

clustered around the two shear layer in the lateral direction in consideration of the 

strong gradient in the regions. The meshes are uniform in the spanwise direction. 

To minimize the filter commutation errors arising from the uneven grids, the 

transition of grid size in the neighbouring girds is limited by less than 10% in the 

wall boundary layer. 

Grid sensitivity is investigated by comparing a high resolution case and a coarser 

case. Two grid resolutions used for the simulation of natural impinging jet are 
116 x 48 x 100 and 140 x 54 x 120 respectively, and the gird resolution of 
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116 x 48 x 100 is used for the forced impinging jet. To ensure that the SGS-model 

effect of the current LES formulation is not cancelled out by the numerical 
dissipation, a test case with implicit SGS model, i. e. the one-equation SGS model 
is turned off, and the numerical dissipative errors act as a SGS model, is 

performed. All the computed cases and meshes are list in Table 3.1. 

Inflow boundary condition is applied on the inlet plane. Two kinds of inflow 

condition are employed here. One is a natural inflow condition with a 

superimposed average steady profile and a random noise, and another is a forced 

inflow condition with a streamwise time-dependant sinusoidal disturbance and a 

spatial periodic disturbance imposed on the steady profile. The application of 
inflow boundary condition is an important factor for LES as discussed in Chapter 

3. In the study of impinging jet [128], Voke et at. performed a separate LES to 

compute the inflow condition. While Cziesla et at. [32] and Beaubert et at. [11] 

employed a constant inlet velocity profile with no turbulent effect. Beaubert et at 
[12] concluded that LES of impinging jets with either a turbulent intensity of 10% 

at the nozzle exit or a constant inlet velocity profile showed negligible effect on 

the turbulent statistics. As will be seen in the following section, the two shear 
boundary layers dominate the turbulence production, so the inflow turbulent has 

little effect on the turbulent statistics of the natural impinging jet. In our study, a 

random noise with a turbulent intensity of 3% is imposed on the inflow boundary 

to mimic the turbulent inflow condition. 

A continuative outflow boundary condition is applied on the outlet planes. In the 

literature, most LES predictions of impinging jets were performed with a mass- 

conserving "convective flow" outflow condition. The continuative outflow 
boundary condition used in this study is a kind of "zero gradient" outflow 

condition. Wang et al. [130] used both conditions in their simulation of a confined 

swirling flow and concluded that there was little difference between the two kinds 

of outflow boundary conditions. Periodic boundary condition is applied on 

spanwise boundaries, while no-slip wall condition is applied on the solid walls. 
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The upper wall is not resolved in the study, since its influence is minor. The 

working fluid is air at 298K and 1 atmosphere. The simulation starts from still. 
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4.3 Computational results and discussions 

The solution of a LES is transient. To compare with experimental data, the 

predicted results have to be averaged. The averaging is done during the running of 

the simulations by sampling every ten time steps after the solution reaches a 

statistically steady condition. The averaged values start to be calculated from the 

100th sample, and turbulent variances are computed from the 200`h sample. These 

values are calculated every sampling time step and monitored at a fixed time 

interval. As the sample number increases, the values will converge to the final 

results. Finally, the converged values are space averaged in the spanwise direction 

to compare with experimental results. This sampling method can save huge hard 

disk space on the computer and also significantly reduce the computing time. 

Since only the sum of these values is needed to be saved during the sampling 

process, the memory usage is affordable. The following results are made non- 

dimensional with the jet inlet centreline velocity w;,, and the slot width B, 
V , and o 

stands for time average. 
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Fig. 4.2 Mean velocity vectors extracted from the main flow field on different 
x=constant and z=constant planes 
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4.3.1 Natural plane impinging jet 

4.3.1.1 Numerical accuracy and SGS-model effect 
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Fig. 4.3 Vertical velocity component along the centreline. 

The quality of the LES results is strongly influenced by the spatial resolution. A 

sufficient resolution is required to avoid excessive damping of the instabilities and 

the transition to turbulence. In the current implementation of LES, the filter size is 

equal to the grid size. This results in more small scales being resolved with 
increase in the grid resolution. The LES will converge to a DNS when all scales of 

motion are resolved. Hence, there is no concept of traditional grid independence 

in the implementation of LES [44]. However, to make a LES trustable, the gird 

resolution must be fine enough to resolve those eddies that are large enough to 

contain information about the geometry and dynamics of the specific problem 

under investigation. The grid effect is investigated by comparison between the 

coarse resolution Case 2 and the high resolution Case 3 for R. = 5500. The results 

in Fig. 4.3 and Fig. 4.5-4.7 indicate that the adopted resolution is sufficient and 

numerical errors are at an acceptable level. The results of Case 1 shown in these 
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figures also demonstrate that the influence of the extent of the computed domain 

is within an acceptable level. 
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Fig. 4.4 Vertical velocity distributions at different Z positions. 

SGS models will cause errors if they fail to properly represent the energy transfer 

between the resolved scales and the unresolved scales. The current one-equation 

SGS model does not allow for backscatter of energy from the small scales to the 

large scales. Therefore, the SGS model acts as an additional viscosity in the 

filtered NS equations. The additional viscosity stabilizes the numerical solution. 

Some dissipative numerical schemes also play a role in the stabilization of 

numerical oscillations. If the adopted numerical schemes are too dissipative, the 

SGS effect would be masked out. To examine the effect of the one-equation SGS 

model, comparison between Case 3 with explicit SGS model and Case 4 with 

implicit SGS model are made. The results in Fig. 4.3 and Figs. 4.5-4.7 show that 

the SGS model successfully models the effect of the small scales on the resolved 

large scales and plays a significant role to stabilize the numerical solutions. The 

results with explicit SGS model are much closer to the experimental data, 

especially for the turbulent intensities. Without the explicit SGS model, the small 
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scales are not sufficiently modelled by the implicit numerical errors in the current 

simulations, and the predicted flow field shows more violent turbulence due to the 

lack of the additional viscosity. This can be proved by the changing pattern of the 

vertical turbulent intensity in Fig. 4.5, which displays a larger value away from 

the wall and a maximum value at z=2.5 instead of near the wall. 

4.3.1.2 Main flow 

Fig. 4.2 shows the predicted mean velocity vector at different x=constant and 

z=constant positions extracted from the main flow field. Prior to z=5, there is a 

potential core in the middle of the jet, where the velocity stays the same as the 

inlet velocity. The width of the untouched core decreases as the jet moves towards 

the wall. Meanwhile the jet expands gradually in the radial direction. At around 

z=5, the core disappears. The centreline velocity changes little prior to z=3, then it 

rapidly decelerates to zero at the stagnation point. After the impingement, 

accelerating wall jets develop along the wall surface. But the wall jet flow 

decelerates gradually with increasing distance from the wall due to the spread of 

momentum in the wall normal direction. 
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Fig. 4.5 Vertical turbulent intensity along the centreline. 
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The vertical velocity distribution on the centreline is given in Fig. 4.3. The 

predictions are in good agreement with the experimental data [72,103]. The 

vertical velocity shows a slight dependence on the Reynolds numbers with a large 

-value for Re = 2000. The velocity remains nearly constant between z=5 and z= 10. 

Then it begins to decrease and the decreasing rate changes steeply at z=2.5 due to 

the resistance from the downstream impinging wall, implying that the 

impingement region occupies about a quarter of the distance between the 

impinging wall and nozzle exit. This result is consistent with the analysis and 

experimental observations of Beltoas [13], Gutmark et al. [50] and Sakakbara et al. 
[103]. 

Fig. 4.4 presents the self-similar development of the axial velocity in four 

different planes normal to the jet axis for Case 3. The computed curves compare 

well with the experimentally obtained Gaussian-like curve of Namer and Otugen 

[80], demonstrating that the jet expansion is accurately predicted by the present 

simulations. The parameter B. in Fig. 4.4 is the half-width of the jet, the distance 
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from the jet axis to the point where the axial velocity has dropped to half of its 

centreline value. 

4.3.1.3 Turbulence statistics 

Fig. 4.5 shows the distribution of the vertical turbulence intensity on the centreline 
(along the jet axis). The predictions agree well with the experimental data of 

Maurel [72] for Reynolds number of 13500, except that there are discrepancies in 

the region close to the jet exit. The discrepancies may be related to the imposed 

random turbulent intensity. It can be clearly seen that the predicted value of the 

fine resolution case is closer to the experiment. The relatively larger discrepancy 

in the Case 5 for R. = 13500 is probably due to the insufficient grid resolution for 

the high Reynolds number. The predicted results show little dependence on the 

Reynolds numbers. Just downstream the nozzle exit, the turbulent intensity is 

small, about only 3% of the inflow random turbulent intensity. The value remains 

constant between z=8 and z=10 because the spanwise vortex pairs just start to 

develop in this region and the turbulent intensity is small. Then the spanwise 

vortex pairs gain energy from the main flow. Their intensities augment and the 

RMS (Root Mean Square) value almost increases linearly to 0.2 before the jet 

move into the impingement region, i. e. prior to z=2.5. The turbulence intensity 

remains almost constant between z=1 and z=2.5, then increases sharply again to a 

maximum value of 0.275 near the wall (at z=0.4). After the peak, the turbulence 

intensity decreases quickly to zero at the wall. At the peak, the RMS value is 

almost the same as the normal component of the main velocity, so there must 

exists an "up-wash" velocity in the vicinity of the impinging wall. The "up-wash" 

velocity is induced by the counter rotating vortex pairs near the wall. 
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Fig. 4.7 Spanwise turbulent intensity along the centreline. 

The distributions of the horizontal and spanwise turbulence intensities on the 

centreline (along the jet axis) are shown in Figs. 4.6 and 4.7 respectively. The 

changing pattern of the spanwise turbulence intensity is quite similar to the 

vertical one. Nearly the same maximum value is found close to the wall, but its 

position is closer to the wall than the vertical component. This high velocity 

variance in the spanwise direction is caused by the movement of the counter- 

rotating vortex pair on the wall. The altering pattern of the horizontal turbulence 

variance follow that of the vertical one as well before the jet moves into the 

impingement zone, and the variance reaches a maximum value of 0.2 at z=2.5. 
After the jet moves into the impingement zone, the value is decreased to 0.15 

close to the wall. Fig. 4.8 plots the Reynolds shear stress distribution along the x- 
direction at z=5. The computed curve is in good agreement with the 

experimental data. The maximum value is 0.015 and located around the shear 
layer. The results also display little Reynolds number dependence. 
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Fig. 4.8 Horizontal distribution of the Reynolds shear stress at z=5. 

The contour plots of non-dimensional components of turbulence intensities and 

Reynolds shear stress are also presented in Fig. 4.9. All variances show a high 

value in the jet shear layer and a lateral spread pattern with increasing distance 

downstream from the nozzle exit, due to the perturbation of rolling vortices and 

the flapping of the jet. The variances have a small value close to nozzle exit prior 

to the emergence of vortex rollers at both shear layers. The rollers induce a high 

disturbance along the two shear layers. The vertical and spanwise components 

also exhibit a highest value near the impinging wall around stagnation point, 

which is related to the counter rotating vortex aligning with the wall. This also 

verifies that the direction of the vortex pair is along the wall. The lateral 

component and the Reynolds shear stress show a high value in the outer mixing 

region of the wall-bounded flow after impingement, but demonstrate a relatively 
low value in the impingement region. 
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Fig. 4.9 Contours of non-dimensional components of turbulence intensity and 
Reynolds shear stress on the middle plane [x-component (a), y-component (b), z- 
component (c), and Reynolds shear stress (d)]. (To be continued) 
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Fig. 4.9 (continued) Contours of non-dimensional components of turbulence 
intensity and Reynolds shear stress on the middle plane [x-component (a), y- 
component (b), z-component (c), and Reynolds shear stress (d)]. 
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Fig. 4.10 Iso-surfaces of normalized total vorticity co = 6.3 (top) and spanwise 

vorticity component w}, = ±3.3 (bottom). 
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4.3.1.4 Dynamics of the impinging jet 

Fig. 4.10 depicts the iso-surfaces of the total vorticity and the spanwise vorticity 

of an instantaneous velocity field. After the jet leaves the nozzle exit, a highly 3- 

dimensional coherent structure can be clearly seen at the shear layers. The 

coherent structure is generated by the shear-layer Kelvin-Helmholtz instabilities. 

The vortical structures are more organized in the beginning. Further downstream, 

secondary instabilities break them up into more random smaller scales turbulence. 

01Y23 

Fig. 4.11 Instantaneous velocity vector on y-z middle plane through the centreline. 

Another important vortical structure of the plane impinging jet is the three- 

dimensional counter-rotating vortex pairs in the impinging zone. The vortex pairs 
lie on the wall along the direction of wall jets extending from both sides of the 

symmetry jet plane. Their positions are not fixed on the wall but move in the 

spanwise direction. The existence of these counter-rotating vortices induces a very 
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high turbulent intensity in the vicinity of wall. The important vortical structure is 

reproduced by the current simulation as shown in Fig. 4.11. Two pairs of the 

vortices can be clearly seen in the figure. There exists a region with "up-wash" 

velocity close to wall. This "up-wash" velocity is induced by the counter-rotating 

vortex pair. 
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Fig. 4.12 Schematic of the vertical structure extracted from [103] 
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4.3.2 Forced plane impinging jet 

The roll-up of the vortices of plane impinging jet is susceptible to inlet 

perturbations, and can be locked by the perturbations. The roll-up process of the 

locked jet become periodic and regular, and the vortex structures are quite 

organized and coherent. In the present study, the jet was locked both in phase and 
laterally in space by imposing a streamwise sinusoidal disturbance and a spatially 

periodic disturbance in spanwise direction as defined by equation (4.1). It should 
be noted that these disturbances are only added on the streamwise velocity 

component. 

The inlet velocity profile is: 

w(x, y, t)lw;, =[1-(2x/B,, )8]+Ax[sin(2; rw, S, t)+sin(2; ry/2z)] (4.1) 

Where, the Strouhal number S1 = 0.36 and wave length A1= 7rBB, /3 are taken 

from the experimental data of Sakakibara [103]. In the Sakakibara's experiment, 

the inlet velocity was also exicted by a sub-harmonic frequency in order to know 

the phase angle after the rollers have been paired. No such information is needed 
in the current simulation, so only one excitation frequency is used. The amplitude 

of fluctuations A is taken to be 0.012. This takes into account the fact that the 

initial roll-up of the shear layers would be locked when the RMS turbulence 

intensity at the nozzle exit reaches 0.009 w, � 
[103]. 

4.3.2.1 Phase-averaging 

The organized eddy structures corresponding to the forced inlet condition can be 

extracted by the phase-averaging technique. In the study of turbulence structure, 

the time-varying velocity signal u(x, t) can be decomposed into a global mean 
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component ü(x), a periodic mean component ü(x, t) and a residual random 

component ü (x, t) . This triple decomposition used by Hussain [60] can be 

written as follows: 

u(x, t)=ü(x)+ü(x, 1)+ü (x, t)=(u(x, t))+ri (X, t) (4.2) 

ü(x)=1im 
1 IT u(x, t)dt (4.3) 

r-ºco T 

I N-I 
(u(x, t))= 1im-V u(x, t+nr) (4.4) 

N- ooN h=o 

Where r is the vortex shedding period and 

(u(x, t))=ü(x)+ü(x, t) (4.5) 

is the phase average associated with coherent structures. The phase average is 

realized by taking an average over the conditional samples at a given phase. In the 

present study, the phase-averaging period is taken as 
2, 

but not f= we,, 
L 

is 
w 

the forcing frequency. This is because the dominant frequency of the forced jet is 

f 
as will be explained later. The phase averaging is taken at: 2 

7rw, S, t =0+ 2n, r, �r /4+ 2n7r,..., 7; r /4+ 2nir , where n is a natural number. 

Since no random fluctuation is added on the inlet plane and the jet is locked by the 

artificial periodic perturbation, the phase averaged flow field is quite similar to the 

instantaneous flow field, except for slight differences in the near wall region. 
Moreover, as will be seen, the phase averaged flow field of the jet is symmetrical 

about the middle plane of the jet, and the vortex structures are quite organized and 

consist of several coherent structures. From now on, all quantities will be phase- 

averaged ones. 
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4.3.2.2 Overview of the vortex structures 

To facilitate understanding of the vortical introduced in the following sections, a 

schematic drawing of the vertical structure extracted from [103] is shown in Fig. 

4.12. Fig. 4.13 gives an overview of the vortex structures of the forced plane 

impinging jet using iso-surface of total vorticity at different phase angles. All 

vorticities are non-dimensionized by B" 
. 

Just downstream the nozzle, the shear 
B. 

layers begin to evolve into two symmetrical spanwise vortices, due to the Kelvin- 

Helmholtz instability of the shear layer. The positions of the vortices are locked 

by inlet conditions (their production frequencies is the same as the inlet 

perturbation frequency), and their intensities are rather weak at the beginning. 

However, not all these vortices can roll up into the dominant vortex structure, the 

spanwise rollers. Alternatively, one pair of the vortices above the rollers are 

stretched, by the rollers, into the so-called braid-region (labelled as BR). 

Therefore, the dominant frequency of the impinging jet, i. e. the roll-up frequency 

of the roller, is only half of the perturbation frequency. This is the reason why the 

phase-averaging period is taken to be 
-. 

Accordingly, the rollers begin to 

replicate the spanwise spatial perturbation of the inlet condition, and the distortion 

and intensity level of the rollers grow larger as the rollers move towards the 

impinging wall. After impinging the wall, the roller pair moves apart from each 

other following the wall jets. The above process can be seen more clearly in Fig. 

4.14 by iso-surfaces of the spanwise vorticity component. The convection velocity 

of the rollers is not constant. There is an acceleration stage after the shear layers 

evolve into the rollers and a deceleration stage while rollers move into the 

impingement region. The computed main convection velocity of the roller 
is 0.51w, 

n , which is quite close to the corresponding measured value of 

0.52w, 
� 

[103]. 
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(a) 0=0 

b) 0= / 

Fig. 4.13 Iso-surfaces of the total vorticity at different phase angles, co =1.8. (To be 

continued) 
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(c) 0=7r 

(d)=3ý 

Fig. 4.13 (Continued) Iso-surfaces of the total vorticity at different phase 

angles, w =1.8. 
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(a) 0=0 

N 

(b) O_ 

N 

Fig. 4.14 Iso-surfaces of the spanwise vorticity at different phase angles, wy = 1.4 

(left roller) and a, =-1.4 (right roller). (To be continued) 
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(c) 0=n 

N 

(d) =3 

Fig. 4.14 (continued) Iso-surfaces of the spanwise vorticity at different phase 
angles, coy = 1.4 (left roller) and w,, =-1.4 (right roller). 
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Another apparent vortex structure in Fig. 4.13 is the successive ribs, labelled as 

SR following Sakakibara [103]. These ribs were also previously observed by 

several other researchers [15,60,103]. Successive ribs consist of two separated 

arrays of ribs between two adjacent roller pairs. Each array of ribs is composed of 

three (wave number of the inlet perturbation) counter-rotating vortex pairs. Two 

adjacent rollers on the same side are connected by successive ribs. These ribs can 

also be seen in Fig. 4.15 by resorting to iso- surfaces of the streamwise vorticity. 

The successive ribs emerge between roller pairs in the early stage of the rollers. 

Their direction is streamwise. As they advect toward the wall, their strengths are 

amplified by the action of stretching. Near the impingement region, they begin to 

change directions and connect with the two same side adjacent rollers. Upon 

touching the wall, the successive ribs retain the orientation until the upper rollers 

reach the wall. Then they are forced to move with and fall on the rollers. 

Meanwhile, the successive ribs change their directions along the wall and merge 

with the wall ribs and increase the strength of the wall ribs on the same side. 
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(a) 0=0 

(b)0=Y2 

Fig. 4.15 Iso-surfaces of the streamwise vorticity at different phase angles, 
wz = 1.2 (yellow) and wz = -1.2 (blue). (To be continued) 
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(c) 0 =; r 

Cd) =3ý 

Fig. 4.15 (continued) Iso-surfaces of the streamwise vorticity at different phase 
angles, co, = 1.2 (yellow) and wZ = -1.2 (blue). 
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(a) 0=0 

N 

(b)O_ 

Fig. 4.16 Iso-surfaces of the lateral vorticity at different phase angle, 
we = 1.2 (yellow) and wX = -1.2 (blue). (To be continued) 
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(c) 0=IF 

(d) 0=3 

Fig. 4.16 (continued) Iso-surfaces of the lateral vorticity at different phase angle, 
wx = 1.2 (yellow) and wx = -1.2 (blue) 
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Wall ribs and cross ribs (respectively labelled by WR and CR in Fig. 4.13) are 

two kinds of important vortex structures, which contribute significantly to the 

highest turbulent intensity and heat transfer in the near-wall region. They are not 

so obvious as rollers and successive ribs in Fig. 4.13, but more evident in Fig. 

4.16 using iso-surfaces of the vorticity component along the wall direction. Wall 

ribs were first observed by Yokobori [139]. They are an array of counter-rotating 

vortex pairs along the wall. Cross ribs are also made up of an array of counter- 

rotating vortex pairs in x-direction, but not on the wall, which extend from the 

downstream side of each roller to their counterparts across the symmetry plane. 

Cross ribs were only reported by Sakakibara [103]. They seem to only exist in the 

phase-locked jet. As cross ribs reach the wall, they merge with and enhance the 

wall ribs underneath. 

4.3.2.3 Formation of successive ribs, cross ribs and wall ribs 

While the formation of spanwise rollers is known to be due to the Kelvin- 

Helmholtz instability of the shear layers, the mechanism behind the formation of 

successive ribs, cross ribs and wall ribs are still not so clear. In order to gain more 
insight into such coherent vortex structure, we examine in detail the velocity 

vectors at constant x-, y-, and z- planes. 
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Fig. 4.17 Instantaneous (a) and relative velocity vectors (b) on the spanwise 
middle plane; relative velocity vectors on the centre plane (c) at 0=o, overlapped 
by amplified amplitude of spatial perturbation at z=9. 
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Fig. 4.18 Relative velocity vectors on the middle plane at different phase angles. 
(To be continued) 
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Fig. 4.18 (continued) Relative velocity vectors on the middle plane at different 
phase angles. 
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Vortex structures in the form of vectors are sensitive to the velocity of the 

observer. According to the secondary instability theory of Herbert [54], vortex 

structures are three dimensional perturbations about a mean structureless flow. A 

relative velocity (u", v', w w) istherefore, used to identify the vortex structures. The 

reference mean velocity is taken to be the spanwise averaged value (Ui, v", WY) of 

the time averaged velocity (U, V, W) . 

Fig. 4.17 shows the instantaneous and relative velocity vectors in the middle 

planes of x- and y- directions. The aforementioned dominant spanwise rollers can 

be clearly seen in the instantaneous velocity vectors. In the vector plot of relative 

velocity, the rollers are still there, but an opposite-signed counter-rotating pair 

emerges between two adjacent dominant roller pairs. The new roller pair is 

induced by the dominant roller, so we call it secondary rollers. The roll-up 

frequency of the roller is exactly the same as the inlet perturbation frequency. In 

the vector plot of the relative velocity in the x-direction middle plane, due to the 

existence of the alternative opposite-signed roller pairs, the flow field is divided 

into several sections by two kinds of relatively static lines, on which the relative 

velocities are zero. The flow directions on each side of the lines are opposite. 

According to the flow direction, these lines can be classified as convergence and 

divergence lines. Closer to the wall, these lines tend to be curlier due to the 

amplication of the spatial perturbation. Accordingly, there are three (the same as 

wave number of the inlet spatial perturbation) sink points and three source points 

on each convergence and divergence line, respectively. The corresponding sink 

and source points are staggered and locked by the maximum and minimum points 

of the inlet spatial perturbation, as shown in Fig. 4.17 overlapped at z=9 with the 

amplified amplitude. 
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Fig. 4.19 Instantaneous relative velocity vectors on the spanwise middle plane at 
different phase angles. (To be continued) 
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Fig. 4.20 Relative velocity vectors on the x=0.25 plane at different phase angles. 
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With the above knowledge, we now examine the formation of cross ribs and 

successive ribs. Plots of relative velocity vector in the middle planes at phase 
intervals of 'r /4 are presented in Figs. 4.18 and 4.19. In Fig. 4.18, wall ribs can 
be clearly seen near the wall almost at every phase angle, but their intensity is 

periodical. As the divergence line approaches the wall, the intensity decreases. As 

the convergence line moves towards the wall, the velocities at different side of the 

line tend to be more unbalanced and unstable. This unbalance leads the cross ribs 

to produce near sink points at around z=1.0. When they reach the wall, they merge 

with the wall ribs beneath and increase the intensity. The merged wall ribs are 

centred about the vertical line through the sink points. As the divergence line 

approaches the wall, the vortex pairs in the wall ribs are forced apart and then they 

re-pair themselves. Finally, they are centred about the vertical line through the 

source point. This kind of re-pairing causes wall ribs to move in the spanwise 
direction periodically and increases the overall turbulent intensity in the near-wall 

region. 

We now know that the curly unbalanced convergence line is the position where 

cross ribs start to evolve into vortices, but we also know that the middle plane is 

less disturbed by the rollers. Therefore, the cross ribs should not first form in the 

middle plane, they should form first somewhere away from this plane. In other 

words, the cross ribs should start to form in the position where the convergence 
line tend to be curliest and most unbalanced. This is evident in Fig. 4.20 by vector 

plots of relative velocities in the x=0.25 plane at a phase interval of ;r/2. Cross 

ribs begin to form at around z=2.8 and 0=3; r / 2. This is much earlier than in the 

middle plane. Furthermore, it is more apparent in Fig. 4.20 that the wall ribs 

remain attached to the wall all the time. 

We now know that cross ribs form on the convergence lines, so the same 
formation mechanism can apply to successive ribs. Successive ribs are in 

streamwise direction, so we should look at the plots in the x-y plane. Because of 

mass conservation, the divergence lines on the x-z plane should turn into 
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convergence ones on the x-y plane. As cross ribs are known to form on the 

convergence lines, we trace the above-mentioned divergence lines on the x-y 

plane using a Lagrangian method. Fig. 4.21 shows plots of relative velocity 

vectors on different x-y planes cutting through four different positions of the same 

divergence line at a time interval of . 
As anticipated, the divergence line turns 

2 

into a convergence line in the x-y plane. As the convergence line moves towards 

the wall, the spanwise perturbation in the vicinity of the convergence line is 

amplified. Three sink points start to form on the line and subsequently successive 

ribs begin to form in the immediate vicinity of these sink points. 
(a) (b) 
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Fig. 4.21 Relative velocity vectors on four different x-y plane cutting though the 
same convergence line at different moments. 
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4.3.2.4 Evolution of the organized vortex structures 

(a) q5 =0 

Fig. 4.22 Contours of the total vorticity (top), spanwise vorticity (bottom left) and 
lateral vorticity (bottom right) on the spanwise middle plane at different phase 
angles. (To be continued) 
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(b) O=/ 

Fig. 4.22 (continued) Contours of the total vorticity (top), spanwise vorticity 
(bottom left) and lateral vorticity (bottom right) on the spanwise middle plane at 
different phase angles. (To be continued) 
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(c) q=n 

Fig. 4.22 (continued) Contours of the total vorticity (top), spanwise vorticity 
(bottom left) and lateral vorticity (bottom right) on the spanwise middle plane at 
different phase angles. (To be continued) 

123 



Chapter 4 LES of Plane Impinging Jets 
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r 

Fig. 4.22 (continued) Contours of the total vorticity (top), spanwise vorticity 
(bottom left) and lateral vorticity (bottom right) on the spanwise middle plane at 
different phase angles. 

Contour plots of vorticities on the spanwise middle plane at a phase interval of 

fare 
presented in Fig. 4.22. This plane cuts through the successive and cross ribs. 

As the wall ribs are not fixed, they are only visible at the moment when the 

mergence of the wall and cross ribs happens. Three kinds of contours are plotted 

in Fig. 4.22. The top plots are contours of the total vorticity where almost all 

vortex structures can be seen. The contours of the streamwise vorticity are plotted 
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on the bottom left, where successive ribs are seen to be present. The cross ribs are 

evident in the contours plots of the vorticity component in x-direction, as shown 

on the bottom right. 

The spanwise rollers are the dominant vortex structure of the forced impinging jet. 

All the other ribs are directly or indirectly related to them. The rollers are the first 

visible structure downstream the nozzle. They begin to evolve into rollers at the 

position of z=8, then constantly draw energy from the main flow to intensify 

themselves. After the rollers reach the wall, they move away from the impinging 

region following the movement of the wall jets. 

The successive ribs are first seen clearly at around z=6 and phase angle 0=0. 

Then they tend to be stretched in the streamwise direction. The intensity of the 

successive ribs is enhanced by the action of stretching, while they move towards 

the wall. Meanwhile, the upper side of the ribs extend outwards. This extension 

exactly follows the movement of the corresponding secondary rollers induced by 

the primary ones. When the successive ribs touch the wall, they retain their 

orientation. Until the upper rollers move into the impingement region, the 

successive ribs begin to change their direction and fall onto the rollers on the wall 
forced by the movement of the rollers there. 

The cross ribs first present themselves near z=5, just under the rollers at phase 

angle 0=0, then they begin to extend towards the jet axis. At the position of 

z=1.8 and phase angle q$ =0, the two-side ribs are connected into an array of 

integral cross ribs. When the ribs reach the wall, they merge with the wall ribs 

underneath. The signs of the successive, cross and wall ribs are identical. When 

the successive and cross ribs merge with wall ribs, they enhance the intensity of 

the wall ribs. Around the stagnation point, the wall ribs are sustained only by the 

cross ribs, the successive ribs play little role in the sustenance of the wall ribs here. 

Away from the stagnation point, the successive ribs have more influence on the 
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wall ribs. There also exist opposite sign vortices in the wall jets. When these 

vortices merge with the wall ribs, the intensity of the wall ribs is reduced. 
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4.4 Summary 

Large eddy simulations have been conducted to study natural and forced plane 
impinging jets. The predictions for the natural impinging jet agree well with the 

experimental data. It was found that the dissipative error of the numerical methods 
is minor and the effect of the SGS model is not masked out by the numerical 

methods. The SGS model successfully describes the small scales and plays a 

significant role to stabilize the numerical solutions. The results with the explicit 
SGS model are much more close to the experimental data than the one without 
SGS model. This serves to demonstrate the accuracy and the capability of KIVA- 

LES for modelling such complex turbulent flows. 

Downstream of the natural impinging jet, coherent structures are generated by the 

shear-layer Kelvin-Helmholtz instabilities. The vortical structures are more 

organized in the beginning. Further downstream, secondary instabilities break 

them up into more random smaller scales turbulence. In the impinging zone, there 

exist three-dimensional counter-rotating vortex pairs. The vortex pairs lie on the 

wall along the direction of wall jets extending from both sides of the symmetry jet 

plane. Their positions are not fixed on the wall but move in the spanwise direction. 

The existence of these counter-rotating vortices induces "up-wash" velocity close 

to the wall hence the high turbulent intensity in the vicinity of wall. 

The main focus of this chapter is on the detailed vortex structures of the forced 

impinging jet. The typical vortex structures such as the spanwise rollers, the 

successive, cross and wall ribs reported by Sakakibara et al. [103], have been 

captured in the current simulation. To the best of our knowledge, this is the first 

time numerical predictions of these detailed structures are reported. The present 

predictions have resulted in valuable findings about the formation and evolution 

of the three types of ribs. It would, however, be prudent for such findings to be 

backed by some new experiments. 
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The spanwise vortex pairs are seen to symmetrically appear at the two shear layers 

of the jet just downstream the nozzle exit. Their positions are locked by the inlet 

condition. However, not all these vortex pairs can survive into the dominant 

structure, i. e. the spanwise rollers. The vortex pair just above the rollers is 

stretched into braid regions. Therefore, the dominant frequency of the jet is only 
half of the forced frequency. This finding is consistent with that of Sakakibara et 

al. [103]. As the spanwise rollers advect towards the wall, they begin to depict and 

amplify the spatial disturbance of the inlet. 

The successive ribs emerge as two arrays of streamwise counter-rotating vortex 

pairs between a pair of spanwise roller. The number of the pairs is exactly the 

same as the wave number of the spanwise disturbance. Accordingly, the ribs 

extend themselves by the action of stretching with the upper side extending 

towards the outside of the upper roller. Finally, the two adjacent rollers of the 

same side are connected by the ribs. When the ribs reach the wall, they retain their 

orientations. After the upper rollers reach the wall, the ribs are forced to change 

their directions and fall onto the rollers attached to the wall. 

The cross ribs form under each of the roller pair, but they do not come into 

contact with each other until they move into the impingement region. When the 

cross ribs reach the wall, they merge with the wall ribs underneath and enhance 

the intensity of the wall ribs with the same signs. The wall ribs remain attached to 

the wall almost all the time. However, their positions are not fixed and their 

intensities are periodic. 

The wall ribs can induce high turbulent intensity in the impinging region. They 

are sustained by merging with the successive and cross ribs. In the stagnation 

region, the cross ribs contribute much more to the sustenance of the wall ribs than 

the successive ribs. After the cross ribs merge with the wall ribs, the intensity of 

the wall ribs reaches a maximum value, implying that the heat transfer in the 

stagnation region should be controlled by regulating cross ribs through the inlet 
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perturbations. This finding has important implication on the design of practical 

systems involving the use of impinging jets. 
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Chapter 5 

Validation of the New Collision Model 

5.1 Introduction 

The modelling of liquid droplet collision/coalescence is important in analyzing 
Diesel sprays. Droplet collisions in a dense spray have a significant impact on the 

droplet size [48] and also on the dispersion and velocities of the droplets [74]. 

Most existing spray collision models were derived from the original model of 

O'Rourke [108] which followed the method of computing collision process in rain 

clouds by Brazier-Smith et al. [90]. O'Rourke's algorithm is consistent with the 

stochastic nature of spray simulations, where only a sub-sample of droplets is 

tracked. The tracked droplets represent parcels or particles of varying numbers of 
droplets with identical size, velocity, and temperature. This model assumes that 

droplets in a particle distribute evenly within the cell in which the particle lies and 

a given particle may collide with another particle only if these two particles reside 
in the same computational cell. 

O'Rourke's collision model has well-known weak points, i. e. it is grid-dependant 
[117]. It is also known to over-predict droplet size [56] and suffers from poor 

numerical convergence [16], etc. The model performed poorly in Cartesian grids 
[117], and produced relatively better results in cylindrical grids. However, most 

computational domains of practical interest are complex, in which cylindrical 

mesh can not be used. The root of the incompetence of the original O'Rouke's 

model is the assumption that the droplets in a particle distribute uniformly in the 

cell which they reside and only two particles sharing the same cells have a chance 

to collide. This assumption not only produces grid-dependent results but also 
"clover-effect" artefact. 
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In this chapter, the newly developed collision model described in chapter 2 is 

validated against analytical solutions of simplified realistic collision problems in a 
box volume. The grid-dependence is checked against some spray test cases. 
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5.2 Validations 
5.2.1 Model accuracy 

To verify the accuracy of the new collision model, validations against analytical 

solutions and O'Rourke's model have been made for a simplification of realistic 

problems. The test cases in this section are taken from Schmidt and Rutland [ 107]. 

In the test cases, the outcome of collisions is omitted, only the number of 

collisions is considered. The consideration of realistic collision outcomes would 

make it much more difficult to obtain an analytical solution. Furthermore, the 

improvement of the new collision model is mainly related to prediction of the 

incidence of collision. 
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Fig. 5.1 The test domain with uniformly distributed droplets. The particles are 
coloured with the droplet radius in pm. Coordination unit is in cm. 

The first test case is spatially uniformly distributed droplets in a box volume V 

shown in Fig. 5.1. The parameters of the droplets are given as radius [0, rmax J and 

velocity in the x direction [0, umax 1" The sizes and velocities of droplets follow a 

uniform distribution in the box. 
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The expected number of collisions can be calculated from the integral of the 

collision probability over the size and velocities, given as following, 

N2r,. r�u uo. ue ý, At M`°u° 
2V 

f %u(ul ) Tu(us) rr(r). fr(rz)IuIu2lý(r+r2ýZdu, dU2drdr2 
0000 

(5.1) 

where functions f are the probability distribution functions, which are simply 

uniform distributions in this case. The evaluation of this integral gives the 

following expected number of collisions: 

M 
ror = 

7; rAtumaxr2 N2 
(5.2) 

36V 

Since the test case is a spatially uniform problem, the simulation is run with a 

volume of unity represented by a single cell. The particles are randomly assigned 

a radius from 0 to 50 pm and a velocity from 0 to 100m/s. The number of droplets 

per particle is constant. The particles represent a total of 109 droplets. A single 

time step of 10-5 s is run for the simulation. 
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Fig. 5.2 The relative error versus the non-dimensional particle cloud radius under 
different particle numbers. 

The effect of the fictitious particle radius is first investigated. Fig. 5.2 shows the 

radius effect on the relative error of predicted number of collisions for the new 

method under varied particle numbers. The relative error is defined by 

Mtheo 
- 

Mpredi 

Mtheo (5.3) 

Mthe, is the theoretic value of Equation (5.2), Mp�, d, is the predicted value of the 

new model. To eliminate the random effect, Mpredl is averaged over 100 

simulations to obtain a mean value. The results demonstrate that the relative error 
is connected to both particle number and the sphere radius. Under a certain sphere 

radius, the relative error decreases with an increase in particle number. With a 

fixed particle number, there exists an optimum radius at the position r/r, = 0.3. 

The relative error increases steadily with the sphere radii when r/r, > 0.4. 
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Fig. 5.3 The relative error versus the particle numbers 

Fig. 5.3 shows the relative error of the predicted number of collisions by the new 

model and the O'Rourke model. Two cases are computed for the O'Rourke model 

with and without the sampling. All the results show a trend that relative errors 
decrease with increase in particle number. The result of the O'Rourke's scheme 

without Poisson distribution is most accurate. The sampling procedure does not 
improve the accuracy. The new model is a little bit less accurate in predicting the 

number of collisions than O'Rourke's scheme for the present test case of 

uniformly distributed droplets without consideration of the outcome velocities. 
However, it will be seen in the following section that the new model is more 

accurate in predicting a realistic spray in which the outcome of collision velocities 
is taken into account. This is because the new model is less grid-dependant than 

O'Rourke's mode and there are no artefacts in the new model. 

Fig. 5.4 shows a comparison of the cost of the two collision models using a 

single-processor 2GHz computer. Since no sampling procedure is used in the new 

model, the cost of the new model is nearly the same as that of the O'Rourke's 

scheme without sampling. The sampling procedure is very expensive, and the cost 

of O'Rourke's scheme with Poisson distribution is almost ten times slower than 
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without Poisson distribution. In general, the cost of the models is quadratically 
dependent on the particle number. 
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Fig. 5.4 The computational cost versus the particle number. 

Another transient test is used to determine the order of temporal accuracy. The 

test case is also spatially uniformly distributed droplets in a box volume V shown 

in Fig. 5.1. The initial droplet size is a constant of ro. The velocity of the droplets 

is bimodal, given by the following probability density function: 

f�(u)= 
1 

8(u-u0)+ 
1 

J(u+ua), (5.4) 
22 

where 8 is the Dirac delta function. Only the velocity component in the x- 

direction follows the function, and the other two components were set to zero. The 

droplet number of a particle is also constant. Every incidence of collision results 
in'a removal of one particle randomly selected from the colliding particle pair. 

Allowing for the homogeneity of the problem, the positions of particles are not 

updated during the simulation. The expected number of droplets remaining in the 

box at time t can be analytically solved to be 
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N(t)= 
N0. 

(5.5) 
l+t/t 

Where No is the initial number of droplets, and t is a time scale defined by 

V 
5) t 

2, rrö Nouo .6 

The simulation is run with a volume of unity represented by a single cell. The 

droplet radius ro is taken to 20 pm and velocity component u is set to±100m /s. 

The total particle number is 10,000, and the particles represent a total of 

109 droplets. Three time steps of 0.01 t, 0.1 t and t are used in the simulations. 

The running time of the simulations is set to t*. 
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Fig. 5.5 The relative error versus time step in a temporal calculation over a time 
interval t' 

The computed results are shown in Fig. 5.5. The time accuracy of O'Rourke's 

model is nearly first-order, which is the best accuracy order that is normally 
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obtained for most stochastic collision models, as the complicated nature of the 

problem prohibits the use of high order methods. The predicted relative error of 

the new model shows less dependence on the time step than that of O'Rourke's 

model. In general, O'Rourke's model is more accurate than the new model. 
However, the new model gives more accurate results, when the time step is close 

tot . Both models produce accepted errors for the computed time steps. 

In the test cases of this section, the outcome of collisions is omitted. The accuracy 

of O'Rourke's model is a little bit more accurate than the new collision model. In 

the next section, realistic collision outcomes will be considered. As will be seen, 

with the consideration of collision outcomes, O'Rourke's model will produce 

severe artefacts in Cartesian meshes. The accuracy of O'Rourke's model will 
deteriorate due to the artefacts. 
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5.2.2 Grid-dependency 

In this section, the grid-dependency of the new collision model and O'Rourke's 

collision model is investigated. Since O'Rourke's model is especially grid- 
dependant in the frame of Cartesian mesh, all the test cases in this section are 

computed in Cartesian meshes. The predicted spray shape, penetration depth and 
SMR are used to evaluate the grid-dependency of the two collision models. 

5.2.2.1 Ideal spray test cases 

Table 5.1 Computational data of the ideal spray test cases 

Cases Case 1 Case 2 Case 3 Case 4 

Computed domain 2x2x4 cm 

Mesh Uniform 10 x 10 x 20 Uniform 11 x 11 x 20 

Collision model O'Rourke New O'Rourke New 

Breakup model Switched off 

Drag Switched off 

Inject flow rate 5g/s 

Initial size distribution x2 -distribution; SMR=10pm 

Initial inject velocity 50 m/s 

Particle number rate 1x 107 s-1 

Spray angle Solid 25 degree 

Ambient pressure 5 MPa 

Ambient temperature 293 K 

It is well-known that O'Rourke's model produces artifacts of spray in Cartesian 

meshes. The predicted spray of O'Rourke's model behaves differently in even and 

odd Cartesian meshes. As seen in Fig. 5.6, the spray injection point locates on a 

vertex for the even mesh and in the center of a cell for the odd mesh. Ideal spray 

tests are constructed to investigate the predicted spray shape from the two models. 
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The parameters of the test cases are listed in Table 5.1. In the test cases, the spray 

shape is used to evaluate the grid-dependency. 

(a) Even mesh 
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Fig. 5.6 Top view of the predicted spray shapes for the new model (left) and 
O'Rourke's model (right). 

To avoid the influence of gas flow, the aerodynamic drag is turned off in the 

simulations. The breakup model is also switched off, and instead the injected 

droplet sizes are assumed to follow x2 -distribution with a SMR of 101on. The 

top view of predicted spray shapes is shown in Fig. 5.6. For the cases of even 

mesh, spays are injected close to the central vertex. An apparent shape of a 

"clover leaf' is predicted by O'Rourke's model. This is attributed to the 
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assumption that all droplets in a cell collide with each other, which renders the 

outward velocity component of droplets in the cells situated on the injection point 
follow along the diagonal lines though the injection point, as the outward velocity 

components are averaged in the cells as the outcome of collisions. For the case of 

odd mesh, sprays are injected in the centre of a cell. The sprays are tended to be 

prohibited to move outward, as the outward velocity components are averaged 

out. Most of spray droplets are clustered around the spray injection line. The 

predicted sprays by the new model do not show any artifacts for both the even and 

odd meshes, and the spray droplets are distributed uniformly around the injection 

line. 
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5.2.2.2 Realistic spray test cases 

It is well-known that O'Rourke's model cannot achieve grid-convergent results of 

spray penetration depth and SMR in Cartesian meshes. Realistic spray test cases 

are used to investigate the grid-dependency of the predicted penetration depth and 
SMR from the two models. The parameters of the test cases are listed in Table 

5.2. 

Table 5.2 Computational data of the realistic spray test cases 

Cases Case 1 Case 2 Case 3 Case 4 

Computed domain 2x2x4 cm 

Mesh Non-uniform even 

meshes: 

Fine: 40 x 40 x 50 

Medium: 30 x 30 x 40 

Coarse: 20 x 20 x 30 

Non-uniform odd 

meshes: 
Fine: 41 x 41 x 50 

Medium: 31 x 31 x 40 

Coarse: 21 x 21 x 30 

Collision model O'Rourke New O'Rourke New 

Breakup model Switched off 

Drag Turned on 

Turbulence model LES one-equation SGS model 

Gas velocity interpolation Turned on 

SGS velocity Switched off 

Inject flow rate 5g/s 

Initial size distribution x2 -distribution; SMR=10 fan 

Initial inject velocity 50 m/s 

Particle number rate 1x 107 s-' 

Spray angle Solid 25 degree 

Ambient pressure 5 MPa 

Ambient temperature 293 K 

Computed time I ms 
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The breakup model is switched off, and the injected droplet sizes are assumed to 

follow xz -distribution with a SMR of l0, um. Gas drag is considered in the test 

cases and the one-equation SGS model is used to close the NS equations. SGS 

velocity is neglected in the simulations. To alleviate the grid-dependence of the 

predicted results, gas velocity is interpolated at the particle positions. Both even 

mesh and odd meshes are used and three different grid-resolutions are used for 

each kind of mesh. All the meshes are clustered around the injection point as 

shown in Fig. 5.7. 
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Fig. 5.7 Computational mesh. 

The overview of the predicted sprays is shown in Fig. 5.8. The predicted sprays 
by O'Rourke's model still show the artifacts as explained in the last section, and 

the new model correctly reproduces the dispersion of the sprays. The predicted 

sprays travel faster in the odd mesh than in the even mesh, since the injected 

droplets are initially distributed into four cells for the even mesh. 
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Even mesh Odd mesh 

Fig. 5.8 The predicted spray shapes for the new model (left) and O'Rourke's 
model (right). 

The computed penetration depths are shown in Fig. 5.9. The results show that the 

predicted penetration depths by O'Rourke's model are highly grid-dependent, 

while the grid-dependence can be significantly reduced by the new collision 

model. The maximum discrepancy between two adjacent curves is only in an 

order of Imm for the new collision model. Total grid-convergent result is difficult 
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to achieve for a numerical prediction of fuel spray using a Lagrangian method to 

track particle due to the insufficient resolution for the momentum exchange 

between the two phases. 
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Fig. 5.9 The curves of predicted penetration depth. 
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Fig. 5.10 (continued) The curves of the predicted SMR. 

The computed SMRs are shown in Fig. 5.10. The results show that the computed 
SMRs by O'Rourke's model are also highly grid-dependent, while the results by 

the new model show little grid-dependence. There is a big discrepancy at the tips 

of the spray, since it is very dense due to the accumulation of large droplets. The 

results of the even mesh by the new model show an excellent grid-convergence 

except for the tip. The predicted SMRs by the new model show a substantial 
increase in the dense region. In the dilute region, the predicted SMRs increase 
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slowly, since the frequency of collision is small. The results by the O'Rourke's 

model show little difference of the increasing rate of SMR between the dense and 

the dilute regions. Moreover, because of the artifacts of the O'Rourke's model, 

the predicted droplets cluster in few cells. This makes the sprays very dense in 

these cells, hence the model significantly over-predict the SMR values. 
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5.2.2.3 Effect of the parameter of particle cloud radius 

In this section, the effect of the parameter of particle cloud radius on a real spray 
is tested against varied cloud radii and particle numbers. The test cases use the 

fine odd mesh of the test cases in section 5.2.2.2, and other parameters are kept 

unchanged. The injected particle rates of 1x 107s ', corresponding to total injected 

particle number of 10,000 during the computed time, is used. In this test, droplet 

collisions are only considered for the particles 2mm away from the injector. The 

particles very close to the injector nearly cluster to a point. Collisions between 

these particles can not be treated nicely be collision models. For a real spray case, 

there is a breakup length. Injected fuel blobs start to breakup after the length 

which is normally greater than several millimeters. To more accurately investigate 

the effect of the particle cloud radius, the collisions close to the injector are 

omitted. 

The predicted SMRs and penetration depths for the particle injection rate of 

10's-' are shown in Fig. 5.11. The cloud radius has an apparent influence on the 

SMR. Although for the test case of the uniformly distributed droplets in Section 

5.2.1 r=0.3r, is the optimum cloud radius, the SMR is substantially under- 

predicted with the radius. This is because that the spray is poorly resolved in the 

cells close to the injector and the particles are non-uniformly distributed due to the 

discontinuous injection of particles limited by the discrete time step. This under- 

prediction can be alleviated by increasing the radius. The maximum SMR is 

predicted by using r=r,. When r>r, , the predicted SMR slightly decreases with 

increase in the radius due to the underestimation of collision frequency. Although 

the predicted SMRs show a dependence on the radius, the predicted penetration 
depth is nearly independent on the radius. 
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5.3 Conclusions 

The new collision model based on the assumption of particle clouds has been 

validated in this chapter. The main reason why the existing O'Rourke's model is 

grid-dependant is due to the assumption that only droplets from two particles 

sharing the same cell have a chance to collide. In the new model, a particle is 

assumed to have a dimension, and the droplets in a particle occupy a fictitious 

cloud sphere. With this assumption, droplets in two particles tend to collide with 

each other when their spherical volumes are overlapped. 

The new collision scheme is faster than O'Rourke's scheme since it abandons the 

sampling procedure to compute the collision number. The new model delivers 

sufficient accuracy in calculating the collision number of the case with uniformly 
distributed droplets, although O'Rourke's model seems to perform better. 

However, for the prediction of a real spray in Cartesian mesh, the new model has 

delivered much improved results. The predictions of the new model do not show 

any grid-dependent artefacts, and less grid-dependent results are achieved. 

Finally, when the cloud radius is between r, and 2r, , the predicted SMRs and 

penetration depths show little dependence on the radius. 
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Chapter 6 

LES of Non-Evaporating and Evaporating 
Diesel Fuel Sprays 

6.1 Introduction 
Diesel fuel spray plays a key role for research of spray combustion in direction 

injection (DI) diesel engines as it is responsible for providing the desired mixture 
distribution for the combustion process. Spray penetration and fuel vapour 
distribution have dominant effects on the combustion characteristics such as 
ignition delay, flame position and lift-off, heat release rate and emissions 
formation, etc. Generation of harmful combustion products in the exhaust of 
diesel engines, such as nitrogen oxide and soot, is affected by uneven distribution 

of temperature and equivalence ratio in the flame. This uneven distribution 

originates from the uneven distribution of fuel droplets, which is induced by the 

motion of large-scale vortices formed in diesel spray. "Branch-like" 

heterogeneous spray structure was discovered by Azetsu [10] and Takagishi [121] 

in their optical measurements. 

The primary problems in analysing and modelling the spray behaviour lie in the 

incomplete understanding of the important physical processes and the lack of 

relevant experimental data. These processes lead to cavitation in the nozzle, 

atomisation, break-up, inter-droplet collision and coalescence, inter-phase transfer 

of mass, momentum and energy, and spray interaction with the chamber. Most 

previous numerical studies of fuel spray focus on atomisation, droplet break-up, 

inter-droplet collision and coalescence. Detailed information on the previous 

numerical modelling of fuel spray has been introduced in § 1.4 

Most researchers used RANS code for spray modelling [85,89,107,116,122]. 

Since fuel spray is a highly transient process, the time-averaged RANS approach 
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is too dissipative for such cases while large eddy simulation appears to be more 

suitable. As mentioned in the beginning, the fuel spray induces large scale 

vortices in the gas flow field. These vortices affect the distribution of droplets in 

the spray. Large scale vortices are smeared out by the large numerical viscosity in 

RANS methods, while they are explicitly resolved in LES. Subramaniam and 
O'Rourke [116] obtained an unrealistic decreasing penetration length for the 

finest grid using KIVA-3V, implying that the RANS approach is not suitable for 

numerical simulation of fuel spray jet. They also concluded that the computed 

penetration length of a spray was dependent on the grid resolution and that the 

results did not show a trend towards grid-independence. Although LES sounds 
like a very promising approach, rare attempts have been made. The only attempt 
found in the literature was made by Apte et al. [7]. They employed LES to 

validate a secondary break-up model based on Kolmogorov's discrete break-up 

model rewritten in the form of differential Fokker-Planck equation for the PDF of 
droplet radii. They found that LES led to more accurate predictions of turbulent 

transport in spray jets. In their study, droplet collision/coalescence and the effect 

of SGS velocity were neglected. There is a great velocity gradient in the region 

close to the injector. In this region, the unresolved SGS energy can not be omitted. 
The effect of SGS velocity should be considered in LES of fuel spray. 

In this chapter, KIVA-LES is used to study and validated against non-evaporating 

and evaporating diesel fuel sprays. The predictions are compared with the 

experiments by Hiroyasu and Kadota [55] and by Naber and Siebers [81] and also 

with the predictions of the original KIVA-3V. 
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6.2 Problem description 

The experiments of Hiroyasu and Kadota [55], and Naber and Siebers [81] were 
frequently used as benchmark cases for validating numerical spray models in the 

literature [7,89,122]. In the experiments, tip penetration, droplets size and spray 

angles were measured under different gas back pressures. The computed cases and 

the input data are tabulated in Table 6.1-6.3. 

Table 6.1 Computational data for cases of Hiroyasu and Kadota [55] 

PARAMETERS CASE I CASE 2 CASE 3 

Gas species N2 

Gas pressure p, [MPa] 1.1 3.0 5.0 

Gas temperature K 293 293 293 

Exit velocity u[mýs] 102.0 90.3 86.4 

Fuel flow rate Gf [g / s] 4.72 4.18 4.00 

Initial droplet radiiro[mm] 0.15 0.15 0.15 

Initial spray angle oo [o ] 10 12 14 

Injection timet[ms] 4.25 5 5 
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Table 6.2 Computational data for non-evaporating cases of Naber and Siebers [81 ] 

PARAMETERS CASE 1 CASE 2 CASE 3 CASE 4 

Gas species N2 

Gas pressure ps [MPa] 0.48 1.98 4.04 16.61 

Gas temperature K 455 452 452 452 

Gas density p8 [ kg / m3 ] 3.6 14.8 30.2 124.0 

Injection pressure [MPa] 138 140 140 155 

Exit velocity .. [ml, ] 478 479 475 479 

Fuel flow rate Gf [g / s] 10.26 10.85 10.76 10.85 

Initial droplet radii ro[mm] 0.129 0.129 0.129 0.129 

Initial spray angle oo [o] 10 10 10 10 

Injection time t[ms] 0.6 1.5 2.0 2.0 

Table 6.3 Computational data for evaporating cases of Naber and Siebers [81] 

PARAMETERS CASE 1 CASE 2 CASE 3 

Gas species N2(90.33%), C02(6.1 1%j H20(3.56%) 

Gas pressure p, [MPa] 0.95 4.04 17.1 

Gas temperature K 995 1001 1005 

Gas density p8 [ kg / m' ] 3.3 13.9 58.6 

Injection pressure [MPa] 138 142 157 

Exit velocity u, [m/, s] 478 475 479 

Fuel flow rate Gfg/s 10.26 10.76 10.85 

Initial droplet radii ro[mm] 0.129 0.129 0.129 

Initial spray angleoo[o] 10 10 10 

Injection timer[ms] 0.8 1.5 1.5 
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Table 6.4 Data for the Computational meshes 

GRID NX NY NZ DX 

MM 

DY 

MM 

DZ 

MM 

Fine LES 51 51 120 0.4 0.4 0.9 

Medium LES 41 41 110 0.6 0.6 1.0 

Coarse LES 31 31 100 0.9 0.9 1.2 

Fine KIVA3V 40 40 100 0.5 1.0 1.0 

Medium KIVA3V 30 30 90 0.6 0.6 1.2 

Coarse KIVA3V 20 20 80 1.2 1.2 1.4 

The experimental domains of the above experiments are enclosed cylinders. Since 

the influence of walls on the spray is negligible, the computational domain, as 

shown in Fig. 6.1, is an enclosed box of 4x4x 13.8(cm) .A Cartesian grid is 

adopted. The mesh is clustered near the nozzle exit. Three different grid sizes, as 

detailed in Table 6.4, were tested for grid sensitivity studies. 

Each spray originates in the centre of the upper boundary, with the centreline of 

the spray aligned with the gravitational vector. The size of the computational 

domain was defined to be sufficiently large enough to minimize the effect of the 

walls on the spray development. All the calculations are performed in three 

dimensions. Three levels of refinement have been used to investigate the grid- 
dependence of the predicted results. To be consistent with the experimental sprays, 

the fluid in each spray simulation begins at rest. 

The evaporation model was turned off for all non-evaporating spray test cases. 

For the purposes of comparison with experimental data, the predicted liquid fuel 

penetration is defined as the distance from the nozzle to the particle furthest from 

the nozzle in the domain. 
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6.3 Computational results and analysis 
6.3.1 Overview of the predicted spray 
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Fig. 6.1 Computational mesh (left), vector of cell averaged droplet velocity 
(middle), and vector of gas velocity (right) 

Vectors of droplet and gas velocity for Hiroyasu' Case 2 are plotted in Fig. 6.1 

with the former averaged within each cell. As the gas flow is induced by the spray, 

their velocities follow similar distribution patterns. Downstream of the nozzle, the 

gas velocity starts to flap and large-scale vortical structures emerge at the 

boundary of the spray, caused by large scale eddies due to the Kelvin-Helmholz 

instability of the shear layer, similar to a free gas jet. The large scale vortical 
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structures are vital to the spray, which not only distort the spray into "branch-like" 

shape [ 10,121 ] but also distribute spray droplets unevenly inside the spray as 

droplets tend to follow the gas flow. The spray induced large scale vortical 

structure is more evident in Fig. 6.2 by the instantaneous velocity vector and the 

iso-surface of total vorticity of non-evaporating Case 3 of Naber and Siebers. 
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Fig. 6.2 The instantaneous velocity vector and the iso-surface of total vorticity of 
non-evaporating Case 3 of Naber and Siebers at 1.5ms. 
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Fig. 6.3 The front view of the sprays for Naber's non-evaporating cases at 
different moments. 

0 

2 

The front view of the sprays for Naber's non-evaporating cases at different 

moments is shown in Fig. 6.3. The "branch-like" spray shape is predicted by the 

current simulation. It is seen that the bigger the gas density, the more apparent the 

structure is. This is because the sprays tend to be more unstable under larger 

aerodynamic drag. It can also be seen that the predicted spray angles, which are 

determined by drawing a tangent to the radial spread of the spray starting from the 

end of the injection point, increase with the gas density. The computation of spray 

angle assures inclusion of 99% of the liquid mass in the whole domain. The 

comparison of the predicted spray angle with the data is shown in Fig 6.4. The 

predicted angles are in very close agreement with the measurement. 

The injected blobs do not break up immediately upon leaving the nozzle. There 

exists a break-up length [1221. After this length, the blobs start to break-up. As 

seen in the Fig. 6.2, the break-up length is getting smaller as the gas density 
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increases. Aerodynamic drag is proportional to gas density. The bigger drag spray 

droplets experience, the more easily the droplets tend to break-up. 
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Fig. 6.4 The comparison of predicted angle with the experimental data of Naber's 
non-evaporating cases [81 ] 

A top view of the predicted spray is presented in Fig. 6.5. The droplets distribute 

evenly around the axis of the spray. It displays no trace of the "clover-leaf' 

artefact [34] described in Chapter 5. 
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Fig. 6.5 Top view of CASE 2 of Hiroyasu and Kadota [55] at t =1. Oms (CASE 2) 
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6.3.2 The predicted spray tip penetration 
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Fig. 6.6 Comparison of the predicted and measured spray tip penetration for the 
cases of Hiroyasu and Kadota [55]. (To be continued) 
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Fig. 6.6 (continued) Comparison of the predicted and measured spray tip 
penetration for the cases of Hiroyasu and Kadota [55] 

Figs. 6.6-6.7 show the computed and experimentally measured spray tip 

penetrations of Hiroyasu's and Naber's non-evaporating cases [55]. The predicted 

tip was defined as the vertical distance between the nozzle and the utmost particle 

in the spray. The predicted penetration depth decreases with increase in pressure 

(or density). This is attributed to a strong damping of the liquid momentum by the 

denser gas phase since the aerodynamic drag is proportional to ambient density. 

For the coarse mesh of Hiroyasu's cases, all the tips are under-predicted in all the 

cases. This can be attributed to the insufficient resolution of the momentum 

exchange between the droplets and the gas phase. When the coarse mesh is used, 

the spray is poorly resolved and the total volume of all cells which contain 

droplets is much larger than the actual spray volume. The result is that the spray 

has to accelerate more gas. This leads to a lower gas velocity in a coarse mesh. 

Excellent agreement is obtained for all the cases using the medium and fine 

meshes. This proves that the momentum exchange is correctly resolved by the two 

mesh resolutions. For the Naber's cases, the predicted penetration depths are also 

in reasonably good agreement with the experimental data and grid independent 

except for the highest gas density case. The penetration is under-predicted for the 
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case. The gas pressure is 16.6MPa. This pressure is beyond the limit of the 

modem engine. One probable reason accounting for the under-prediction is that 

the aerodynamic drag under the high pressure is over-predicted by the current 

drag model. Another interest finding from the Naber's cases is that coarse mesh 

presents a larger penetration depth for the Cases 2 and 3 after a certain moment. 

This is related to the aforementioned development of large scale vertical structures. 

The fuel jet tends to be more stable for the cases with high injection velocity (for 

the Naber's case, the velocity is as high as 480m/s) and gas density. The large 

scale vortices cause the front of the spray jet to flap. This flapping will defer the 

spray front from going further. As the coarse mesh cannot correctly capture the 

large scale structure, the front goes faster after a certain moment. In general, the 

grid-convergent prediction for the tip which could not be achieved by KIVA-3V, 

has been obtained in the current study. 
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Fig. 6.7 Comparison of the predicted and measured spray tip penetration for the 
non-evaporating cases of Naber and Siebers [55]. (To be continued) 
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Fig. 6.7 (continued) Comparison of the predicted and measured spray tip 
penetration for the non-evaporating cases of Naber and Siebers [55]. 
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6.3.3 The Predicted SMR 
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Fig. 6.8 Comparison of the predicted and measured spray tip penetration for the 
cases of Hiroyasu and Kadota [55]. (To be continued) 
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Fig. 6.8 (continued) Comparison of the predicted and measured spray tip 
penetration for the cases of Hiroyasu and Kadota [55]. 

Figs. 6.8-6.9 are plots of the computed Sauter Mean Radius (SMR) versus the 

distance from the nozzle for Hiroyasu's and Naber's cases. The Sauter Mean 

Radius is defined as: 

SMR (Z) = 
r, eD 

z' 1r 

r, ED 

(6.1) 
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Fig. 6.9 Comparison of the predicted and measured spray tip penetration for the 
non-evaporating cases of Naber and Siebers [55]. (To be continued) 
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Fig. 6.9 (continued) Comparison of the predicted and measured spray tip 
penetration for the non-evaporating cases of Naber and Siebers [55]. 

where D(z) = {(x, y, C) lz- &z SCSz+ Oz} , Az = lmm . Only one measured 

result (at the position z=6.5cm) is available for each of Hiroyasu's cases. They 

were respectively 21 microns, 24 microns and 29 microns [55]. The computed 
SMR curves show little grid dependence in all the cases. For the Hiroyasu's cases, 

the predicted values agree well with the experimental data at z=6.5cm, except a 
little bit under-prediction for CASE 1. This may be caused by the ETAB break-up 
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model, which produces too small droplets. The comparison of the predictions of 
Hiroyasu's and Naber's cases shows that high injection velocity can produce finer 

spray droplets. 

In Figs. 6.8-6.9 where the Sauter mean radius versus distance from the nozzle exit 
is plotted, the atomization, dense and dilute regions can be clearly distinguished. 

Droplet break-up is dominant in the atomization region where the SMR reduces 

sharply to a very low level. After the SMR reaches the minimum at the end of the 

atomization region, it starts to increase again in the dense region, where the 

droplet collision frequency is very high and collision/coalescence plays a more 
important role. Subsequently in the dilute region, where the droplet collision 
frequency is relatively low, the increase of SMR slows down. These results show 

that KIVA-LES with the new model is capable of distinguishing between the 

dense and the dilute regions while the original collision model in KIVA-3V failed 

to capture such differences as will be given in the next section. 
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6.3.4 The predicted results by KIVA-3V with O'Rourke's model 
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Fig. 6.10 The computed (KIVA-3V) and measured spray tip penetration for Case 
3 of Hiroyasu and Kadota [55] 

For comparison, the predictions using the original KIVA-3V with O'Rourke's 

collision model for Case 3 of Hiroyasu are shown in Fig. 6.10. It is seen that the 

predictions are very sensitive to grid density. The penetration length was over- 

predicted by the fine mesh while it was under-predicted by the coarse mesh. The 
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predictions of the medium size grid seem to be the closest to the data. However, 

the fact that the predictions continued to change with the change of grid density 

has shown that it is not possible to achieve grid-convergent results with the model. 
The predicted SMRs from all three computational grids increase steadily 
following the atomization. For the coarse mesh, there is even a sharp increase in 

SMR at the end of the curves, implying that the model predicted unrealistic 
droplets accumulation at the tip of the spray. Furthermore, there are significant 

changes between the predictions of different grids although the predictions of the 

medium and fine grids are relatively close. Moreover, comparing with the 

measured SMR of 29 microns for CASE 3 at z=6.5cm [55], the original collision 

model in KIVA-3V predicted a value of 48 microns. It is thought that this 

significant over-prediction of around 60% by O'Rourke's model is mainly caused 
by the artefacts of the predicted spray, which artificially increases droplet density 

in cells. Furthermore, the increase rate of SMR remains almost constant after the 

atomization region and there is no apparent difference between the dense and 
dilute regions. 

6.3.5 The predicted results by KIVA-LES with O'Rourke's model 

A large eddy simulation with the original collision model was also conducted for 

Case 3 of Hiroyasu to investigate the influence of the LES solver on the computed 

results. The computed tip penetrations and SMRs are shown in Figs. 6.11. 

Although the grid-dependence of the predictions can be significantly alleviated by 

the LES solver, it is seen that the predictions are still quite sensitive to grid 

resolutions. Since the original collision model in KIVA-3V over-predicts the 

droplet size, the predicted tip penetration is greater than that of the experimental 
data. Moreover, it still cannot capture the differences between the dense and dilute 

regions even after being combined with the LES solver. 
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Fig. 6.11 LES predictions with the O'Rourke model for Case 3 of Hiroyasu and 
Kadota [55] 
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6.3.6 The effect of the fictitious sphere volume 
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Fig. 6.12 The computed spray tip penetrations and SMRs in terms of different 
volumes of the fictitious parcel cloud for Case 3 of Hiroyasu and Kadota [55]. 

The fictitious sphere volume (or radius) of a parcel affects the collision frequency. 

The simulations for Case 3 of Hiroyasu and Kadota with three different fictitious 

sphere volumes (2V, 4V, 6V, and V is defined in 2.6.4) are carried out to 

investigate the effect of the sphere volume on the predictions. The computed 
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results are presented in Fig. 6.12. The tip penetration and predicted SMR show 

insensitivity to the sphere volumes as expected in analysis of section 2.6.4. As the 

volume is reduced, the SMR only increases very marginally. 

6.3.7 The effect of SGS velocity 
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Fig. 6.13 The computed spray tip penetrations and SMR in terms of with and 
without SGS velocity for Case 3 of Naber and Siebers [81 ] 
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The influence of subgrid velocity on the results is shown in Figs. 6.13 where the 

results with and without subgrid velocity are compared for Case 3 of Naber and 

Siebers [81]. For this test case, a finer mesh (61 *61 * 130) is used to reduce the 

error of the SGS model. The results show that the subgrid velocity contributes 

little to the tip penetration and the SMR in the current simulation of the fuel jet. 

However, since the subgrid velocity disperses more uniform. The computed 

penetration length and SMR values are slightly greater for the case without 

subgrid velocity than for that of the case with subgrid velocity. There is a great 

velocity gradient in the region close to the injector. The SGS velocity is also high 

in the region. If the influence of SGS velocity is not modelled, the spray angle 

will be under-predicted by 28% and this can be clearly seen in Fig 6.14. It can 

also be seen that the SGS velocity helps to distribute the droplets more uniformly 

in Fig 6.15 by the contour of droplet mass concentration which is defined as the 

ratio of droplet mass in a cell to the cell volume. It is also visible in the figure that 

the mass concentration is high in the core of the spray. As the information of SGS 

velocity is absent in the most common used SGS models such as Smagrinsky and 

Dynamic SGS models, it is inconvenient to take SGS effect into account with 

these SGS models. 
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Fig. 6.14 Front view of the predicted spray with and without SGS velocity for 

Naber's non-evaporating Case 3 at t=1.0 ms 
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4.3.8 The evaporating case of Naber and Siebers (81] 
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Fig. 6.16 Comparison of the predicted and measured spray tip penetration for 
evaporating cases of Naber and Siebers [81 ] 

The predicted spray tip penetration for the evaporating test cases of Naber and 

Siebers is shown in Fig. 6.16. The predicted results agree reasonably well with the 

experimental data although the predicted penetration depth is a little bit over- 

predicted for the low gas density case and slightly under-predicted for the high 

gas density case. Grid sensitivity study of the evaporating cases is only conducted 
for Case 1 of Naber and Siebers and the results are shown in Fig. 6.17. The 

predictions show that the medium and fine meshes produce very similar results. 

The resolution of the fine mesh is therefore considered as sufficient to provide 

grid-convergent result. The good agreement with the data shows that the 

evaporating model works fine with KIVA-LES. 
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Fig. 6.17 Grid sensitivity study for evaporating Case 1 of Naber and Siebers [81] 

178 



Chapter 6 LES of Non-Evaporating and Evaporating Diesel Fuel Sprays 

6.4 Summary 

KIVA-LES has been validated against published experimental data for non- 

evaporating and evaporating diesel fuel sprays under varied gas densities. The 

new collision model is less grid-independent, accurate, and insensitive to the 

chosen fictitious sphere volume. It offers considerable advantages over the 

original collision model in KIVA-LES. 

The predictions are in good agreement with the experimental data. The large scale 

vortical structures are reproduced by the LES simulations. These structures cause 

"branch-like" spray shape and influence the spray penetration depth. The 

predictions have also captured the differences between the dense and dilute 

regions. The LES of diesel spray also proves that the SGS velocity has a 

significant influence on the predicted spray angle. Without the SGS velocity, the 

spray angle will be under-predicted. Grid-convergent results, which were difficult 

to obtain with the original KIVA-3V, have been obtained in the current 

simulations. This is thought to be due to a combination of the LES solver and the 

new collision model. 
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Chapter 7 

LES of a Coaxial Gas Turbine Model 
Combustor 

7.1 Introduction 
The importance of fuel/air unmixedness in combustion performance has been 

experimentally demonstrated for liquid-fueled direct and prevaporised systems as 

well as for gaseous-fueled premixed systems [47,120]. Fric [39] also 

experimentally found that it is not sufficient to consider only spatial non- 

uniformities in fuel mixture, temporal unmixedness or concentration fluctuations 

also contribute significantly to higher NO, emissions. In addition to fuel 

distribution, droplet size and velocity both play critical roles in the combustion 

processes. The nature of the aerodynamic flow is also of importance. For 

example, the size and extent of the recirculation zone can result in various 

residence times that may play as much. a role as fuel distribution in combustion 

performance. 

Both numerical modelling and optic diagnostics have been widely used in the 

study of the actual combustion processes in gas turbines. While optical 
diagnostics has been frequently used with success in the study of fuel injection 

and mixture formation [38,52,79,141], much less has been carried out using 

complimentary numerical modelling techniques to characterize the actual fuel 

distribution prior to combustion [1,23,96,101]. The limited modelling work found 

in the literature also suffers from the use of steady state boundary conditions 

while the actual fuel injection and the subsequent mixing processes are 
intrinsically fully transient. Apart from Caraeni et al. [20], most previous studies 

were based on RANS based CFD. On the other hand, the aforementioned 

recirculating nature of the mixture flow has in fact rendered the traditional 
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Reynolds Averaged Navier-Stokes (RANS) CFD techniques to be unsuitable. LES 

techniques, being intermediate between DNS and RANS based CFD, are ideally 

placed to capture the complex transient flows categorized by non-stationary 

vortices. The LES technique has been convincingly shown to be superior to 

RANS in accurately predicting turbulent mixing and combustion dynamics [70] in 

simpler combustor geometries. In LES, all turbulent length-scales larger than a 

specified cut-off are resolved in both space and time while modelling is employed 

for those small, unresolved scales (referred to as subgrid scale or SGS). Larger 

eddies, those on the order of the geometric length-scale, are highly-anisotropic 

and energetic and their dynamics is strongly dependent on the geometry of the 

system. Small eddies are more isotropic and less energetic, and easy to be 

modelled. 

In order to simulate these critical processes prior to combustion, the numerical 

model will need to correctly predict the evaporating fuel spray - the size and 

quantity of the droplets, droplet dispersion in the mixture, droplet evaporation 

characteristics and the no-linear interactions of these different physical processes. 

The work of Caraeni et al. [20] has brought important advance in LES 

applications to fuel air mixing. But it has involved simplified assumptions on the 

temperature field and suffers from the lack of validation. Their attempt to 

combine the simulation of fuel flow in the swirlers, the injection nozzle and the 

combustion chamber also makes it difficult to judge the accuracy of the individual 

components of the model. 

Sommerfeld et al. [113] conducted experimental studies of spray evaporation in a 

coaxial gas turbine model combustor. The flow configuration was a pipe 

expansion with an expansion ratio of three, where heated air entered through an 

annulus with a hollow cone spray nozzle being mounted in the centre. In the 

experiments isopropyl-alcohol was used as a liquid due to its high evaporation 

rates. Phase-Doppler anemometry (PDA) was applied to obtain the spatial change 

of the droplet size spectrum in the flow field and to measure droplet size-velocity 
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correlations. From these local measurements of droplet mean velocities, velocity 
fluctuations and droplet mean diameters were obtained by averaging over all size 

classes. The droplet mass flux and the global evaporation rate were also measured 
in their study. 

In this chapter, LES approach is used to simulate spray evaporation in the coaxial 

gas turbine model combustor. The predictions are compared with Sommerfeld's 

experimental data. This study is a first step towards a more comprehensive 

numerical analysis of practical industrial combustors where multiple inlets and 

more complex combustor geometry are encountered. 
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7.2 Problem description 
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Fig. 7.1 Computational geometry overlapped by a snapshot of iso-surface of 
pressure fluctuation (a) and coloured spray particle distribution according to 
droplet sizes (b). 

In Sommerfeld's experiment, the heated air was blown from an annular injection 

tube into the test section which had an inner diameter of 200 mm and a length of 

1.5m. With a 64 mm outer diameter and a 40 mm inner diameter of the annulus, 

an expansion ratio of about 3 was established. A hollow-cone pressure atomizer 

was mounted in the cylindrical centre-body of the inlet tube. Isopropyl-alcohol 

was used as a spray liquid, and the thermodynamic properties of isopropyl vapor 

and liquid is taken from [127] and implemented into the KIVA-LES. Fig. 7.1 

shows the computational geometry. The computational domain is a cylinder with 

a length of 0.6m. The available experimental data for comparison is up to 0.4m. 

Simulations with different length were carried out to investigate its influence. The 

results showed that the length of 0.6m was sufficient to minimize the influence of 

the downstream outflow boundary on the predictions. The Reynolds number 
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Re based on the outer diameter of the annulus and the bulk velocity is 46,000. 

Two cases are simulated, i. e. the single phase flow and evaporating two-phase 

flow. The flow conditions for the computed cases are listed in Table 7.1. 

Table 7.1 Flow conditions of the computed cases 

Cases Single phase flow Two phase flow 

Air volume flow rate m3/s 0.032 0.031 

Air mass flow rate g/s 29.0 28.3 

Maximum air velocity m/s 18.0 18.0 

Maximum air temperature °C 100 100 

Liquid mass flow rate g/s - 0.44 

Liquid temperature at nozzle exit °C 34 

Inlet Reynolds number 46,000 46,000 

Hollow cone angles ° - 60 (15) 

Cartesian mesh is adopted in the current simulations although cylindrical mesh is 

a natural choice for the cylindrical geometry. Attempts were made to use 

cylindrical meshes, but some preliminary calculations revealed that cylindrical 

meshes were not suitable for the current cases. It is thought that LES will suffer 
from two aspects by using a cylindrical mesh. One is the commutation errors due 

to its highly uneven grids around the axis. Another is the extremely small time 

steps constricted by the small grid size in the azithumal direction around the axis. 
Since the predicted flow field of LES is highly unstable, the azithumal velocity 

component is substantial. To ensure the numerical accuracy of simulations, a very 

small time step must be used. The computational mesh is clustered in the axial 
direction. To minimize the filter commutation errors arising from the uniform 

grids, the transition of grid size in the neighbouring grids is limited by less than 

5%. In the current implementation of LES, the filter size is equal to the grid size. 

This results in more small scales being resolved with the increase of the grid 

resolution. In fact, LES will converge to DNS when all scales of motion are 
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resolved. To verify that the gird resolution is fine enough to resolve those eddies 

that are large enough to contain information about the geometry and dynamics of 

the specific problem under investigation, grid sensitivity is investigated by 

comparing a high resolution case (100 x 100 x 100) and a lower resolution case 

(80 x 80 x 80) for the single phase flow case. For the case of two phase flow, the 

fine grid resolution of 100 x 100 x 100 is adopted. 

Inflow boundary condition is applied on the inlet annular plane. The specification 

of inflow boundary condition is an important factor for LES as discussed in 

Chapter 2. In the experiment, detailed inflow boundary conditions of gas and 

spray phases were measured. In this study, a random noise with the same 

turbulent intensity as the experimental data is imposed on the inflow boundary to 

mimic the turbulent inflow condition. Although some researchers tend to use a 

separate LES calculation to define the inflow boundary condition, Wang et al. 

[130] found that there was little difference between the two inflow boundary 

conditions except that the deterministic inflow boundary condition can predict a 

more physical energy spectrum. A continuative outflow boundary condition (zero 

gradient) is applied on the outlet plane. Wang et al. [130] concluded that there was 

little difference between the continuative outflow boundary condition and the 

frequently used convective outflow boundary condition in their LES of a confined 

turbulent swirling flow. No-slip wall condition is applied on the solid walls even 

though the walls are not resolved in the simulations. The wall boundary layer is 

weakly coupled with the core region flow. The predictions show that the wall 

boundary layer has little influence on the flow in the core region. Both the 

simulations start from still. 

The inflow conditions for the spray phase are adjusted according to the 

experimental data of Sommerfeld [113]. The injected droplet size is sampled from 

the experimental discrete PDF (Probability Density Function). Firstly, the discrete 

cumulative distribution h (r) is computed according to the discrete PDF. Then the 
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cumulative distribution is interpolated and stored in increments of 0.04r32 

between r=0 and r= 4r32 , r32 is the SMR. To determine the injected droplet 

size, a random number XX is needed to be selected. With the random number, 

value of n can be found in 

h[0.04r32(n-1)ýSXX <_h[0.04r32n]. (7.1) 

Then the injected droplet radius is r=0.04r32n. Using a hollow spray cone angel 

of 60 (15) degree, a satisfactory representation of the experimental data is 

achieved. After being injected into the computational domain, each particle is 

traced in the simulation and subject to breakup. Two-way coupling is applied 
between the gas and spray phases, and the effect of SGS velocity is also included. 

The particle injection rate is taken as 15 millions per second. This yields around 1 

million particles in the domain when the simulation reaches a statistically stable 

condition. In the conventional RANS simulation, the typical particle number is 

around 1,000-10,000. This is not sufficient for LES, since a large number of 

particles are needed to represent the dynamic disperse phase and ensure a 

sufficient particle number in a cell for the calculation of statistics. The effect of 

collision/coalescence is neglected in the current simulation since the spray is 

dilute except in the nozzle region. 
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7.3 Computational results and discussions 

(a) (b) (c) 
Fig. 7.2 Contours of instantaneous axial velocity (left), mean axial velocity 

(middle) and axial turbulent intensity (right) (units in m/s). 
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To compare to with experimental results, the predictions are averaged during the 

running of the simulations by sampling every ten time steps after the solution 

reaches a statistically steady condition. The averaged values start to be calculated 
from the 100`h sample and the turbulent variances are computed from the 200`n 

sample. These values are calculated every sampling time step and monitored at a 
fixed time interval. As the sample number increases, the so computed values 

resemble closely the final results. The predictions are also space averaged in the 

azimuthal direction for comparison with the experimental results. 

7.3.1 Single phase flow 

Fig. 7.2 presents the predicted contours of instantaneous axial velocity, mean axial 

velocity and axial turbulent intensity. The predicted instantaneous flow field is 

highly turbulent. Two recirculation zones are clearly visible in Fig. 7.2 (b) 

indicated by blue regions. One small recirculation zone is located inside the 

annulus, and another large recirculation zone is located close to the wall. 
Although the large recirculation zone is rather weak, it extends to almost z=50 

cm. The annular jet tends to bend towards the axis after leaving the annulus and 

then joins together at around z=10 cm. Further downstream, the flow starts to 

spread towards the wall due to the momentum exchange with the core region. The 

outside region, and the axial velocity also decays accordingly. When the jet leaves 

the annulus, the two circular boundary layers induce two high turbulent intensity 

regions along the two layers. The generation of turbulence in the shear layers is 

the dominant mechanism for the turbulence production in the present simulation. 

188 



Chapter 7 LES of a Coaxial Gas Turbine Model Combustor 

Mean - Experimental (z=2.5 cm) 
o RMS - Experimental 

M C LE S 30 ean - oarse --- 
,ý -- RMS -Coarse LE S 
l Mean - Fine LE S 
E 20 -- RMS - Fine LE S 

V 

d 10 J& \ 
4 

ä0 
F 77, 

-1 0 -5 05 

A Mean - ENperimental (z=5 cm) 
o RMS - E, erimental 

30 ---" Mean -Coarse LE S 

r, -- RMS -CoarseLES V Mean - Fine LE S 
E 20 -- RMS -FineLES 

V e 

e ewe 

Q0 

-10 -5 05 
R (cm) 

° Mean - Experimental (z=10 on) 
RMS - ENperimental 

30 --- Mean - Coarse LES 
RMS -Coarse LE S 
Mean - Fine LE S 

E 20 - RMS -FineLES 
2p e°e eee 

-i 10 

0 

10 

10 

-10 -5 05 10 
R (cm) 

Fig. 7.3 Comparison of the predicted axial mean velocity and the axial turbulent 
intensity with experiment. (To be continued) 

189 



Chapter 7 LES of a Coaxial Gas Turbine Model Combustor 

° Mean - Egerimental (z=20 cm) 
o RMS - Egerimental 

30 ---. Mean -Coarse LE S 
,ý -- RMS -Coarse LE S 

Mean - Fine LE S 
E 20 -- RMS -FineLES 

O 
d 10 

- X0 *--CC 
oecsoýae° e''ýA°aO 

-10 -5 05 10 
R (cm) 

° Mean - E, perimen al (z=30 cm) 
o RMS - Experimental 

30 ---" Mean -Coarse LE S 
,ý -- RMS -Coarse LE S 

Mean - Fine LE S 
E 20 -- RMS -FineLES 

U 
0 
i 10 

.A 
ci0bA0^Pi140QQA09W0 

Q0 OýM1 

-10 -5 05 10 
R (cm) 

° Mean - Experimental (z=40 cm) 
o RMS - Experimental 

30 --- Mean - Coarse LE S 
,ý -- RMS -CoarseLES 
Ma Mean - Fine LE S 
E 

20 - RMS -FineLES 

U 
0 
e10 

.ý 
Od O 

0 

-10 -5 05 10 
R (cm) 

Fig. 7.3 (continued) Comparison of the predicted axial mean velocity and the axial 
turbulent intensity with experiment. 

The predicted axial mean velocity and axial turbulent intensity at various 
downstream locations are compared with the experimental data in the Fig. 7.3. To 

test the grid sensitivity of the results, the results of both coarse and fine grid 
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resolutions are plotted. The predicted results are in excellent agreement with the 

experiment data for both two grid resolution, except that there is a slight 

discrepancy at z=5 cross section. The predicted central recirculation zone is more 

slowly recovered than the experiment. This has improved when fine resolution 

grid is used. The effect of grid resolution is found to be less profound for the 

turbulent intensity than for the mean velocity. The results of the fine resolution are 

quite close to the experimental data indicating that this resolution is sufficient for 

the test case considered here. This proves that the current simulation is reliable 

and convergent with the grid resolution. Prior to z=20 cm, the axial turbulent 

intensity is slightly over-predicted. This may be due to the approximation of the 

circular geometry with Cartesian cells. 
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7.3.2 Evaporating two phase flow 
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Fig. 7.4 Contours of the mean axial gas velocity for the single phase case (left) 
and the two-phase case (right) 

The predicted contour of the mean axial gas velocity is shown in Fig. 7.4. For 

comparison the predicted contour of the single phase case is also shown in the 

same figure. The spray phase influences the gas phase flow field through the 

exchange of momentum between the two phases. There still exist two 

recirculation zones in the gas flow field, but the intensity of the central 

recirculation zone has become smaller due to the counteraction of the spray. There 

even appears to be a positive axial velocity region induced by the spray injection 

inside the recirculation zone. The on-axis join point (marked by black cross) of 

the coaxial jet for the two phase case moves further downstream by the deflection 

of the spray. The join point, as shown in Fig. 7.4, is defined by the point on the 

axis with the maximum axial velocity. 
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A snapshot of the iso-surface of pressure fluctuation is displayed in Fig. 7.1. The 

predicted flow field is quite turbulent. Some coherent vortical structures can be 

clearly seen. Just downstream the annulus, there are some "ring-like" vortex 

generated as a result of shear layer instability of the Kelvin-helmholtz type as in a 

round jet. Further downstream, "worm-like" streamwise vortical structure 

appears. Evidence of the streamwise vortex can also be found in Fig. 7.5 by the 

instantaneous velocity vector at various downstream cross-sections. The existence 

(b) z=30 cm 
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of the streamwise vortex can greatly enhance the mixing process of fuel vapour 

and the distribution of spray droplets by rolling up the fluid. 

(c) z=40 cm (b) z=50 cm 
Fig. 7.5 Instantaneous velocity vectors on the various downstream cross-sections. 
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The predicted distributions of spray droplets on the plane through the axis and on 

the six different cross-sections are shown in Fig. 7.1 and Fig. 7.6, respectively. At 

the beginning, the spray droplets concentrate around the centreline. Some small 

size droplets are trapped inside the central recirculation zone. These small droplets 

have small inertia and easily follow the gas flow. Some of the large droplets with 

more inertia can penetrate through the coaxial flow and move further outside. 

Moving further downstream, the droplets tend to spread towards the wall by the 

spreading gas flow. Due to evaporation, the droplet sizes are getting smaller. 

Fig. 7.6 Distribution of spray droplets on six various cross sections. 

The comparison of the predicted mean axial droplet velocity and its velocity 

fluctuations with the experimental data is shown in Fig. 7.7. Six cross-sections are 

considered. The droplet velocity is computed by mass ensemble averaging of all 

the particles residing in a control volume cell. There is a second peak at z=2.5 cm 

due to the lack of particle samples in the second peak position. The predicted 

profiles of the velocity fluctuations are in good agreement with the data. However, 

there are discrepancies of the predicted profiles of mean velocity at some cross- 

sections. The predicted mean profiles show a good agreement at the cross-sections 
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of z=2.5 cm and z=40 cm. But the mean axial velocity is under-predicted close to 

the centreline at z=5 cm and over-predicted at the other cross-sections. The under- 

prediction could probably be attributed to the under-estimate of the restoration 

velocity in the centreline as the single phase flow. As the experimental data is not 

available for the gas phase, the over-predictions are not so sure. Two possible 

reasons may be accounted for it. One is that the gas flow is possibly over- 

predicted, hence the over-predictions of the droplet velocity. However, the single 

phase flow of the combustor was accurately simulated in the last section. This 

may lead to the existence of another reason, i. e. the slip velocity between the two 

phases is perhaps under-estimated. The predicted droplet velocity behaves easily 

to follow the gas flow as will be shown in the next paragraph. At the cross-section 

of z=40 cm, the droplets are small due to the evaporation, and they easily follow 

the gas flow because of the small inertia. The predicted profile agrees well again 

with the experiment at this location. 

The comparison of the mean axial velocity and its velocity fluctuation between 

the two phases are examined in Fig. 7.8. Since droplet sizes are small around the 

centreline caused by the hollow spray, the axial velocity of the small droplets 

closely follows the gas flow due to their small inertia. Away from the centreline 

prior to z=20 cm, the droplet velocity is lower than the gas phase velocity, so 

there is an acceleration of the droplet velocity. At z=10 cm, since large droplets 

penetrate though the coaxial flow, there exists a region in which the droplet 

velocity is greater than that of the gas phase. Downstream at z=20 cm, the 

predicted droplets follow well with the gas phase and there is little difference 

between the two phase velocities. 
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Fig. 7.7 Comparison of the predicted mean axial droplet velocity and its velocity 
fluctuation with the experimental data. (To be continued) 
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Fig. 7.7 (continued) Comparison of the predicted mean axial droplet velocity and 
its velocity fluctuation with the experimental data 
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Fig. 7.8 Comparison of the predicted mean axial droplet velocity and its velocity 
fluctuations with the counterparts of gas phase. (To be continued) 
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Fig. 7.8 (continued) Comparison of the predicted mean axial droplet velocity and 
its velocity fluctuations with the counterparts of gas phase 

Fig. 7.9 shows the comparison of the predicted mean radial droplet velocity with 

the data. The predicted sparks at large radius position are caused by the lack of 

particle samples. The predicted mean radial velocity agrees reasonably well with 
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the experimental data. Within the spray cone, the largest radial velocities are 
found indicating the outward radial spread of the spray. Prior to z=10 cm, the 

maximum radial velocity continuously decreases and downstream of z=10 cm the 

radial spread increases again slightly. This trend implies that initially air from the 

annular jet is entrained into the spray causing a reduction in the radial spread. 
Moving further downstream, the flow continuously expands due to the reduced 
dimensions of the recirculation region in the edge of the pipe expansion. 

The comparison of the predicted Sauter Mean Diameter (SMD) with the data is 

displayed in Fig. 7.10. The predicted sparks at large radius position are also 

caused by the lack of particle samples. The comparison of the predicted SMD 

with the experimental data is rather well except a little under-prediction after z=30 

cm. A simulation with an assumption that the injected droplet size follows Z'- 

distribution was performed. Less satisfactory results were obtained due to more 
large droplets produced by the distribution. The predicted profiles of SMD show 

the typical result expected from a hollow-cone atomizer where smaller droplets 

are found in the core region and larger droplets near the edge of the spray. At the 

position of z=5 cm, an increase in the predicted SMD is observed near the edge of 

the spray. This is due to the quick evaporation of the small droplets. With 

increasing distance from the inlet, the droplet mean diameter becomes more and 

more uniform over the pipe cross-sections due to evaporation, turbulent dispersion 

and entrainment from the outer region of the spray. Downstream of z=30 cm, the 

SMD is almost constant in the cross-section and slowly decreases with 
downstream distance as a result of evaporation. The largest changes of the SMD 

are observed at the edge of the spray where the highest evaporation rates are 

expected due to the high relative velocity between the two phases. 

200 



Chapter 7 LES of a Coaxial Gas Turbine Model Combustor 

wo 0 
4 Experimental 

jý LES Mean (z=2.5 cm) 
ttid 3° 
O 

ýº 2 
0 

E0 °° °a° 
0 3 

-20 24 fi 8 10 

.5 
E4 
a 
U3 
0 
ý2 
c1 

E0 

-1 

R(Cm) 

Experimental 
LES Mean (z=5.0 cm) 

0 

a 

a 

a 
0 

a 

a 
0 

°C -`o 
«, e - 
V 

0 

kV W E 

2468 10 
R (Cm) 

Experimental 
LES Mean (F10.0 cm) 

0 
0 

0 

0 13 12 

-, 0 2468 10 
R(Cm) 

Fig. 7.9 Comparison of the predicted mean radial droplet velocity with the 
experimental data. (To be continued) 
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Fig. 7.9 (continued) Comparison of the predicted mean radial droplet velocity 
with the experimental data 
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Fig. 7.10 Comparison of the predicted Sauter Mean Diameter (SMD) with the 
experimental data. (To be continued) 
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Fig. 7.10 (continued) Comparison of the predicted Sauter Mean Diameter (SMD) 
with the experimental data 

Fig. 7.11 shows the comparison of the predicted axial droplet mass flux with the 

experimental data. The axial droplet mass flux is computed by the product of the 

mean axial velocity and the droplet cell volume density, while the latter is defined 
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by the mass of droplets residing in a cell divided by the cell volume. The 

predicted axial droplet mass flux agrees very well with the data, except an under- 

prediction observed near the centreline at z=5 cm which is probably due to the 

under-prediction of the axial velocity of the gas phase. The predicted profiles of 

the droplet mass flux show the two peaks associated with the hollow-cone 

spreading spray prior to z=5 cm. Due to the central recirculation zone, a negative 

predicted droplet mass flux is observed near the centreline at z=2.5 cm. Further 

downstream the spreading of the spray is hindered due to the entrainment of the 

annular air jet and the maximum of the droplet mass flux moves towards the 

centreline. Downstream of z=5 cm, the droplet mass flux is continuously 
decreasing. Most of the liquid has evaporated at z=40 cm. 
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Fig. 7.11 Comparison of the predicted axial droplet mass flux with the 
experimental data. (To be continued) 
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Fig. 7.11 (continued) Comparison of the predicted axial droplet mass flux with the 
experimental data. 
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7.4 Summary 

Large eddy simulations of single phase flow and evaporating two phase flow in a 

coaxial gas turbine model combustor have been carried out under conditions 

corresponding to the experiments of Sommerfeld and Qiu [113]. Two grid 

resolutions are used for the single phase flow to test the grid sensitivity of the 

predicted results. A hollow-cone pressure atomizer is employed and isopropyl- 

alcohol is used as a spray liquid. Two-way coupling is applied between the gas 

and spray phases, and the SGS velocity is also considered. One million particles 

are traced in the simulation to represent the dynamic disperse phase. 

Good agreements with the data have been achieved for both the single phase and 

evaporating two phase flows. Grid independence is tested achieved for the single 

phase flow. The predictions have captured the "Ring-like" vortices just 

downstream the annulus and "worm-like" streamwise vortical structure further 

downstream. The axial droplet mass flux and SMD are also well predicted. In 

general, this study demonstrates the accuracy and reliability of KIVA-LES and its 

capability to handle evaporating two phase flows in coaxial gas turbine 

combustors. 
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Chapter 8 

Conclusions and 
Future Work 

Recommendations for 

8.1 Conclusions 
The time accuracy of the KIVA-3V code has been made fully second order by 

implementing a combination of a semi-implicit Crank-Nicolson method in Phase 

B and a two stage MacCormack method in Phase C. Spatial accuracy has also 
been improved by using central differencing for momentum equations and QSOU 

for the species density and energy question to stabilize the numerical solution. 

The adoption of the One-equation SGS model makes relative coarse mesh 

possible in a LES and also makes it possible to include the effect of SGS velocity 

on the dispersed phase. 

Validations show that the current numerical methods have sufficient accuracy to 

simulate complex turbulent flows such as plane impinging jets. The dissipative 

error of the numerical methods was found to be minor, and the effect of the SGS 

model was evidently not masked out by the numerical errors. The SGS model 

successfully models the small scales and plays a significant role in stabilizing the 

numerical solutions. The results with explicit SGS model are much closer to the 

experimental data than the implicit SGS model (MILES approach). 

KIVA-LES is superior to the original RANS based KIVA-3V code not only in 

providing more accurate turbulent statistic results, but also in providing more 
insight into the dynamics of turbulent flow. Most turbulent flows are dominated 

by large scale, coherent vortices which are responsible for turbulent mixing and 

major flow properties. High quality numerical simulations can not be achieved if 

these vortices are not resolved. However, these eddy structures are smeared out in 

a RANS simulation by adoption of a large numerical viscosity. In the present 
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study, large scale vortices have been successfully captured. The reproduction of 

spanwise rollers, successive ribs, cross ribs and wall ribs of the forced plane 
impinging jet have been achieved, which were only reported in experiments and 
to our best knowledge never wholly reported in numerical simulations. The 

"branch-like" fuel spray shape caused by large scale vortices has also been 

reproduced in the current LES. Furthermore, the predicted "ring-like" and "worm- 

like" vortices play an important role in turbulent mixing of the coaxial gas turbine 

combustor. 

Grid-convergent results of a fuel spray jet can not be achieved by KIVA-3V. By 

combining the new collision model with the LES solver, the predictions are much 
less dependent on the grid resolutions and a trend of grid-convergence has been 

achieved. Moreover, the predicted spray shapes do not show any artifacts in a 
Cartesian mesh. The dense and dilute spray regions are also distinguished by the 

current LES with the new model. 

Finally, large eddy simulation of single phase flow and evaporating two phase 
flows in a coaxial gas turbine model combustor has been conducted. The 

predictions have achieved reasonably good agreement with the experimental data, 

demonstrating that KIVA-LES with the newly developed collision model can 
deliver reasonably accurate predictions for evaporating two phase flows in coaxial 

gas turbine combustors. 
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8.2 Recommendations for future work 
The following recommendations can be considered for future work: 

> Parallelization of KIVA-LES code. It takes about 360 CPU hours to finish a 
LES of the model combustor with 1 million grid points and 1 million 

particles. Several millions grid points are required for a realistic modern gas 

turbine combustor. To make it feasible for KIVA-LES code to handle a 

realistic combustor, the code needs to be parallelized. 
> Implementation of a dynamic one-equation SGS model. In the current LES 

code, only one SGS model, i. e. the one-equation model was implemented. 

There arc two constants in the SGS model. To prevent the dependence on the 

two constants, it will be desirable to implement a dynamic one-equation 

model. 
Implementation of a high order less dissipative scalar advection scheme. In 

the current LES code, the QSOU scheme is retained for the scalar advection, 

which is quasi-second order. To reduce the dissipative error of the scheme, a 

high order less dissipative scalar advection scheme should be considered. 
> Implementation of SGS combustion models. The current study focus on fuel 

vapor formation and mixing, no combustion is included. To reach the final 

goal of the study to simulate combustion in a realistic gas turbine combustor, 
SGS combustion models should be included. 
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