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Abstract

An increase of violence in public spaces has prompted the introduc-
tion of more sophisticated technology to improve the safety and se-
curity of very crowded environments. Research disciplines such as
civil engineering and sociology, have studied the crowd phenomenon
for years, employing human visual observation to estimate the char-
acteristics of a crowd. Computer vision researchers have increasingly
been involved in the study and development of research methods for
the automatic analysis of the crowd phenomenon. Until recently, most
existing methods in computer vision have been focussed on extracting
a limited number of features in controlled environments, with limited
clutter and numbers of people. The main goal of this thesis is to ad-
vance the state of the art in computer vision methods for use in very
crowded and cluttered environments. One of the aims is to devise a
method that in the near future would be of help in other disciplines
such as socio-dynamics and computer animation, where models of
crowded scenes are built manually on painstaking visual observation.

A series of novel methods is presented here that can learn crowd dy-
namics automatically by extracting different crowd information from
real world crowded scenes and modelling crowd dynamics using com-
puter vision. The developed methods include an individual behaviour
classifier, a scene cluttering level estimator, two people counting schemes
based on colour modelling and tracking, two algorithm for measuring
crowd motion by matching local descriptors, and two dynamics mod-
elling methods - one based on statistical techniques and the other
one based on a neural network. The proposed information extract-
ing methods are able to gather both macro information, which rep-
resents the properties of the whole crowd, and micro information,
which is difterent from individual (location) to individual (location).
The statistically-based dynamics modelling models the scene implic-
itly. Furthermore, a method for discovering the main path of the
crowded scene 1s developed based on it. Self-Organizing Map (SOM)
1S chosen in the neural network approach of modelling dynamics; the
resulting SOMs are proven to be able to capture the main dynamics

of the crowded scene.
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Chapter 1
Introduction

The overall objective of this work is to develop computer vision methods that are
able to learn the dynamics of real world crowded scenes. ”Dynamics”’ refers to
the directions, velocity and diversions of people, and all the related information
of the crowd in the scene. This chapter includes a concise introduction to the
background of the problem, a discussion of the motivation for the work, the
challenges which need to be overcome and a summary of the contributions to the

state of the art. The structure of the thesis is presented at the end of this chapter.

1.1 Background

Crowd analysis work can be traced back to the 19%" century when the work was
mainly from a psychology perspective (93) (85). During the last half of the 20th
century, interpretations of crowd dynamics, including using computational de-
scriptions of the crowd, were proposed by civil engineers and sociologists (58)(57).
Human observations play a very important role in the above work: all the crowd
features used in the analysing work are extracted manually, which is not efficient
at all.

T'he explosion of the global population, along with the world’s urbanisation
from the late 20" century, have had an impact on the frequent occurrence of the
crowd phenomenon. Consequently, there is an increasing concern about people’s

quality of lite. Crowd vision scientists have begun to seek a way of automatically



1.1 Background

learning crowd dynamics; however, until now most of the work has been working
with a group of people (around 10 people) rather than working with real crowd
scenes.

I'he definition of a crowd is introduced here as: ”a temporary collection of a
large number of individuals who come together in a common place for a common
purpose” (125). This definition gives three elements of the crowd: "large num-
ber of individuals”, ”common place” and ”common purpose”. In addition, this
definition suggests that people in crowds are purposive, and their dynamics can
be modelled.

It 18 a common experience that in a crowded situation an individual has to
conslder space limitation, interactions with others and sometimes the information
passed on by the crowd - all of which would not be of any consequence if they
were walking alone. A crowd also increases the risks in public safety and security,
especially when very dense.

G. Keith Still, the founder of Crowd Dynamics Ltd, proposes the relationship
between crowd speed and density as a major factor of crowd dynamics in his
PhD thesis(128). The area of the relationship between crowd speed and density
s from the work of John J. Fruin(45). Fruin defined the level of service concept
where the density and speed relationship are stated as guidelines for comfort and
satety. A brief summary of the level of service for a walkway can be found as

follows:

¢ When the crowd density equals the plan area of a human body, individual

control is lost, as a person becomes an ”involuntary” part of the mass:

e With an occupancy of about 7 people per square metre, a crowd becomes

almost a fluid mass:

e Shock waves can be propagated through the mass, sufficient to lift people

off their feet and propel them a distance of 3 metres or more.

According to the level of service, crowd dynamics is highly related to the
density of the crowd. In this work, crowd video data is considered to have gravity
In terms of the number of people included in the camera view. Particularly, videos

with group scenes are defined as those recorded in the medium field of view, where
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(a) A frame from a group scene (b) A frame from an extremely crowded scene

Figure 1.1: Example frames from videos with group and extremely crowded scenes.

for every individual, most of his or her body parts can be isolated from all the
others in the scene. Videos with crowd scenes are defined as recorded in the far
field of view, where only some of the body parts (typically the head and shoulders)
of each individual can be seen. Figure 1.1 illustrates two frames from group and

extremely crowded scenes’.

1.2 Motivation and Challenges

The records on Legion’s website (87) show that every year from 1990, there have
been hundreds of people hurt or killed in crowd disasters. It is also concluded
on the website that the failures in both the design and management and crowd
"mis” behaviour can be the primary cause of accidents and incidents. Nowa-
days, crowd safety is becoming a major public safety issue, meaning that better
designs/management strategies and methods to avoid or prevent crowd ”mis”
behaviours are highly desired. Computer vision methods can provide an auto-
matic way to determine crowd dynamics and an instantaneous way of validating
and adjusting the captured dynamics. Furthermore, a visual surveillance system
with knowledge of "normal” behaviour of crowd is able to detect crowd " mis” be-

haviour and improve the crowd’s satety. The increasing requirement of efficient

1Th_e video data with the extremely crowded scene used in this thesis is kindly provided by
Legion Ltd.
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ways to 1improve crowd safety and security is one of the major reasons why the
work of this thesis is being carried out.

In addition, understanding crowd behaviour is a very important component
tor computer vision systems to understand the real world. With the information,
models and crowd behaviours, a computer vision system will be able to provide
a way of improving daily experiences for humans. Moreover, the study of crowd
dynamics in the real world can be used in crowd simulations in computer graphics
and virtual environments.

In summary, an automatic framework of crowd dynamics analysis by computer
vision methods is extremely useful for different kinds of applications, from visual
surveillance and crowd management through to computer graphics.

However, the analysis of crowd dynamics is a challenging topic in the field
of computer vision research, not only because of the complicated nature of the
problem but also because video data with real world crowded scenes are hard to
find in the public domain. As a result, until recently the existing literature in
computer vision was still rare and crowd analysis work in computer vision was

still at an initial stage. Challenges mainly come from following different aspects:

Crowd analysis itself is a challenging problem. For different types of video data,
the desirable information is different. For video data with group scenes,
individual activities are of the same importance for collective activities.
Meanwhile, for video data with extreme crowded scenes, individual activi-
ties are much less important, or even not important at all, when compared to
collective activities. The problem is how to identify different requirements

for the different types of video data and how to fulfil these requirements.

lechnically, there is a lack of motion extraction techniques. Traditional mo-
tion detection techniques such as background removal and optical flow do
not work well in medium and extremely crowded situations. In crowded
scenes with an increasing number of foreground objects, the visibility of the
background is decreases. Further, serious occlusions and the high density
of the foreground objects make techniques such as optical flow and feature

matching less efhicient.

T'he challenge also comes from the gap between computer vision crowd research
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and traditional crowd research. Most of the existing scene interpretation
and behaviour analysis methods developed in computer vision techniques
focus on individual behaviour. Crowd behaviour is very different from indi-
vidual behaviour. Crowd dynamics has very distinctive properties and the
literature from the computer vision of individual behaviour analysis can
hardly be applied to it. On the other hand, existing crowd models from
traditional research are being developed in an entirely different procedure,
and 1t 1s not possible to apply the models directly to the computer vision

approach.

In a word, the challenges arise from the nature of the crowd analysis problem, trom
the lack of previous work and from how different crowd research methodologies

(traditional research and computer vision research) can be bridged.

1.3 Contributions to the State of the Art

The main contributions this work brings are methods that can determine the
dynamics from crowded scenes. The methods are developed for retrieving infor-
mation and interpretations of crowd behaviour from video data captured in the
real world. As discussed, the videos used in this work are roughly divided into
two types: the medium field of view for a group situation and the far field of view
for extreme crowded situations. Algorithms are designed to work with the two
types of the situations and extract different kinds of information. The extracted
information and the dynamics model can be used in many applications such as
visual surveillance and ambient intelligence. By providing an online analysis ot
the dynamics of the crowd video, the methods can be used to avoid crowd emer-
gencies in public events, to automatically monitor a crowded scene, or in assisting
intelligent systems to help the crowd. Furthermore, the built model of a scene
can be used in offline analysis for improving crowd management in the scene. In

summary, the contributions of this PhD work are:

A comprehensive review of related crowd analysis work from difter-
ent research fields. Traditional crowd analysis, working in disciplines

such as civil engineering or psychology, are based on human observations.
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T'he analysis work is focussed on investigating the rules of how different
crowd features influence each other. In the area of computer vision, crowd
analysis 1s a fairly new topic; most existing work is based on the previous
work of tracking individuals. In this thesis, most of the existing work is dis-
cussed and a framework of crowd analysis, in which the existing literature is
functionally positioned, has been proposed. This is the first review work on
crowd analysis from the computer vision perspective covering the different
research areas. The review work gives a clear view of the relationship ot

the research trom different fields.

Methods for retrieving macro information from crowded scenes. In
this thesis, macro information reters to the information that represents the
collective information of a crowded scene. In this PhD, the retrieved macro
information includes a scene cluttering level and the main path of a crowded
scene. Entropy is employed to estimate the level of cluttering in the scene
where the cluttering depends on the distribution of the people within the
scene. The main path of a crowded scene is retrieved by combining fore-
ground coverage and motion frequency information. Macro information
refers to the properties of a crowded scene when the crowded scene is re-
garded as a single research object. The chaotic level represents the current
the status of the crowded scene while the main path preserves the dynamics

of a crowded scene over time.

Methods for retrieving micro information from crowded scenes. In
contrast to macro information, micro information refers to the information
that describes the individual /local information of a crowded scene. Instead
of regarding a crowded scene as a single research object, information is pro-
cessed and gathered separately to represent the different dynamics ot differ-
ent individuals and locations trom the scene. In this PhD work, methods tor
retrieving micro information include an individual behaviour classifier for a
group scene and two motion estimation algorithms for extremely crowded
scenes. The individual behaviour classifier is able to estimate the degree of
people’s interest in the group scene by analysing the individual’s trajectory.

The classification of individual behaviour can help the computer vision sys-
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tem to analyse the group scene. For extremely crowded scenes where most
tracking methods are not valid, two novel motion estimation methods em-
ploying local descriptors and refined constraints are proposed. The motion
estimation methods are able to work with videos of a crowded scene. These
methods are able to work with the sort of low frame rate videos that most
existing methods fail to work with. Moreover, the performance comparison

of the two motion estimations is also presented.

Methods for individual detection and counting people in a group
scene. The number of people in the scene is a significant feature as the
level of service can be inferred by the feature. In order to count people.
individuals must be detected and separated from each other. As a result,
the retrieved information includes both micro information (the locations
of individuals) and macro information (the total number of individuals in
the scene). In this thesis, besides the brief introduction of a simple and
eflicient counting method, a more accurate method is proposed, discussed
and tested. The distinguishing advantage of the latter method is that it has
only one assumption of the spatial distribution of the people in the scene,
while it can work with a single static camera without any knowledge of the
camera calibration, nor any other information. The proposed methods al-
low the computer vision system to be able to automatically determine and

learn the total number in the scene.

Methods for crowd modelling. Crowd modelling captures and represents
the recurrent dynamics of the crowded scene. In this thesis, a statistical
approach for group modelling and a neural network approach for general
crowd modelling are proposed. In the statistical approach, Probability Den-
sity Functions (PDF's) are used for modelling the foreground objects and the
motions of the foreground objects over time. Self Organizing Map (SOM)-
based modelling methods are able to capture the main dynamics of the
crowded scene and represent it in a grid format. The models can be used to
classify different crowd scenes. Furthermore, the built models can produce

a better image of the dynamics in a particular scene.



1.4 Synopsis of Chapter 2 - 6

The new methods proposed in this thesis are to retrieve and model crowd
dynamics. The retrieved macro information includes the level of cluttering and
the main path of the scene. The retrieved micro information includes the clas-
sifications of the individual behaviours and motions. In addition, methods are

proposed for individual detection, counting people, and for the modelling of crowd

dynamics.

1.4 Synopsis of Chapter 2 - 6

In chapter 2, a literature review covering all crowd related research is presented,
although the focus is on computer vision methodologies. An overview of crowd
research trom all related disciplines is given, followed by a detailed review of the
methodologies that can be adopted into computer vision-based crowd analysis.
T'he review includes both computer vision and traditional methodologies.

Chapter 3 presents the methods developed for extracting and analysing the
dynamics for a group of people. In this chapter, research is mainly carried out
for an experimental environment with complex human activities. The behaviour
classifier, scene chaotic estimator and the two people counting algorithms are
included in this chapter.

Chapter 4 proposes the methods developed for measuring crowd dynamics.
T'his chapter presents the two methods for retrieving motion from crowd scenes.
T'he details of the methods, including the backgrounds of the local descriptors
and the refined matching constraints, are introduced in the chapter. Moreover, a
performance comparison of the two methods is also presented.

Chapter 5 discusses the methods developed for modelling group and crowd dy-
namics. The statistical approach using two Probability Density Functions (PDF)
to model the group dynamics, and discovering the main path of the crowded
scene, 18 based on the PDF models. The neuron network approach using Self-
Organizing Maps to capture and model the major crowd dynamics is presented
in this chapter.

Chapter 6 draws from the previous chapters to reach a conclusion and to
summarise the major achievements of the work. It also discusses potential im-

provements to the work and, finally, future research.



Chapter 2

Literature Review

In 1999, the world population reached 6 billion - doubling the previous census
estimate of 1960. Recently, the United States Census Bureau issued a revised
torecast for the world population, showing a projected growth to 9.4 billion by
2050 (137). Different research disciplines have studied the crowd phenomenon and
its dynamics from a social, psychological and computational standpoint, respec-
tively. This chapter presents a survey on the crowd analysis methods employed
In computer vision research and discusses perspectives from other research disci-
plines and how they can contribute to the computer vision approach. The aim of

this chapter is to provide a comprehensive overview of the problems within the
field before going on to the details of the PhD work.

2.1 Introduction

Steady population growth, along with worldwide urbanisation, has made the
crowd phenomenon more frequent. It is not surprising, therefore, that crowd
analysis has received attention from technical and social research disciplines. The

crowd phenomenon is of great interest in a large number of applications:

Crowd Management: Crowd analysis can be used for developing crowd man-
agement strategies, especially for increasingly more frequent and popular
events such as sports matches, large concerts, public demonstrations and so

on, to avoid crowd related disasters and ensure public safety.
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Figure 2.1: A framework for Crowd analysis.

Public Space Design: Crowd analysis can provide guidelines for the design of
public spaces, e.g. to make the layout of shopping malls more convenient

to customers or to optimise the space usage of an office.

Virtual Environments: Mathematical models of crowds can be employed in
virtual environments to enhance the simulation of crowd phenomena and

to enrich the human life experiences.

Visual Surveillance: Crowd analysis can be used for the automatic detection
of anomalies and alarms. Furthermore, the ability to track individuals in a

crowd could help the police to catch suspects.

Intelligent Environments: In some intelligent environments that involve large
groups of people, crowd analysis is a prerequisite for assisting the crowd or
an individual in the crowd. For example, in a museum, deciding how to

divert the crowd is based on the patterns of the crowd.

Crowd management and public space design have been studied by sociologists,
psychologists and civil engineers, virtual environments by computer graphic re-
searchers, and visual surveillance and intelligent environments by computer vi-

sion researchers. The approach favoured by psychology, sociology, civil engineer

10
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and computer graphic research is an approach based on human observation and
analysis. Sociologists, for instance, study the characters of a crowd as a social
phenomenon, exploring human factors. For example, the computational model,
developed by Seed Projects at Stanford University (136), incorporated human
behaviour in environments with emergency exits. The Crowd - MAGS Project,
which is funded by GEOIDE and the Canadian Network of Centers of Excellence
in Geomatics, aims to develop micro-simulations of crowd behaviours and the
impact of police or military groups (35). The Police Academy of the Netherlands
and the School of Psychology of the University of Liverpool are cooperating on
a project tunded by the UK Home Office: ” A European study of the interaction
between police and crowds of foreign nationals considered to pose a risk to public
order” (1).

On the other hand, computational methods such as those employed in com-
puter graphics and vision methods focus on extracting quantitative features and
detecting events in crowds - synthesising the phenomenon with mathematical and
statistical models. For example, early projects funded by the EPSRC in the UK

were concerned with measuring crowd motion and density and, hence, potentially
dangerous situations (38) (139) (146). The EU funded projects PRISMATICA

(109) and ADVISOR (2), completed in 2003, were concerned with the manage-
ment of public transport networks through CCTV cameras. The UK EPSRC
tunded project, BEHAVE, was concerned with pre-screening of video sequences
tor the detection of abnormal or crime-oriented behaviour (19). ISCAPS (70),
started 1in 2005, is a consortium of 10 European ICT companies and academic
organizations that aims to provide automated surveillance of crowded areas. SER-
KET, a recently started EU project, aims to develop methods to prevent terrorism
(67).

Figure 2.1 illustrates the processes involved in crowd analysis. In a crowd
scene, the attributes of importance are crowd density, location, speed, etc. This
Information can be extracted either manually or automatically using computer
vision techniques. Crowd models can then be built based on the extracted infor-
mation. Kvent discovery is achieved using pre-compiled knowledge of the scene or
by using the computational model, although both approaches can be combined.

In both cases, the model is updated with newly extracted information.

11
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Table 2.1: Features in crowd analysis by computer vision methods.

This chapter is organised as follows. Section 2 introduces research in au-
tomatic crowd feature extraction. Section 3 discusses existing work on crowd
modelling and crowd event inference. Sections 4 and 5 provide some examples of

how the two complementary approaches can be bridged.

2.2 Crowd Information Extraction

T'he components of crowd analysis from a computer vision perspective are de-
scribed in Table 2.1. Essentially, the typology and topology of the sensors in-
fluence the scene capture processes. Environmental conditions such as natural
and artificial illumination changes often introduce noise, and the scene typology
affects the type of process one requires to extract the most accurate information
of a dynamics scene.

Visual surveillance methods have been developed to estimate the motion of
objects and people in a scene, in isolation or in groups; a review can be found
in (62). When video is analysed for very crowded scenes, conventional computer
vision methods are not appropriate. In these cases, methods must be designed to
cope with extreme clutter. Features from conventional image processing are still
employed such as colour, shape and texture etc. However, sophisticated methods

have been developed to retrieve crowd information. In the following sections, the

existing state of the art will be reviewed.

12



2.2 Crowd Information Extraction

2.2.1 Density Measurement

An important crowd feature is crowd density, and it is natural to think that
crowds of different densities should receive a different level of attention. Polus
et al. (108) provide a clear idea of the problem of the level of services for a
pedestrian flow, defined as: free flow, restricted flow, dense flow, and jammed
flow according to a density metric defined as the number of pedestrians per unit
area. 'T'he research reviewed here either estimates the crowd density directly or
counts the number of pedestrians that provide information for density estimation.

Research methods have been proposed for crowd analysis which employ back-
ground removal techniques. In (146), a reference image with only a background is
used to classify image pixels as belonging to either pedestrians or the background.
A functional relationship between the number of pedestrian-classified pixels and
the number of people is then established manually for the measurement of crowd
density. Another example is proposed by Ma et al. (92) using background re-
moval. A mathematical relation for the geometric correction of the ground plane
1s derived. The authors prove that this can be directly applied to all foreground
pixels. A linear relation between the number of pixels and people is derived by
applying the geometric correction. These works have a typical assumption that
the number of foreground pixels is proportional to the number of people, which is
only true when there are not serious occlusions between people. (40) makes use
of examples to directly map the global shape feature to configurations of humans.
T'his training-based algorithm is quite a novel approach, but the problem of how
to decide the size of the training dataset remains unclear.

Image processing and pattern recognition techniques are also used for the
analysis of the scene to estimate crowd density. Marana et al. (96) assume that
images of low-density crowds tend to present a coarse texture, while images of
dense crowds tend to present fine textures. Self-organising neural maps (97),
combined with Minkowski fractal dimensions (95), are employed to deduce the
crowd density from the texture of the image. The work by Marana is compared
in (111) with another method that uses Chebyshev moments. An optimisation
of performance under different illumination conditions is discussed. Lin et al.

(90) present a system that estimates the crowd size through the recognition of

13



2.2 Crowd Information Extraction

the head contour by using Haar wavelet transform (HWT) and support vector
machines (SVM).

T'he approach of information fusion has also be applied, e.g. Yang et al. (145)
estimate the number of people directly from groups of image sensors. For each
sensor, foreground objects are segmented from the background and the result-
Ing silhouettes are aggregated over the sensor network. A geometric algorithm
1s then introduced to limit the number and possible locations of people using
silhouettes extracted by each sensor. Alternative methods combine several tech-
niques to achieve more accurate and reliable measurements. For example, in
(139), an edge-based technique is integrated with background removal using a
Kalman filter. Marana et al. (94) use different methods, including Fourier and
Fractal analysis and classifiers, to estimate the crowd density level. Kong et al.,
in (82)(83), employ background subtraction and edge detection: the work defines
the extracted edge orientation and blob size histograms as features. The relation-
ship between the feature histograms and the number of pedestrians is determined

from labelled training data. Obviously, more cues may indicate a more accurate

solution.

2.2.2 Recognition

Conventional visual surveillance focuses on object detection and tracking. In
essence, 1mage processing techniques are employed to extract the chromatic and
shape information of the moving objects and the background for detecting and
tracking purposes.

For crowd dynamics modelling, detecting and tracking are also important as
they provide the location and velocity features of the dynamics. Crowded scenes
add a degree of complexity to the conventional detection and tracking problem of
single individuals. In the following sections, the focus will be on methodologies

for crowded situations.

2.2.2.1 Near Field

T'he tface is the most discriminating feature of the human body, and many re-

searchers try to detect pedestrians through face detection. The majority of the

14
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existing research employs supervised learning methods. A few attempts to detect
the faces in complex scenes are introduced in the following text.

Early works such as (132) use a technique where genetic algorithms are em-
ployed for face localisation in a complex scene. The system proceeds with a
tralning phase to generate a simple object mean image using a single object im-
age, and a test phase using arbitrary images.

However, this previous work highly depends on the training set and if the faces
appear at different sizes and orientations, it may require a very large training set
and long processing time. Hence, different techniques have been developed to ad-
dress the problem of multi-view face detection. (89) proposes a pyramid structure
that adopts a coarse-to-fine strategy to handle pose variance. Another approach
by Jones et al. (71) illustrates how different detectors are used for different views
of the face, and a decision tree is trained to determine the viewpoint class. (64)
uses a Width-First search tree structure to improve the performance in both
speed and accuracy. This kind of work is quite likely to be adopted into crowd
analysis, especially from a single camera view, as the problem of human pose and
the perspective are both compensated here.

Methodologies for stereo face detections in crowd have also been developed.
For example, Huang et al. (65) propose a three-steps technique: first extracting
the likelihood evidence of heads from the stereo image by scale-adaptive filtering
and then spurious clues are suppressed from the extracted points according to
the average human height. Finally, the human heads are located by applying a
mean-shift algorithm to the likelihood map.

2.2.2.2 Medium to Far Field

Pedestrian detection and tracking is a well studied problem in computer vision.
Many methods have been proposed such as using the atore mentioned background
removal technique, or by combining the chromatic and shape information of the
tracked pedestrians. The following sections discuss the methods that attempt to

provide a solution for pedestrian detection in crowded scenes.

¢ Occlusion handling. Occlusion caused by the high clutter of pedestrians

in a crowd scene is the major challenge for the crowd detection problem.

19
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Some research addresses the problem by using human body parts. Wu et
al. (142) propose a method to detect multiple, partially occluded humans
In a single image. Edgelet features are introduced in their work. Part de-
tectors, based on edgelet features, are learned by a boosting method. The
responses of part detectors are combined to form a joint likelihood model
that includes cases of multiple, possibly inter-occluded humans. The hu-
man detection problem is then formulated as one of a maximum a posteriori
(MAP) estimation. The models of the group of people in (42) are initialised
based on segmenting the body into regions by modelling their appearance
and spatial distribution. A framework uses the maximum likelihood estima-
tion to estimate the best arrangement of people in terms of a 2D translation
that yields segmentation for the foreground region. Occlusion reasoning is

then conducted to recover relative depth information.

Leibe et al. (88) present a different algorithm that integrates evidence in
multiple iterations and from different sources. The local cue is based on
a scale-invariant extension of an Implicit Shape Model (ISM), and global
consistency is enforced by adding the information from global shape cues.
Local and global cues are combined via a probabilistic top-down segmenta-

tion to detect the pedestrian.

Moving Views. Special solutions are required for moving platforms for

some of the applications, e.g. for an onboard vision system to assist a driver.

Some of the implementations make assumptions of a human’s appearance.
In Broggi et al.’s work (26), a coarse detection of pedestrians is computed
through the processing ot a single image based on the assumption of the
symmetry, size and ratio shape of a human body. Heisele et al. (52) apply
spatio-temporal methodologies by recognising walking a pedestrian based
on the characteristic motion of the legs of the pedestrian walking parallel to
the image plane. Each image is segmented into region-like image parts by
clustering pixels in a combined colour/position feature space. A classifier is
then used to extract the clusters, which are most likely to be the pedestrian’s

legs.

In contrast to the above, Shashua et al. (119) describe a functional and
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architectural breakdown of the pedestrian detection system. Single clas-
sification is based on a scheme of breaking down the class variability by
repeatedly training a set of relatively simple classification performance re-
sults. The path from single-frame to system level performance includes the
Integration of additional cues measured over time and situation specific fea-
tures via building up additional object categories consisting of vehicles and

stationary background structures.

e Spatial-temporal methods. Besides conventional cues of pedestrian ap-
pearance, space-temporal cues are used for detection. Brostow et al. (27)
tackle the problem by tracking simple image features and probabilistically
grouping them into clusters that represent independently moving entities.
Space-time proximity and trajectory coherence through the image space are
used as the only probabilistic criteria for clustering. Moreover, this motion-
based detection could be easily extended to the tracking of individuals in

dense crowds by merging the outcomes.

In extremely cluttered scenes, individual pedestrians cannot be properly
segmented in the image. However, sometimes the crowd within which the
pedestrians share a similar purpose can be recognised. Reisman et al. (115)
propose a scheme that uses slices in the spatial-temporal domain to detect
inward motion, as well as intersections between multiple moving objects.
The system calculates a probability distribution function for lett and right
inward motion and uses these probability distribution functions to infer a

decision for crowd detection.

2.2.3 Tracking

Tracking has been proposed to localise the interested object in time-space. The
velocity feature of tracked object also can be derived afterwards. As a natural
extension of detection, though, tracking has its own problem in recognising and
identifying pedestrians in the consecutive frames. 'Tracking could be regarded
as the most popular topic in visual surveillance; however, currently for crowd

analysis, most of the techniques are validated only for multiple (e.g. up to 10)

people.
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As discussed in the last subsection, occlusions could occur very frequently
when there are many objects and people in the scene. Tracking techniques have
to overcome the problem in order to continuously track before, during and after
the occurrence of occlusions. A comprehensive review on occlusion handling can
be found in (48). A formulation of the occlusion problem is provided, and the
techniques are divided into two groups: the merge-split approach, which addresses
the problem in re-establishing object identities following a split, and the straight-
through approach, which maintains object identities at all times.

T'he following text covers three aspects: the techniques that are developed to
track multiple people (objects) without any assumptions of the dependence of
their motion, e.g. interactions, the techniques that try to explain the interactions
between the pedestrians, and some practical analysis of handling the problem of
occlusion in a crowd situation.

The tollowing text covers three aspects: the techniques that are developed to
track multiple people (objects) without any assumptions of the dependence of
their motion, e.g. interactions, the techniques that try to explain the interactions
between the pedestrians, and some practical analysis of handling the problem of

occlusion in a crowd situation.

2.2.3.1 Tracking Methodologies

Crowd scenes increase the complexity of tracking because there are multiple mov-
ing objects in the scene. Quite a few techniques have been developed based on

the colour, geometry and other features for tracking.

e Likelihood. Colour, edge etc. are the most popular features in tracking.
In a crowd, salient traceable image teatures are of particular interest for
tracking. As one of the better candidates, interest points (IPs) are em-
ployed in (48) and (99). In both works, the IPs are obtained by a popular
colour Harris detector. Gabriel characterised IPs, by their position relative
to the estimated centre of the object and Mathes, build a point distribution
model between ASM and AAM. Both of the methods require a pre-defined
region (or object) of interest. Their salient features benefit from their ro-

bustness under different light conditions. The tracking inference using these
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features can work better under occlusions than when using the entire con-
tour. Therefore, the usage of those features could be more applicable to a

large amount of people in the scene.

Human body model. Methods using models of human bodies or hu-
man body parts have been developed for tracking in complex crowded
scenes, which are usually completed with probabilistic frameworks. Zhao
et al. (147)(148) worked on the former approach, using explicit 3D human
shape models. The problems of detection and tracking are formulated as a
Bayesian inference to find the best interpretation given the image observa-
tions. The latest one is the work of Wu et al. (143), who extend the previous
detection work in (142) (which has been discussed) using edgelet features
to human body part detectors. Tracking is implemented by probabilistic
data association, i.e. matching the object hypotheses with the detected

response.

Tracking inference strategies. Tracking inference strategies have been
developed for the problem of tracking multiple objects. For non-linear and
non-Gaussian dynamic models, the particle filter technique - also known
as CONDENSATION(69) - is one of the most popular. Particle filters
are sequential Monte Carlo methods based upon point mass (or 'particle’)
representations of probability densities (41). A large portion of multiple
object tracking work has employed this technique. For example, Venegas
et al.(140) use a particle filter to track the moving objects by generating
hypotheses on the top-view reconstruction of the scene. Okuma et al. (105)
combine mixture particle filters and an Adaboost algorithm. Sidenbladh et
al. (120) extend the particle filter formulation according to finite set statis-
tics (FISST) for tracking. Cai et al. (28) tackle the problem by embedding
the meanshift algorithm into the particle filter framework. Koller-Meier et
al. (81) introduce an extension of the CONDENSATION algorithm that
relies on a single probability distribution to describe the likely states of mul-
tiple objects. Kang et al. (73) propose the discrete shape model and the

competition rule to improve the performance of the condensation tracker

for real time tracking.
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The Multiple Hypotheses Tracker (MHT) and Joint Probabilistic Data As-
sociation Filter (JPDAF) address the data association problem. MHT tries
to keep the track of all the possible hypotheses over time (114). A detailed
summary and discussion of MHT for multiple target tracking is included in
(20). MHT suffers from the storage of the redundant track, hence some of
the work proposes extensions and modifications to the algorithm to obtain
better performances, e.g. (50). JPDAF computes a Bayesian estimation of
correspondence between the difterent features and objects, e.g. Rasmussen
and Hager (113) apply this technique with colour region and a snake-based
tracker. Another approach has been introduced by Karlsson (74), which

uses the Monte Carlo method.

The fusion of the different cues from a number of detection and tracking
algorithms is also used to produce a more robust tracker. Siebel et al. (121)
propose a tracking system containing three cooperating parts: an Active
Shape Tracker, a Region Tracker, and a Head Detector. (124) proposes an
approach based on the principles of the selt-organisation of the integration
mechanism and self-adaptation of the cue models during tracking. Cues
from different sensors and models can increase the dimension of information,
which is preferable in the multiple objects situations. However, the goodness

of integration scheme is very crucial in these algorithms.

2.2.3.2 Tracking Interacting People

In certain cases, interaction happens frequently in a crowded scene. Researchers
have shown great interest in studying these interactions to derive new perspectives
on tracking techniques.

Some of the work formulates the interaction to enhance the tracking scheme.
For example, both Smith et al. (122) and Khan et al. (76) propose to use the
Markov Chain Monte Carlo (MCMC) and the particle filter. Smith used a joint
multi-object state-space formulation and a trans-dimensional MCMC particle fil-
ter to recursively estimate the multi-object configuration and to efficiently search
the state-space. Khan developed a joint tracker that included a motion model to

maintain the identity of targets throughout the interaction, thus reducing tracker
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fallure. Pre-defined motion models are used in this approach, with the trade-off
between improving the tracking performance in a crowd with known interactions
and the adoption of the motion model to an arbitrary crowd.

Some researchers interpret interactions as relationships between pedestrians
and a group (pedestrian merging/splitting into groups). Marques et al. (98) pro-
pose a two-layer solution to overcome the problem. The first layer produces a set
of spatial temporal strokes based on low level operations to track the active re-
gions. |'he second layer performs a consistent labelling of detected segments using
a statistical model based on Bayesian networks, which is recursively computed
during the tracking operation. Mckenna et al. (101) perform tracking at three
levels: regions, people and groups. Background subtraction is used to cope with
shadows and unreliable colour cues. Colour information is used to disambiguate
occlusions and to provide qualitative estimates of depth ordering and position.
Pedestrian merging and group splitting are frequent phenomena in the crowded
scene; however, the major challenge for these kind of methods is to recover the
object label atter splitting from the group.

Sullivan et al. (130) label tracking targets by exploring the trajectories. Tra-
jectories of when a target is isolated are found, and it is claimed that these
trajectories end when targets interact. A graph structure is formed by the inter-
actions of these trajectories. This method could be very usetul for offline crowd
analysing but for online processing it may have a bottleneck in the storage of the

trajectories.

2.2.3.3 Tracking from Multiple Views

For large public areas, the use of a multi-camera system is required to cover most
of the monitored areas.

For the multi-camera system arrangement, Mittal et al. (102) present a system
named "M2Tracker”, using multiple synchronised cameras located tar from each
other that segment, detect and track multiple people in a cluttered scene. First, a
region-based stereo algorithm is introduced for finding 3D points inside an object.
Then, a scheme is developed that dynamically assigns priors for difterent objects

at each pixel. Finally, the evidences gathered from different camera pairs are
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combined by using occlusion analysis to obtain a globally optimum detection and
tracking of the objects. A different arrangement of cameras is used in (30). This
method uses both static and Pan-Tilt-Zoom (PTZ) cameras. The static cameras
are used to locate people in the scene, while the PTZ cameras lock-on to the
individuals and provide visual attention. The underlying visual processes rely on
colour segmentation, movement tracking and shape information to locate target
candidates, and colour indexing methods to register these candidates with the
P'I'Z cameras.

Meanwhile, special techniques have been developed for the tracking from a
multi-view; normally, a planar homography constraint would be included. For
example, in (75), feet regions of the people are located by the constraint. The
contiguous spatial-temporal region formed by the feet regions belonging to the
same person are clustered as the track of the person. In (77), people’s ground
points are located and a multi-hypothesis framework using a particle filter is

developed for tracking.

2.2.4 Motion Extraction

Crowd motion 1S a concept distinct from individual motion and it represents
the overall motion of a crowd. In a very dense crowd individuals are restricted
and constrained by the motion of the crowd. The extraction ot crowd motion
helps to understand these restrictions and constraints and their influence over
the individuals in the crowd. Techniques for crowd motion extraction have been
proposed quite recently in computer vision research.

In (4) Lagrangian particle dynamics has been employed to segment crowd
moton. Lagrangian Coherent Structures are constructed and used to divide crowd
flow into regions of qualitatively different dynamics. Mathematical complexity
might be a potential problem for efficient and fast computation.

Motion patterns can be defined as groups of flow vectors that are part of
the same physical process. From the same group of authors, two different tech-
niques have been proposed for extracting motion patterns. The first method in
(60) constructs super tracks, which are the collective representations of motion

patterns, based on detecting the representative modes of motion vectors. The
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second method in (61) formulates the problem as a clustering problem of the
motion flow fields. A hierarchical agglomerative clustering algorithm is applied
to group flow vectors into motion patterns. Both methods produce good visual
results while the first one lacks quantitative results. Though extraction of crowd
motion 1S very 1mportant in analysing very dense crowded scenes, the work on it

1s relatively rare, which is probably caused by the lack of reference and ground
truthed video data.

2.3 Crowd Modelling and Events Inference

Dynamics in public spaces can indeed be recurrent. Crowd information can be
better exploited to indicate the status of the crowd so its events can be inferred.
Crowd models have been built to represent these statuses, either implicitly or ex-
plicitly. On the other hand, some research makes direct use of crowd information
instead of building models. In such cases, the events are usually inferred based
on some prior knowledge of the properties of the particular scene and the crowd.
In this section, the interence of crowd models and events in computer vision will

be presented, as well as some crowd models from non-vision areas.

2.3.1 Crowd models’ and crowd events’ inference in com-

puter vision

[n computer vision, crowd modelling is achieved based on the extracted informa-
tion from visual data and can normally be employed in crowd events inference.
Meanwhile, there are also some approaches that attempt to infer events without

the construction of models. Here, examples are given for both of the cases.

¢ In the computer vision approach, crowd models are built as representations

of recurrent behaviours by analysing video data of the crowd through vision

methods.

Andrade et al. (14)(13)(11) characterise crowd behaviour by observing
the crowd’s optical flow associated with the crowd and use unsupervised

feature extraction to encode normal behaviour. The unsupervised teature
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2.3 Crowd Modelling and Events Inference

extraction applies spectral clustering to find the optimal number of models
to represent normal motion patterns. The motion models are HMMs to
cope with the variable number of motion samples that might be present in

each observation window. The objective of this model is to detect abnormal

events in crowd scenes.

Apart from building models, in computer vision crowd monitoring systems,
the extracted information is used to recognise the event; usually under some
assumptions of the involved crowds. Early work on crowd monitoring using

1mage processing is reviewed by Davies et al. (38).

In more recent work such as that by Boghossian et al. (21), a system
1s presented using computer vision techniques to estimate the paths and
directions of crowd flows in CCTYV images and to improve the perception

of scene dynamics by oftering online illustrations.

Maurin et al. (100) propose a system to detect, track and monitor both
pedestrians (crowds) and vehicles. The system contains a detection scheme
based on optical flow that can locate vehicles, individual pedestrians and a
crowd. The detection phase is followed by the tracking phase that tracks all
the detected entities. Traffic objects are tracked and a rich set of descriptors
are computed for each object that include a wealth of information (position,

velocity, acceleration/deceleration, bounding box, and shape).

Cupillard et al. carry out event recognition by means of behaviour. In
(37)(36), an approach using multiple cameras is presented. The algorithm
relies on both low level motion detection and tracking, and a high level

module that recognises predefined scenarios corresponding to specific be-

haviours.

Michael et al. (29) present a method that jointly performs the recognition
of complex events and links fragmented tracks. The recognition work is
implemented by combing the appearance and kinematic constraints from

tracking and constraints from a hypothesised event model.

In these methods especially, assumptions of the crowd are usually involved -

indicating that some prior knowledge is required for events inference. These
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Figure 2.2: (left) Macroscopic, (centre) Mesoscopic, (right) Microscopic.

methods may be very efficient and computationally inexpensive for some
particular systems where the interested events are simple and clear, al-

though this is not always the case in general situations.

2.3.2 Crowd models from non vision approach

Computational models aim to describe and predict the collective effects of crowd
behaviour by identifying the relationship between crowd features. There are three
distinct philosophies for modelling a crowd. Traffic analysis (44) proposes a cat-
egorisation where crowd models can be defined as microscopic, mesoscopic and
macroscopic. The microscopic model deals with pedestrians as discrete individu-
als, the macroscopic model deals with the crowd as a whole and the mesoscopic
model combines the properties of the previous two, either keeping a crowd as a
homogeneous mass but considering an internal force, or keeping the characters
of the individuals while maintaining a general view of the entire crowd (Figure
2.2). In the following section, some typical techniques of crowd modelling will be

introduced and some examples will be given.

e Physics inspired models. Several quantitative factors of crowds and
pedestrians are measurable. This fact encourages researchers to look for

the mathematical models of crowd dynamics.

Helbing has a series of work upon this topic. His first experiment is in (55),
with a stochastic formulation at microscopic level, a gas kinetic formula-
tion at the mesoscopic level, and fluid dynamic equations at the macroscopic
level for the crowd model. Later, he (54) proposes another more popular

microscopic model: the social force model based on social field theory. The
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2.3 Crowd Modelling and Events Inference

social force model represents the effect of the environment; it is a quantity
that describes the concrete motivation to act. In (56), the model is used to
reproduce the emergence of several empirically observed collective patterns
of motion. Moreover, simulations of crowd dynamics based on a generalised
force model for the escape panic phenomenon are presented in (53). Fur-
thermore, quite a few other works have been developed upon this work.
For example, in (32) an additional pattern is introduced by considering the

unequal information distribution in a crowd.

In contrast to the former works, macroscopic models often draw upon an
analogy between the crowd and a continuum responding to local influence.
Hughes (66) is more interested in modelling rational, goal-directed pedes-
trians. His theory does not govern the behaviours of any individual pedes-
trians, as 1t 1s a macroscopic model; instead, the crowd is divided into
(approximate) pedestrian types where pedestrians in each type have the

same walking habits.

Physics-inspired models are widely used to study crowds from difterent per-
spectives, e.g. to study the eflects of introducing autonomous robots into
crowds (79), or to model a historic scene (117). The interrelations of the
factors and equations (e.g. employing the same factors in different levels
of equations) imply the possibility of having a model encompassing all the
levels. In addition, the quantitative analysis of crowd dynamics can be

relatively easy to adapt into computer-based algorithms.

Agent based models. These qualitative models include employing fuzzy
methods to describe the relations of factors and crowd motion instead of
pure mathematical methods. Agent-based models use agents to represent
the pedestrian or the crowd. Many examples are from the former case, e.g.
in (104), crowd individuals have their own emotional parameters to govern

behaviour while they belong to a collection of goal-directed groups on a

mesoscopic level.

In (106), the agents are modelled following the concept of non-adaptive be-
haviours. Non-adaptive crowd behaviours refer to the destructive actions

that a crowd may experience in emergency situations. The human and social
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Figure 2.3: A screenshot of XiaoShan Pan’s work: human agents try to self-organise
into exiting lines.

Figure 2.4: Dwell analysis by Crowd Dynamics Ltd, using agents to assess the
throughput of specific geometric designs.

models are categorised into the individual, the interactions among individ-
uals, and the group and the environment into three non-independent levels.
(Figure 2.3). Brenner et al. (25) provide an example model by assuming

that people at the same location experience the same psychological and

environmental influences.

Some of the work on agent-based models has already been commercialised,
such as the work of Keith Still at Crowd Dynamics Ltd (34) and LEGION
international LTD (87) - both provide pedestrian simulations for space de-
sign and planning, based on agent technology. For example, the model
developed by Crowd Dynamics Ltd aims to simulate how people react to

their environment in a variety of conditions (Figure 2.4).

Usually, these examples employ agents to act as individual pedestrians and

are only concerned with the microscopic level.

e Cellular automation models. Another research approach employs the
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2.4 Examples of Bridging the Research

construction of local models, where an active area has been virtually divided
into cells. An example is the commercialised tool EGRESS, from AEA
Technology Plc (3). In EGRESS, the floor area of an environment is covered
with cells equivalent to the minimum occupancy area of a person. The used
cells represent the free floor area, a wall or a blockage, a cell with a person,
or a region with some other attributes. Pedestrians move between the cells.
following pre-defined rules. Krez et al. (84) present a model of pedestrian
motion using both the floor field and agents. The model consists of three
floor fields: Static floor field for each cell contains information about the
distance to the exit; Dynamic floor field changes with the motion of the

pedestrians and the third Hloor field saves the distance of a cell to the next

wall.

e Nature based models. Some of the models take their inspiration from na-
ture. The emotional ant model (18) extends the psychological information
by using biologically inspired ant agents as a crowd. Four difterent cogni-
tive behaviours of a crowd have been modelled, and transition behaviour is

modelled using fuzzy logic.

Kirchner et al. (78) apply a bionics approach to the cellular automation
model by describing the interaction between the pedestrians, using ideas
from chemotaxis. The simulation of the evacuation from a large room is
also presented to show the ability of the model to represent difterent types

of behaviours.

2.4 Examples of Bridging the Research

Computer simulation can be used to evaluate the developed system’s perfor-
mance. Considering that real visual evidences for abnormal scenarios are rare or
unsafe to reproduce in a controllable way, Andrade et al. (12) have developed an
approach that generates simulations to allow for training and validation of com-
puter vision systems applied to crowd monitoring. The simulation is generated
by a pedestrian path model and a pedestrian body model. Vu et al. (141) con-

ceive a test framework that generates 3D animations corresponding to behaviours
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recognised by an interpretation system. In other words, this is a test system for
a given Interpretation system by generating test animations. Non-vision models
can be borrowed for computer vision analysis. Antonini et al. (15) (16) propose
a framework using a discrete choice model, which is widely used in traffic simula-
tions, for pedestrian dynamics modelling. The framework models the short-term
behaviours of individuals as a response to the presence of other pedestrians. The
model is calibrated using data from actual pedestrian movements, manually taken
from video sequences. The work is applied to the problem of target detection in
the particular case of pedestrian tracking. More recent work by Ali et al. (5)
employs the idea of floor field. In order to track a specific individual in the crowd.,
the probabilities of the directions of instantaneous movement of that person are
modelled by taking into the consideration the floor fields. The introduction of the
concept of floor field is to incorporate the factors of crowd flow and the structure
of the scene. According to the reported results the method works well with very
dense crowd. However the test data only contains crowds with unique collective
motion, for example three of four testing sequences presented in the paper are
videos of marathon running while the forth is of a scene where people are moving

out of the train at a station.

2.5 Discussion

This chapter provides a review on current crowd analysis work in computer vision.
Perspectives from sociology, psychology and computer graphics are presented, as
these research fields have also contributed to an in-depth study on crowd analysis
and modelling. Sociological and psychological studies on the crowd phenomenon
make use of human observations. Their studies indicate various ways to repre-
sent and model people’s relationships in isolation and as part of a more or less
large group. The microscopic, mesoscopic and macroscopic levels are defined to
characterise people as individuals that are part of crowd. The computer vision
approach tackles the problem of automatically extracting sufficient information
to characterise some special crowd events.

Antonini and Ali give good examples of employing a non-vision model; how-

ever, the work only uses very limited information and only acts as a clever tracker
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at the moment. The works of non-vision analysis presented in this chapter show
that all of the factors or information extracted from the real world using computer
vision techniques are inter-related. Moreover, they have proposed the probable
relationships in their works, which represent the human understanding of crowd
dynamics. On the other hand, computer vision techniques have the ability of
exploiting special environmental constraints, which could be applied to calibrate
the proposed models. The conclusion is that it is possible to develop intelligent
systems by combining these works with computer vision approaches. The sys-

tem would be capable of automatically understanding and modelling the crowd

behaviours, which works at both the instantaneous and recurrent levels.
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Chapter 3
Group behaviour analysis

This chapter describes the work of behaviour analysis in a group environment.
Dynamics estimators are introduced not only at individual level for behaviour
classification but also at a global level for estimating the level of cluttering in the
scene. Following this, two people counting algorithms are developed based on
the detection and tracking of colour patches. This chapter introduces methods

that learn scene semantics from group environments, which can be used in a wide

range of applications.

3.1 Introduction

Starting from colour modelling and colour tracking, the objective of the work in
this chapter is mining semantic meaning from the group environment. The group
environment is defined as an environment with up to tens of people. Under these
circumstances, the individuals are free to walk all around the scene rather than
following certain path constraints by the crowd flow.

The scene semantic and/or automatic event understanding by computer vision
has been proposed for different applications; for example (37), where the scene
understanding is achieved through human crafted event models, (144) in which
behaviour profiles are built that aim for ’anomaly’ detection, and for applications
like semantic-based retrieving and browsing of a video database - for example,

(43)(63) - in which semantic information 1s employed to cluster and index the
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3.1 Introduction

video data. In this chapter, the techniques developed for Ambient Intelligence
application and the experiment results are presented.

Ambient Intelligence (Aml) is a term used to identify a paradigm to equip
environments with advanced technology and computing so that they can respond
to the presence of people (116). The AmlI paradigm will be able to aid people’s
daily life and support everyday life activities. For example, intelligent dorms have
computer-controlied heating and lighting systems (68), and in-vehicle Ambient
Intelligence systems provide assistance to drivers (112). A number of technolo-
gles involving modern computing hardware and software are required for the
paradigm. Distributed sensors and actuators are employed to observe and in-
terpret users’ behaviour and the paradigm aims to learn these users’ preferences
and adapt the system parameters to improve the quality of life and work of the
occupants. Ambient Intelligence has been a popular research topic since the
late 1990s; research groups have been founded in both academic and industrial

sectors. To mention a few: Kingston University (134),University of Essex (68),
Autonomous University of Madrid (8), MIT (7), Mitsubishi Electric Research

Laboratories (MERL) (6), Philips Research (10), and NTT Research (9).

The methods presented in this chapter have been developed from two exper-
iments. The first experiment was run in a University laboratory. A number of
video sequences were recorded with individuals performing the same action re-
peatedly. Mixtures of actions were then recorded with more people in the scene,
performing either the same or different actions. The trajectories of people were
built by skin colour tracking. The second experiment was for an inter-faculty
nurse training project where student nurses are being trained in a simulated
clinic environment. Computer vision techniques are being introduced to assist
the instructors to better understand the behaviours of their students. To identify
the different professions in the environment, different colour patches were applied
in the scene. The behaviour analysis was based on the tracking of difterent colour
patches. The underlying mechanisms for colour modelling and tracking were the
same for both experiments. For both of the experiments, sample colour patches
were learned by an expectation-maximisation algorithm and a mixture of Gaus-
sian colour models were built. When processing the video sequence, the colour

Probability Density Function (PDFs) of each frame was built according to the
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3.2 Nurse Training Project

colour models; colour blobs in the frame were picked up by running a connected

component algorithm upon pixels with a high probability of being the target
colour. The CAMSHIFT algorithm was then used to track the detected blobs
over time.

Based on the colour PDF's and the tracking of the colour blobs, the methods
discussed in this chapter can provide semantic interpretation of the group envi-
ronment and act as a prerequisite of ambient intelligence. Trajectories generated
from colour trackiﬁg are used for individual level dynamics estimators; curvature
and corresponding speed are analysed by applying a time window to classify an
individual’s behaviour. Scene entropy is measured by using the colour PDF and
1s used as an estimator of the global dynamics. A simple people counting algo-
rithm 1s implemented by accumulating the colour PDF along the horizontal axis
of the scene. The number of peaks of the resulting histogram is counted as the
number of individuals. This is a very simple and low-cost algorithm; however, it
can only work for limited situations. A more sophisticated method is proposed
by establishing spatial relationships between the colour blobs; the blobs that are
close to each other for most of their lifetimes are counted as a single colour patch,
and the total number of the counted colour patches is regarded as the actual
number of the people in the scene.

This chapter is organised as follows: Section 3.2 introduces the nurse training
project, Section 3.3 discusses the techniques for colour modelling and tracking,
and Section 3.4 presents two dynamics estimators based on colour tracking. Sec-
tion 3.5.1 proposes methods that aim to count the number of people in the group

scene and, finally, Section 3.6 summarises the whole chapter.

3.2 Nurse Training Project

The nurse training project is an interdisciplinary project to aid professional skills’
practitioners at Kingston University'. The project has engaged the computer
vision team in the Faculty of Computing, Information Systems and Mathematics

and the School of Nursing at Kingston University.

1Th“e research was partially fﬁnded by the European Office of Aerospace Research and
Development (EOARD) project FA8655-06-1-3013.
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Figure 3.1: Pictures illustrating two individual skills, and two instances of a typical
simulation.

The School of Nursing at Kingston Hill campus trains student nurses, paramedic
and medical students (in a joint degree with St. George’s Medical School, Lon-
don). The training consists of individual and group practical exercises based on
taught techniques (Figure 3.1 illustrates examples of individual and team skills),
entailing both medical and managerial skills. Group skills are tested in large
simulations. During term time, skills training practice is organised in a series of
morning and afternoon sessions. Simulations involve a preliminary preparatory
round table discussion to introduce the practical exercises, the actual simulation
where skills are tested at individual, and team level and a final round table discus-
sion where the strengths and weaknesses of the assessed students as individuals
and groups are discussed.

Intelligent algorithms have been studied to enhance and automate the profes-
sional training of nurses. The inter-faculty project is the first attempt at Kingston
University to design an ambient Intelligence system for use in the training of pro-
fessionals. In the context of the nurse training project, the paradigm is interpreted
as a set of guidelines to develop algorithms capable of interpreting behaviour in
a very complex environment, monitored by an array of cameras.

Conventional training of nurses and medical students is very time consuming
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3.2 Nurse Training Project

and when large numbers of students are involved, it is very hard for an instruc-
tor to assess correctly the performance of a student or a group of students. The
School of Nursing runs a state-of-the-art training methodology, engaging students
in individual and team work. Assessment is usually carried out during practice
with on-the-fly verbal feedback and by recording video footage of students’ per-
formance. This is discussed in classes to illustrate best practice, encourage less
capable students, and praise the best practice of better students. The skills lab-
oratory, situated at Kingston Hill campus at Kingston University, can host up
to 30 students at a time with instructors and role players engaged in large sim-
ulations. The lab is currently endowed with a variety of medical equipment as
well as mobile and fixed cameras. The images in Figure 3.2 illustrate the experi-

mental setup, the large skills laboratory (medically equipped), and a round table
example.

Figure 3.2: Pictures of the experimental setup, including two pan-tilt-zoom (PTZ)
cameras, the used router, some views of the skills laboratory and an ex-
ample of a roundtable meeting.

The inter-faculty collaboration was established in 2001 thanks to a common
research interest on human behaviour in complex scenes. Both partners were
driven by complementary research interests: the nursing practitioners were inter-
ested in an innovative educational methodology using video recordings and the
computer vision team were interested in studying algorithms to automatically

describe a scene in terms of human dynamics.
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3.3 Colour tracking of people

The computer vision techniques used in monitoring applications lend them-
selves well to the automatic understanding of semantics (identification, classifi-
cation and dynamics explanation of a simulation) in a professional training en-
vironment. Automatic understanding of scenes has been studied in (37), where
the scene understanding is achieved through the creation of event models, and in
(144), where behaviour profiles are built to identify anomalous behaviour. In (43)
and (63), semantic information is employed to cluster and index the video data.
T'his application bears a resemblance to monitoring applications, as all scenes are
extremely complex and the main goal is to model the nominal behaviour (best
practice) and deviations (bad practice). The objectives of this project, described
in this chapter, include the identification and classification of role players and
algorithms to describe the dynamics in the environment.

T'he algorithms described in this chapter are tested on video data where all role
players in the scene wear a coloured tabard. Four colours are used to distinguish
among the instructors (blue), student nurses (yellow), medical and paramedic
students (green) and patients (red). The colour coding was introduced to sim-
plify the computer vision processes. Four cameras (pan-tilt-zoom used as fixed
cameras) are employed in the experiment. A preliminary study was carried out
by analysing the four views independently, attempting to generate the automatic

understanding ot an evolving scene.

3.3 Colour tracking of people

A colour model can be estimated by acquiring video data of a given colour by using
template patches, and via the training of a colour model using the expectation
maximisation algorithm (33). In order to optimise the model, colour image data
can be studied and an optimal initialisation defined in terms of the number of
clusters and initial positions and approximating the functions.

A colour model is fairly robust to changes in illumination but i1t has the
weakness of being specific to the camera used to acquire the training data. In
all the tests, a new video camera that is used to acquire video tootage has its
own colour model. As the training can be performed offline, the limitation is

not prohibitive. Colour models were trained for the four different colours used
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to recognise the categories of people. For the initial experiment, it is the skin
colour. For the nurse training project, these include the student nurse (yellow),

the instructor (blue), the patient (red) and the medical student (green).

3.3.1 Colour Modelling

Although background models can work in the group situation, problems arise
when people or objects, after a period of time spent moving, stop and become
stationary. In such cases, background models might not work well, as they are
based on learning adaptation to changes. The learning variable regulates the rate
by which the model adapts to changes in the scene: a faster adapting learning
rate results in foreground objects and people not being detected if they do not
move for short periods of time; a slow adapting learning rate has the opposite
effect.

The use of colour information makes possible the identification of people, even
if they are not moving. Colour segmentation helps the process of identification
of people 1n the scene, even if they stop and do not move for variable periods of
time. A number of colour spaces invariant to illumination were tested, including
HSV and YUV (118). A model for each of the selected colours was learned from
sample colour images. These models were learned as a mixture of Gaussians,
using the expectation-maximisation algorithm. Once the training was complete,
a probability density function could be estimated for each trained colour within
each frame. Each pixel in a test image could then be probabilistically classified to
belong to a specific trained colour. The modes of each density function could be
interpreted as an image location with a very high probability of being a person.
A connected component algorithm was then employed to build regions with a

high probability of representing the target colour patches. Figure 3.3 shows some

example colour PDF's from the nurse training project.

3.3.2 Modified CAMSHIFT

In order to track colour patches - identifying people’s locations - the CAMSHIFT
algorithm has been adapted. The CAMSHIFT algorithm was originally proposed
in (24) as an evolution of the MEANSHIFT algorithm (46)(31). CAMSHIFT
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Figure 3.3: Colour PDFs (Example frames from the nurse training project): Top
row - the raw frames from the nurse training project; bottom row - the
cumulative distribution for the colours.

adapts to evolving a probability density function (PDF) by alternating cycles
of the MEANSHIFT algorithm with a resizing of the search window. The win-

dow size is a function of the centre of mass of the probability density map (0"

moment).
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