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Preface

Being originally from the Dominican Republic, I am unfortunate to have

experienced three economic crises and more than seven stabilisation attempts.

I am also wiser, however, because of those experiences, and became

fascinated by the recurring elements accompanying the crises: what

economists dealing with stabilisation call stylized facts. I have also developed

frustration by the way in which markets and institutions poorly coordinated in

achieving stabilisation and preventing future failures. Even though we have

learned systematically to deal with such devastating episodes, there is still

much to discover about the way society and governments maneuver through

crisis. How to design and implement credible and sustainable policies to

lower inflation is at the heart of the literature. The essays in this dissertation

will hopefully improve our understanding of, and ability to cope with, crises

and the related stylized facts of stabilisation.
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Chapter 1

Essays on stabilisation

1.1 Introduction

Economic crises arising from exchange rate volatility and high inflation, have

affected countries in the developing world and particularly in the Latin

American economies. The common response of countries suffering from

volatility during times of crisis has been to design and implement stabilisation

packages aimed at controlling the exchange rate, stabilising inflation, and

restoring economic fundamentals.

The stabilisation attempts pursued in Latin America, Israel, Turkey,

and Iceland have allowed economists to identify stylized facts for each type of

stabilisation strategy (e.g., Calvo and Vegh, 1999). The debate over which

strategy to adopt for achieving stabilisation is intense and centres on whether

exchange-rate-based stabilisation (ERBS) programmes are superior to other

types of orthodox and heterodox programmes, especially money-based

stabilisation (MBS).

The main difference between the programmes is in the selection of the

nominal anchor. ERBS use the exchange rate, whereas MBS use a monetary

aggregate. The choice of the nominal anchor can have diverse implications.
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For example, Vegh (1992) finds distinctive patterns in key macroeconomic

variables attributed to the choice of the stabilisation strategy. The patterns are

believed to influence the success of the stabilisation attempt.

Achieving the goals of a stabilisation programme also demands

financial support from institutions like the International Monetary Fund (IMF).

The IMF assists countries in designing and implementing stabilisation

programmes, and is known for pursuing global financial and exchange rate

stability through the stabilisation of inflation in countries with balance of

payments difficulties. The Fund with its role of crisis manager and lender of

. last resort has generated an extensive database of stabilisation episodes, which

provides information for investigating the implications of IMF-supported

stabilisation programmes and the corresponding stylized facts (see Fischer,

1999).

The essays In this dissertation contribute by extending analytical

models in the literature and empirically testing their relevance across

developing countries. In doing so, Chapter 2 reviews the literature on the

stylized facts of stabilisation and other important concepts such as the

credibility of stabilisation plans and the timing of stabilisation strategies. The

subsequent four chapters contain original contributions to the literature on

stabilisation.

One important fact of stabilisations is the drop-recovery cycle found in

output and consumption during and after stabilisation programmes are

implemented. The policies pursued under different stabilisation strategies will
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have different effects over consumption and output that could lead to regime-

specific patterns. There is a substantial research programme dealing with the

issue that can be classified as either demand or supply side approaches (see

Fischer et al., 2002).

Chapter 3 focuses on consumption during stabilisation. The analysis

proposes a demand side explanation for the boom-drop cycles observed in

consumption using a variation of the stochastic life cycle-permanent income

(LCPI) with rational expectations model. The analysis draws from Hall

(1978), and also incorporates capital mobility and currency substitution. The

. approach is novel to the literature dealing with inflation stabilisation.

Considering a foreign currency variable is also new to models employing the

LCPI hypothesis.

The model is tested for a group of developing countries engaging in

IMF supported programmes. Across this section of countries the results reveal

the significance of currency substitution and capital mobility in the LCPI. The

model is fairly successful in replicating the actual patterns of consumption

during stabilisation periods, providing a link between consumption cycles and

the ability of economic agents to hedge against devaluation and chronic

inflation by shifting between currencies.

Another important stylized fact of stabilisations is the appreciation of

real exchange rates after introducing ERBS programmes. There are several

explanations in the literature for this phenomenon. In general, it is believed

10



that under ERBS inflation is slow to decline to international levels which,

under a fixed nominal exchange rate, will cause an appreciation of the real

exchange rate. The basis for such persistence in inflation, especially under

ERBS, is understood as coming from inertial forces, aggregate demand

pressures, and real exchange rate misalignments from equilibrium. For

example, Kamin (2001) explored the contribution of these sources of inflation

during ERBS programmes in Mexico.

Chapter 4 investigates the behaviour of real exchange rates and

inflation during stabilisation by developing a framework about changes in

stabilisation preferences and credibility. The model shows that changes in

preferences and credibility can lead to changes not only in the parameters of

estimated inflation equations, as in Lucas (1976), but also in the steady state as

represented, for example, by an equilibrium real exchange rate.

The econometric exercises modelling Chile's 1978 and Mexico's 1988

and 1994 stabilisation attempts endorse the theoretical framework and

generate insights about the evolution of the real exchange rate and its

relationship to stabilisation preferences and credibility. In particular, the

results indicate that the degree of flexibility allowed to the nominal anchor

during stabilisation will have different effects over credibility and ultimately

on the SUccessof the programme. As in Edwards (1996), credibility appears

to be fundamental force affecting sources of inflation like inertia, aggregate

demand pressures, and real exchange rate misalignments.
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The timing of stabilisation plans is important. Coordination problems

among the private and public sectors often delay stabilisation programmes.

The key element in the subject is measuring what is known as duration in

stabilisation. The literature has relied on some threshold definitions of high

and low inflation for calculating the time between the introduction of a

stabilisation programme and the definitions of high and low inflation.

Chapter 5 develops and tests a model showing how policy makers

decide to engage in a stabilisation programme. The analysis evaluates the

variance of inflation as an alternative approach for measuring duration. The

approach also provides a rationale for using an Engle (1982) ARCH model in

empirically evaluating chronic inflation in countries with a history of

stabilisation episodes. The analysis employs the volatility underlying an

inflation equation as an alternative and arguably more rigorous threshold

definitions of high and low inflation in the calculation of duration.

The hypothesis is tested for a group of developing countries engaging

in several IMF supported ERBS programmes. The results from the modelling

show that inflation rates are heteroskedastic and that the ARCH overshoots

near or on the dates the stabilisation programmes are announced. Notably, the

results show no correlation between the ARCH and failed stabilisation

programmes. The analysis reveals that competing frameworks like Hamman

(2001) exaggerate duration and may have over emphasised the importance of

coordination problems in the timing of stabilisation plans.
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The debate over choosing a nominal anchor for stabilisation is

fundamentally based on the stylized facts pertinent to each type of stabilisation

strategy. There is, however, a great deal of emphasis on the degree of

discipline that each type of anchor imposes over fiscal and monetary policies

and its relationship to the final choice of the nominal anchor (see Tornell and

Velasco, 1998). The question still lingers: can the type of nominal anchor

influence the perception of agents on the effectiveness of stabilisation efforts?

The question is relevant as it is argued that credibility can affect inflation

persistence and the success of the stabilisation programme (see Agenor and

Taylor, 1992).

Chapter 6 studies the credibility of stabilisation programmes relying on

different types of nominal anchors. The analysis uses methods advanced in

the literature for calculating an approximate measure of credibility for each of

the stabilisation strategies (e.g., Edwards, 1998), and applies the techniques to

a cross-section of countries that have undergone ERBS and MBS programmes.

Armed with a panel of 19 countries registering a total of 39 stabilisation

episodes, the analysis concludes that countries experiencing higher inflation

persistence prior to stabilisation are more inclined to pursuing MBS than

ERBS. A further important finding is that stabilisation's impact on inertia was

substantially higher in the 1980s than in the 1970s and in the 1990s.

Additionally, it appears that the size, region, and level of development of

countries engaging in stabilisation, affects the likelihood of reducing inflation

inertia.
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1.2 Policy implications

The essays also have important policy implications and provide for a practical

application of the main findings. In particular, chapter 3 advises on the

potential consequences of currency substitution and capital mobility when

exchange rate expectations are volatile or when local interest rates are far off

international levels. It also highlights on the welfare implications of credit

constraints on consumers that are unable to hedge or act against exchange and

.interest rates movements, especially during times of crisis.

Chapter 4 concludes that changes in credibility will affect the long

term and short term structural characteristic of estimated inflation models,

especially during the implementation of stabilisation programmes. The results

extend the Lucas (1976) critique dealing with the effects of policy reaction on

econometric modelling. The conclusions have important implication on the

ability of policy makers and the IMF to forecast the effects of their packages

when volatility is high and expectations are changing. As a consequence, the

performance of the programmes can change the perception of the public

creating a structural bias that could mislead the authorities in its

implementation.

Chapter 5, dealing with the timing of stabilisation plans, provides a

simple and testable framework that will allow central banks and the IMF to

monitor the volatility of the economy, advising on the correct time to start

engaging in stabilisation policies. In this regard, the monitoring process using

14



the techniques suggested by the model allow identifying red flags in the

evolution of key policy variables such as inflation and the exchange rate,

anticipating periods of crisis and, once a stabilisation package is in place, the

time when the economy regains stability.

Finally, chapter 6 provides a set of benchmarks related to the size,

level of development and region of countries engaging in stabilisation that

could be used to suggest the correct type of stabilisation strategy to be

followed once it is required. In particular, the panel highlights that ERBS

. programmes have a larger announcement effect on inflation persistence

compared to other forms of stabilisation. However, this result changes among

regions and through time depending, for example, on the popularity and

success record of each type of anchor. These finds, and those that could be

obtained from further research, should prove useful to the IMF and to

countries planning to engage in IMF supported programmes.

1.3 Conclusion

As the flowing chapters develop, their relevance should become clear. One

interesting characteristic of this literature, however, is that it draws from many

areas in economics, making it a vast and complete field of research. The

review chapter, which maintains its essence of providing a feel of the

literature, is subdivided in what I understand are the subgroups of research that

are leading the economic thinking on stabilisation. In this regard, the core
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chapters fall in one or several of these categories, and the fundamental reason

the thesis is refer to as essays on stabilisation.

In particular, chapters 3 and 4 deal with the stylized facts of

stabilisation. Chapter 5 deals with the timing of stabilisation and what the

literature calls duration in stabilisation. The conclusions from chapter 5 also

spill over other areas of research dealing with political opportunism and the

political economy of stabilisation. Finally, chapters 4 and 6 also deal with the

concept of credibility, which has become a central element in understanding

.the success and/or failure of stabilisation attempts.
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Chapter 2

Review of stabilisation

2.1 Introduction

This chapter surveys the literature on stabilisation. Firstly, the review explains

stabilisation programmes and the role of the International Monetary Fund

(IMF). Secondly, the chapter discusses the stylized facts of stabilisation and

the research unveiling relevant empirical regularities. In particular, the review

focuses on exchange-rate-based stabilisation (ERBS) and money-based

stabilisation (MBS) programmes. The review also deals with the concept of

credibility. Credibility and the techniques for empirically investigating its role

are at the core of the literature and will be further address in other parts of the

dissertation. The final section deals with the timing of stabilisation, the

duration of stabilisation plans, and the optimal timing of stabilisation

programmes.

2.2 Stabilisation Programmes

Stabilisation programmes aim at containing inflation over and above other

macroeconomic objectives. For that reason the success or failure of

stabilisation programmes is commonly measured by their ability to reduce
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inflation and most importantly to control inertia (Edwards, 1992). 1 However,

stabilising inflation demands controlling intermediate targets or anchors.

For example, ERBS programmes rely on the nominal exchange rate as

the intermediate target, while MBS programmes rely on the money base or

some narrower definition of money as the primary anchor.' Additionally,

ERBS programmes may fix the nominal exchange rate or allow it to devalue

under parity by pegging the exchange rate to an inflation rate target. One

interesting example is the Mexican ERBS Pacto programme of 1988, in which

a combination of strategies was used. In particular, the Pacto started with a

fixed nominal exchange rate and in a second phase, allowed a devaluation that

.was set below expected inflation under parity. Finally, an exchange rate band

was set in place.

The intermediate target or anchor defines the scope by which

stabilisation programmes can be classified. In this regard, stabilisation has two

broad dimensions. Firstly, it can include fiscal corrections in the form of

1 Albeit inflation is the primary objective during stabilisation, other indicators
are of relevance. For example, the behaviour of real exchange rates is
important as they tend to overly appreciate during stabilisation, causing the
economy to lose trade competitiveness and inducing a significant degree of
~nflationpersistence (Calvo and Vegh, 1999).
In principle, the fundamental difference between ERBS and MBS is the use

of the exchange rate or the money base as an instrument for stabilizing
inflation. There is no such thing, however, as a pure MBS programme, as most
rely on a wide mixture of policies in additional to money aggregates.
Nevertheless, MBS tend to differ from the ERBS programmes in the lack of an
explicit "de facto" pegged exchange rate. In most of the MBS cases, a floating
exc~ange rate regime was adopted. Even though the rest of the chapter will
contmue to use the term MBS, it might seem appropriate to refer to them as
non-ERBS.
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austerity. Secondly, income policies such as wage-pnce controls may be

implemented. These fiscal and income policies provide support to the

stabilisation effort and are usually a key element in the success of stabilisation

attempts, especially MBS programmes.'

Turning to IMF programmes, they are known to be the most popular

form of stabilisation, particularly in developing countries. In its article of

agreements of the 1944 Breton Woods Conference, the IMF was created with

the purpose of assisting countries facing severe macroeconomic imbalances

while promoting global economic stability." The programmes focus on fiscal

austerity and tight monetary policy as instruments of stabilisation. In

Particular, a devaluation of the currency as well as credit restrictions are

standard measures used to control balance of payment problems that arise

from sustained periods of high inflation.

The underlying justification for such policies follow from a monetarist

prescription developed by Polack (1957), in which inflation is understood to

be "always and everywhere a monetary phenomenon" (Friedman, 1968). Since

the monetary base is composed by reserves and domestic credit to public and

private sectors, a restrain on domestic credit will reduce money supply, thus

bringing the balance of payments to equilibrium while stopping inflation. In

3 The importance of fiscal austerity becomes more relevant in situations of
~evere balance of payments misalignments and, in particular, under the
lmp~e~e?tation of MBS, as the constraints on the supply of money implied by
~tablh~atlOn must be accompanied by constrains on fiscal spending.
in this same conference, the World Bank was also created with the purpose

o providing financing for long-term economic development projects.
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addition, the IMF imposes conditionalities that describe the necessary

requirements for a country to receive financial assistance from the IMF, other

collateral lending organizations such as the International Development Bank

(IDB) and World Bank (WB), as well as debt rescheduling facilities with

international lenders such as the Paris Club (Goldstein, 2000).5

Since its inauguration, the IMF has assisted around 189 countries with

programmes that vary greatly in form and substance. For example, the IMF

provides one to two years assistance under a stand-by agreement, usually

repayable within five years, under programmes aimed at providing solutions to

short term balance of payment problems. In addition, there are extended fund

facility programmes, established in 1974, aimed at providing medium-term

assistance, two to three years, with a ten years repayment schedule, to

countries facing severe imbalances in production, trade and prices.

There are also structural adjustment facility programmes, in which

resources are made available on a concessional basis, providing medium-term

macroeconomic and structural support for countries facing severe balance of

payment problems. Finally, the enhanced structural adjustment facility is

similar to the latter, although the scope and strength of the structural policies

as well as the access to funds and monitoring procedures vary substantially

(see Mussa and Savastano, 1999).

5
See Marchesi (2003) for an analysis of the correlation between an IMF

programme and the granting of debt rescheduling facilities.
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In addition to IMF programmes, there are also heterodox stabilisation

strategies. On top of the traditional fiscal and monetary prescriptions of the

IMF, heterodox programmes rely on discretionary income policies such as

wage-price and exchange rate controls." Examples of heterodox stabilisation

include Argentina, Bolivia, Brazil and Israel during 1985 and 1986. These

countries experienced high rates of inflation and opted for discretion instead of

an IMF set of measures. The programmes failed utterly in Brazil and

Argentina, although inflation did stabilize in Israel and Bolivia. Research has

focuses on identifying the role of income policies in the success of

stabilisation programmes, and the ability of governments to implement

reforms that are not under the scope of the IMF (see Bruno et al., 1990, for a

survey of the literature on stabilisation). If heterodox policies fail, however,

the experience shows that countries usually rush to the IMF as the last hope

towards stabilisation.

In addition to orthodox-IMF and heterodox programmes, stabilisation

can be implemented in a gradual or shock fashion. The latter type of

programmes, referred to as shock therapy, became very common during the

reform of the transition economies of Central Europe in the 1990's. One

wildly studied case is Poland's shock therapy programme of 1990, with the

objective of liberalising the economy, causing a significant drop in real output

(Lipton and Sachs, 1990). Under a shock therapy programme, the

implementation of income policies around the nominal anchor may be so

6
IMF programmes usually adopt wage restraints, but not price controls.
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dramatic that the economy goes into a resting mode with a severe recession. In

this situation, the slow-down in economic activity helps to contain inflation.

However, this severe negative welfare effect is one of the reasons why shock

programmes are less popular (Agenor and Montiel, 1999). Nonetheless, some

positive arguments in favour of shock programmes have been posed.

Firstly, shock reforms motivate the reallocation of resources, lowering

adjustment costs (Mussa, 1984). Secondly and due to their decisive nature,

these types of programmes tend to enhance credibility (Hiemenz et al., 1992).

Thirdly, it is more feasible to establish rapid reforms, since it is almost

impossible to design a detail sequence of reforms (Funke, 1993). Finally,

gradual reforms may deter the efficient allocation of resources (Murphy et al.,

1992) and may inhibit the liberalisation of the economy (Lipton and Sachs,

1990).

On the contrary, gradual programmes tend to implement a set of

income policies around the nominal anchor that are more subtle and usually

compensate their adverse effects on low income sectors by using, for example,

focalized subsidy mechanisms. Many countries, such as China and Japan have

experienced gradual-based transitions. Other examples include the case of

Chile in 1983, with an orthodox-gradual programme, while a heterodox-

gradual programme is the Brazilian Campos-Bulhoes of 1964-1967. On the

other hand, heterodox-shock programmes may include, for example, the

Argentina, Bolivia, Brazil and Israel programmes during 1985 and 1986 as

mentioned earlier.
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The choice of programmes and the IMF as a lender of last resort is

profoundly controversial and has raised a great deal of research on the subject

(Fischer, 1999). The debate has centred on the structuralist view which

favours heterodox type programmes versus the monetarists' school which is

the essence ofIMF-orthodox-gradual recipes.

The structuralist and more recently the neo-structuralist argue that IMF

packages impose an unnecessary burden on society, leading to losses in

output, growth and employment. For example, regarding the IMF prescription

for devaluating the currency, Dornbusch (1973) shows that under fixed

international prices, such policies lower aggregate demand. Cooper (1971)

also argues that if the initial trade deficit is very large, a devaluation that

improves the trade balance may have adverse aggregate demand effects.

Diaz-Alejandro (1963) points out that any given devaluation may

cause aggregate demand to fall if a significant redistributing effect is induced.

This effect increases the income of capitalists and reduces the income of

workers, under the assumption that workers have larger propensities to

consume. Ahmed (1986) also shows that if the country has a substantial

foreign debt and if purchasing-power-parity (PPP) does not strictly holds,

devaluation will increase the debt burden and will therefore lower aggregate

demand.

In addition, Krugman and Taylor (1978) show that under large trade

deficits, if exports and imports react slowly to prices, a devaluation will, in the

short run, increase domestic spending above earnings from exports and
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therefore cause aggregate demand and non-tradable production to fall. Other

authors argue that aggregate supply will fall during devaluations due to

increases in import prices of raw materials, increases in wages that are linked

to exchange rate expectations and increases in interest rates due to a fall in

money supply associated with the devaluation of the exchange rate (Van

Wijnbergen, 1986).

There is also research that shows a contractionary effect from credit

restrains. If financial markets are underdeveloped, the banking system

becomes firms' only source of financing. A credit restraint will raise interest

rates, reducing investment and aggregate output (van Wijnbergen, 1983). It

may also increase the opportunity cost of capital, limiting the availability of

credit and lowering aggregate supply (Bruno, 1979).

On a global basis, Williamson (1981) has argued that if credit restrains

are applied simultaneously to a group of countries in the form of stabilisation,

a world-wide recession may occur affecting the ex-post performance of the

countries under the programmes. Therefore, according to the structuralists,

devaluation and credit restraints provide no immediate solution to balance of

payment problems or to economic crisis.

In defence to their structural packages, the IMF argues that corrective

measures are necessary to avoid a more painful medicine down the road.

. However, some authors have suggested that excessive conditionalities are

required, creating increasing concerns regarding the ability of governments to

co .
rnmit to the programmes (Goldstein, 2000). Nonetheless, the IMF argues
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that their corrective measures are the best antidote to balance of payment

problems (Nowzad, 1981). Other empirical studies have suggested that

conditionalities have negligible additional effects over economic growth, as

they reflect government's policies that would have been implemented

regardless of the IMF (Dreher, 2006).

The IMF has also argued that their stabilisation packages promote

aggregate supply through policies oriented at reducing price distortions and

trade barriers (see, for instance, Khan and Knight, 1982). Finally, the IMF

understands that most of the structuralists' arguments are already incorporated

in their stabilisation packages. Although at the theoretical level the debate has

remained unresolved, at the empirical level evidence shows strong support for

IMF programmes. For example, Gylfason (1987) compares the

macroeconomic performance of developing countries on IMF stabilisation

packages against countries with similar balance of payments difficulties but

without formal programmes. He finds strong support for the IMF in terms of

controlling inflation and improving the balance of payments, with negligible

effects over output performance,"

70 .
~e .l~portant aspect of stabilisation that has recently being explored is the

~~~lblhty. ~ffect.i~duced by IMF packages (see Bird, 2002). It is believed that
Condltlonahtles are more credible than discretion, thus raising the ex-post

success probability of the programmes.
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2.3 Stylized facts of stabilisation

The stabilisations pursued in Latin America, Israel, Turkey, and Iceland

attempting to alleviate chronic inflation, have allowed establishing important

stylized facts. Calvo and Vegh (1999) and more recently Fischer et al. (2002),

have established facts regarding the choice of nominal anchors. Table 2.1

presents the most relevant.

Table 2.1: Empirical regularities of stabilisation programmes

Exchange-rate-based stabilisation Money-based stabilisation
l-

I. Slow convergence of the inflation
1. Slow convergence of the inflation

rate to the rate of growth of the
rate to the devaluation rate

money supply

2. Real appreciation of the domestic 2. Real appreciation of the domestic

currency currency

3. Initial increase in real GDP and

private consumption followed by .
3. Initial contraction in economic

activity
later contraction

Source: Calvo and Vegh (1999)

Facts one and two, which are common across programmes, imply that

the nominal exchange rate decelerates faster than domestic prices, resulting in

a real appreciation of the exchange rate. A literature has emerged trying to

understand the reasons behind the real appreciation of the exchange rate,

taking two broad approaches.
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The first focuses on a framework that assumes that the real exchange

rate starts out at a steady state level prior to stabilisation and several aspects of

the programmes cause a subsequent appreciation. The second shows that as a

result of internal and external misalignments, the real exchange rate starts out

away from equilibrium and converges to the steady state after stabilisation

policies are implemented.

Within the former framework, however, there are two potential

explanations for the observed behaviour of the real exchange rate. One

understands that various aspects of stabilisation lead to higher aggregate

demand, raising non-tradable prices and causing a real appreciation of the

currency. Calvo and Vegh (1993) argue that if stabilisation is not credible,

consumers will increase spending while conditions remain stable. Uribe

(1995) and Roldos (1995) view inflation as a tax that when reduced through

stabilisation, will boost investment and consumption, causing an appreciation

of the real exchange rate. Rebelo and Vegh (1995) highlight that fiscal

reforms associated with stabilisation programmes reduce the need for

distortion financing, increasing permanent income, leading to higher

consumption and a lower real exchange rate. Finally, Erceg and Levin (1996)

argue that the structural reforms in most stabilisation programmes increase the

desired capital stock, leading to higher output and a lower real exchange rate.

Under the second set of explanations, inflation is slow to decline to

international levels due to overlapping contracts, imperfect credibility, and

backward looking expectations that, under a fixed nominal exchange rate
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anchor, leads to an appreciation of the real exchange rate. Rodriguez (1982)

uses a model of non-tradable inflation that assumes that expected inflation

adjusts sluggishly to changes in actual inflation. In Dornbusch and Werner

(1994) inflation depends on wage growth, which is determined by expected

inflation and approximated by lagged inflation. In the last two cases, with a

fixed nominal exchange rate, sticky prices cause a real appreciation of the

c~ency. In Edwards (1996) wage growth depends on the credibility of the

stabilisation programme. If the programme is not fully credible and the

nominal exchange rate is anchored, non-tradable inflation resulting from wage

inertia leads to a real appreciation of the currency.

The final explanation argues that domestic inflation is linked to the

gap between the real exchange rate and its equilibrium or steady state level.

Due to balance-of-payments misalignments and a highly devalued nominal

exchange rate prior to stabilisation, the real exchange rate may be away from

its domestic market-clearing level, causing pressures on non-tradable prices.

Again, under a nominal exchange rate anchor, inflation persistence will cause

an appreciation of the real exchange rate until equilibrium is restored (see

Kamin 2001; Gil-Diaz and Carstens, 1996). Kamin (2001) finds that inflation

in Mexico is mostly driven by these types of real exchange rate

misalignments.8

8
~n~ me~t of the approach is that it successfully combines both equilibrium

~ .m~rtlal theories in an error correction model (ECM) that allows
1 enbfymg the contribution of each explanation to the real appreciation of the
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According to fact three in Table 2.1, however, the most salient

difference between the two types of stabilisation strategies is the real effect

over economic activity and the business cycle. In particular, ERBS exhibits a

consumption boom early in the programme followed by a contraction, whereas

MBS exhibits an initial consumption drop followed by a recovery. The

literature exploring these boom-drop-recovery cycles, known as the

"recession-now-versus-recession-Iater" hypotheses, uses models aimed at

replicating the empirical regularities in consumption following stabilisation.

There are four main explanations in the literature aimed at capturing

such consumption patterns (see Fischer et al., 2002). An earlier explanation,

originally presented by Rodriguez (1982) following Cagan (1956), was based

on backward-looking inflation expectations. Accordingly, if there are

backward looking expectations and uncovered-interest-parity (VIP) holds such

that nominal interest rates fall proportionally with the exchange rate, real

interest rates will fall. As a result, consumption will increase.

These models provide a good explanation for episodes in which real

interest rates fall early in the programme like the Argentine 1978 plan.

However, they cannot explain programmes in which real interest rates

suddenly increase due to the implementation of stabilisation policies, such as

many heterodox attempts in the mid 1980's (see Calvo and Vegh, 1999).

eX~hangerate. One limitation of the model, however, is its light theoretical
su stance in the development of the partial adjustment ECM formulation.
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Figure 2.1a: Log changes in an average real exchange rate index (MBS)
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Figure 2.1b: Log changes in an average real exchange rate index (ERBS)
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Figure 2.2a: Average GDP growth (MBS)
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Figure 2.2b: Average GDP growth (ERBS)
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Calvo and Vegh (1999), and Calvo (1986) are examples of models that

explain consumption boom-drop cycles using the "temporariness hypothesis".

According to their explanation, under ERBS the exchange rate is not usually a

fully credible anchor implying that consumers, perceiving its temporariness,

anticipate a future devaluation. Acting on this perception, agents increase

consumption of tradable goods and services. However, as the economy

stabilizes and the anchor consolidates, the process creates an eventual

slowdown.

In an attempt to provide a companson between both types of

programmes, (Calvo, 2007) also studies MBS programmes under the

assumption of imperfect credibility. He also finds that MBS leads to higher

interest rates and lower output relative to ERBS. There are two potential

problems with this hypothesis, however. Firstly, it can only explain

consumption booms in non-credible programmes. Secondly, and most

lmportantly, the hypothesis relies heavily on a large elasticity of substitution in

consumption, which has been found unlikely (Reinhart and Vegh, 1995).

De Gregorio et al. (1998) provide a related explanation. In their

model, consumption follows an inventory (S,s) type rule for the purchase of

durable, non-tradable, goods." Under the assumption that stabilisation

9Th
. e (8,s) inventory management model is characterized by a bandwidth of
;ventory. with a lower limit designated as s and an upper limit designated as
'.When Inventory levels fall below s, agents purchase enough inventories to

~~se the .levels to 8. When inventories lie within the band, no action is taken.
~ :mInal wo~k suggesting endogenous inventory cycles is Meltzer (1941)

an e conventional wisdom on the use of inventories as buffer to smooth
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generates a wealth-income effect, unplanned consumption will be carried

forward creating an early boom that, as inventories are replenished, will be

followed by a later contraction. One important aspect of the model is that it

can reproduce a boom-drop cycle without using credibility as the central

argument. The above explanations can be classified as demand-side

approaches mainly focusing on demand driven factors.

A fourth and final explanation, which is a supply-side view, treats

inflation as a tax on either income or labour. This tax will affect the

consumption-leisure choice, which under a stabilisation programme will create

an early boom in consumption. The boom is created since many of the policies

implemented under the stabilisation programme reduce the tax effect when

inflation is stabilized. This view, however, is not capable of generating the

different consumption patterns observed during ERBS and MBS programmes

(see Lahiri, 2000 and 2001; and Rebelo and Vegh, 1995).

An additional way of looking at these stylized facts is through

graphical representation. Figures 2.1a and 2.1b show the log changes in the

cross sectional average of a real exchange rate index for a group of developing

countries that have undergone IMF stabilisation programmes. 10

cycles follows from Holt et al. (1960). A survey on inventory and (S,s) type
~les can be found in Blinder and Maccini (1991).
In the graphs, the year of stabilisation is labelled T and the average is carried

out according to the actual dates of stabilisation for each country in the
sample. Table 2.2 presents the countries and dates of stabilisation used in the
construction of the graphs.
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Table 2.2: IMF stabilization country, dates and anchor type.

Country Region Beginning Stabilization Exchange
Date Date 1,2 Rate Anchor

Argentina 1 Latin America 1976 1977 MBS
Argentina2 Latin America 1980 1980 ERBS
Argentina3 Latin America 1985 1986 ERBS
Argentina4 Latin America 1991 1991 ERBS
Bolivia Latin America 1985 1986 MBS
Brazil l Latin America 1965 1966 ERBS
Bmzi12 Latin America 1990 1991 MBS
Chile 1 Latin America 1964 1965 MBS
Chile 2 Latin America 1974 1975 MBS
Chile 3 Latin America 1977 1978 ERBS
Costa Rica Latin America 1982 1983 MBS
Dominican Republic I Caribbean 1985 MBS
Dominican Republic 2 Caribbean 1991 1992 MBS
EcUador Latin America 1983 MBS
EcUador Latin America 1984 MBS
EcUador Latin America 1988 1990 MBS
ECUador Latin America 1992 1994 ERBS
Iceland Other 1976 1976 MBS
Iceland Other 1983 1984 ERBS
Israel Other 1985 1986 ERBS
Jamaica Caribbean 1992 1993 MBS
Mexico Latin America 1983 1984 MBS
Mexico Latin America 1987 1989 ERBS
Mexico Latin America 1995 ERBS
Nicaragua Latin America 1991 1991 ERBS
Nigeria Other 1990 1990 MBS
Nigeria Other 1993 1994 MBS
Peru Latin America 1985 1986 ERBS
Peru Latin America 1990 1991 MBS
Turkey Other 1980 1981 MBS
Turkey Other 1999 ERBS
Uganda Other 1981 1982 MBS
Uganda Other 1988 1989 MBS
Uruguay Latin America 1969 1969 ERBS
Uruguay Latin America 1975 1976 MBS
Uruguay Latin America 1980 1981 ERBS
Uruguay Latin America 1990 1992 ERBS
Venezuela Latin America 1989 MBS
Zambia

Other 1993 1994 MBS
Sources: Hama (2001) .
N n, Easterly (1996), Torn ell and Velasco (1998), IFS and National Sources
thore: MBS group all types of programmes that do not have an explicit nominal anchor. In this regard,
p e more accurate connotation would be non-ERBS programmes. We have kept MBS for expositionalurposes.
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The evolution of the real exchange rate captures facts one and two in

Table 2.1, which under both MBS and ERBS programmes, tend to fall due to a

slow convergence of local inflation to international levels and/or an

appreciation of the nominal exchange rate. As it is evident from the charts, the

real exchange rates in both cases tend to appreciate on average during and

after the programmes are introduced.

It is also interesting to see that the real exchange rate appears to start

out more depreciated under MBS than under ERBS. Some authors like Kamin

(2001) suggest that the real exchange rate starts out more depreciated than a

market clearing equilibrium level. As inflation persists, the real exchange rate

appreciates until equilibrium is restored. According to the charts, it appears

that the gap might be larger under MBS than under ERBS.

Additionally, Figures 2.2a and 2.2b show the cross-section average of

growth of real GDP for the sample countries. Under ERBS, GDP falls in the

first year of the programme and then recovers in the second and third year.

Under MBS, GDP booms in the first year of the programme and drops in the

third and fourth year after it is introduced. The fall is sometimes in the

magnitude of negative growth, and is one of the reasons the literature dealing

with these drop-recovery patterns is usually refer to as "recession now vs.

recession later" hypothesis.
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2.4 Stabilisation and inflation inertia

Inflation in developing countries has been predominantly characterized by

strong inertial forces. Inertia implies that today's inflation depends on past

realized levels, and as a consequence, shocks will be passed on through

persistent. Therefore, it becomes vital to understand the fundamental drivers

behind inertia in order to effectively design policies aimed at achieving

stylization.

According to Dornbusch and Simonsen (1988), the inflation process

Can be represented by a combination of excess demand forces capturing

economic overheating when reaching some structural bottleneck, random

exogenous supply shocks hitting the economy in a favourable or adverse

fashion (e.g., changes in international oil price, natural catastrophes, etc.), and

inflation persistence.

The reason for such persistence or inertia is understood to be result of

some sort of formal or informal indexation. During times of crisis, it is

common to find wage rules that are legally binding in setting wage increases,

as well as informal wage bargains aimed at compensating for past inflation.

There are also expectations mechanisms that create inertial effects. For

example, firms may set prices according to increases in the cost and marketing

strategies followed by competitors that most likely reflect the performance of

past inflation. In any case, as a result of inertia, inflation expectations are

based on the notion that inflation tomorrow will almost certainly be above
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today's inflation, unless some policy or exogenous event is expected to occur.

As a consequence, wage and price increases will be granted, creating a self

fulfilling process that generates additional inflation (Pazos, 1972).

There are numerous ways of formally introducing inertia in an inflation

model. For example, there are overlapping or staggered contracts (Calvo,

1983), backward looking expectations in setting wages and prices (Dornbusch

and Werner, 1994), and imperfect credibility over policy (Calvo and Vegh,

1993). On the other hand, inertial inflation can also be the result of policy

feedback rules introduced by the authorities.

In many developing countries, central banks usually follow policies

aimed at accommodating the value of the exchange rate in order to maintain or

improve the country's trade performance in terms of its relative international

competitiveness. These rules, called crawling peg regimes, periodically adjust

the nominal or "spot" exchange rate according to past price differentials

between the country and its main's trading partner, thus creating an inertial

effect (see Williamson, 1981). Edwards (1992), for example, developed a

model, which is a variant of Dornbusch's (1980) tradable/non-tradable

framework originally pioneered by Salter (1959) and Swan (1960), that

captures the salient features of developing countries, especially in Latin

America. In this framework, inertia could be present, even under rational

forward looking wage expectations with no formal or informal indexation, as a

result of the rules implemented in the conduct of exchange rate policy. In

addition, Edwards (1996) shows that credibility on the stabilisation policies
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play a determinant role in the evolution of inflation inertia and in the design

and implementation of stabilizsation policies.

2.5 Credibility and stabilisation policies

The literature on stabilisation argues that credibility on a programme can

reduce the cost of disinflation by changing the expectations about the future

path of inflation through its role in the setting of wage and price decisions

(Taylor, 1982). In contrast, when stabilisation policies lack credibility, the

pUblic may recognize that the programme will not be maintained and

collectively cause it to collapse.

There are arguments and evidence on the importance of credibility and

its role on the potential opportunity costs of stabilisation policies. The subject

was formally developed in Dornbusch and Fisher (1986). However, Sargent

(1982) shows that depending on the level of credibility stabilisation can be

implemented with little or no output costs as was evident during the

hyperinflation episodes of Austria, Germany, Poland and Hungary after World

War I. Closely related to Sargent's approach, is Persson and Tabellini's

(1990) game-theoretic framework for analysing the concept of credibility

within the context of central bankers and policy makers. If agents perceive

that a new stabilisation regime will be abandoned, the structural properties of

inflation will not change and persistence will remain. If there is full credibility

on the programme, however, inertial inflation will disappear and inflation will

be driven by aggregate misalignments and exogenous supply shocks. In this
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case, inflation will be fully controlled and the stabilisation programme can be

regarded as successful (see Edwards, 1998).

In contrast, Taylor (1975) argues that even if stabilisation programmes

are fully credible, the speed at which inflation can be reduced may be slow

because the public will only learn gradually about the new stabilisation

environment. Hence, in countries that suffer from persistent high inflation,

stabilisation can be costly regardless of the level of credibility, as inertial

forces are already built in the dynamics of economic fundamentals, taking

longer for agents to incorporate the new set stabilisation rules.

In addition, credibility on a stabilisation programme has an

"announcement" and an "implementation" effect. The announcement effect

measures the initial credibility shock that the programme might have over

relevant nominal and real variables. On the other hand, the implementation

effect measures the evolution of credibility as the stabilisation attempt

consolidates. Both of this effects, however, respond to factors such as the

consistency of fiscal and monetary policy, asymmetric information regarding

policy instruments, and uncertainty regarding the economic environment.

First of all, credibility on the stabilisation programme can be affected

by the inconsistencies among the policies that are simultaneously

implemented. For instance, disinflation policies under a nominal anchor

require the use of restrictive fiscal policy. If stabilisation is not followed by

controls on public spending, agents will doubt that the programme will be
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sustained, causing a loss of confidence in the policies and a potential collapse

of the programme (see, for example, Auernheimer, 1987).

Lack of credibility can also be the result of time inconsistencies in the

stabilisation package. If agents understand that the government has an

incentive to deviate ex-post from the stabilisation effort in order to derive

output gains once expectations are set at a lower inflation level, the

programmes will lack credibility even before the stabilisation attempt is

implemented (Barro and Gordon, 1983). Only in situations in which there are

proper institutional arrangements such as independent central bankers (Rogoff,

1985) or if there exist a reputation equilibrium for commitment (Barro, 1986),

and the existence of contracts such as an IMF programme or Walsh (1995)

type contracts that ensure ex-post stabilisation policies will be maintained, will

the credibility source be of relevance." As shown in Cukierman (1991), the

incentive to inflate can be the result not only of the Phillips (1958) trade-off

between inflation and unemployment, or the trade-off between inflation and

output (Okun, 1962), but also due to short term rigidities in taxes, the need to

reduce the real value of the government debt, or to increase the international

competitiveness of the country through the terms of trade.

A third source of credibility problems comes from incomplete or

asymmetric information regarding the true objectives of the government

during t bT .. sal isation. It is common to find governments that may not be serious

11
It can be argued that time inconsistencies may not affect downward the

~~uncernent effect of the programmes, if these programmes are
rnp ernented under the surveillance of an international body such as IMF.
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about their attempts to stabilize inflation even under the restrictions imposed

by the IMF. This incomplete source of information will challenge the

credibility of the programme and is perhaps one of the primary reasons why

successive stabilisation attempts fail in cascade. Evidence of such a situation

can be found in the 1996 Cruzado Plan, the Bresser Plan of 1987 in Brazil

(Agenor and Taylor, 1992), and the several failed MBS stabilisation attempts

in the Dominican Republic between 2003 and 2004 (Sanchez-Fung, 2005).

There is also Poole's (1970) instrument uncertainty, in which the

public may understand that the government has an imperfect control of the

anchor. This source of uncertainty will cause agents to lose confidence in the

ability of the government to effectively carry out the stabilisation attempt (see

Agenor and Bhandari, 1991).12 In addition, there is uncertainty regarding the

ability of agents to predict the possible outcomes of stabilisation. Since

projections are done in a stochastic environment, external shocks may be large

enough to throw the stabilisation plan off track, causing a loss of confidence

on the programme. Hence, agents may perceive that the programme's success

probability will be low if uncertainty is high and will lose credibility in the

ability to successfully achieve disinflation (see Flood, 1983).13

Finally, there is a less direct but related issue regarding the reputation

of the government to control inflation. This reputation effect can be more

12Th. .
elf model concentrates on the implication of lack of government spending

control and its relationship to the probability of collapse of the stabilisation
pJogramme.
b I~ Flood's (1983) model, agents' anticipation of a possible future
a an onment of the stabilisation programme creates a self-fulfilling process.
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pronounced during the introduction than during the implementation of the

programme, in which the mere announcement of a stabilisation package

implemented by a new elected government that has a reputation for controlling

inflation may induce an initial credibility shock that can be effective in

reducing inflation inertia.

Although all of these are important concepts for understanding the

links between credibility and disinflation policies, at the empirical level it is

difficult to isolate which source of credibility is being affected. Few studies

have tried to separate the sources of credibility problems (see, for example,

Bordo and Redish, 1990) and most empirical tests focus on the issues as a

whole. However, it is reasonable to argue that within the announcement effect

at the time of stabilisation, time inconsistency, uncertainty and reputation may

be the main sources of credibility problems.

As a way forward, a strand of the literature has focus on ways of

measuring credibility and to evaluate the factors affecting it evolution before

and after stabilisation programmes are introduced. For example, Agenor and

TaYlor (1992) developed a two-step approach, using a proxy of a credibility

Variable by means of the Kalman filter, to test for credibility effects during the

Cruzado stabilisation plan implemented in Brazil. The approach revealed that

inertial inflation is affected by credibility. Subsequently, Prazmowski (2002)

extended Agenor and Taylor (1992), testing how government policy and

reforms might influence ex-post credibility, and as a consequence, the long

term success of a stabilisation programme. Knot et al., (1998) also shows that
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credibility is directly related to fiscal and monetary misalignments and its

effects over the success of stabilisation programmes.

2.6 The nominal anchor

The literature on stabilisation is concerned with the selection of the nominal

anchor when engaging in any stabilisation attempt. The debate is centred on

whether ERBS is superior to other forms of stabilisation, especially MBS

programmes (Calvo and Vegh, 1994). The comparison is usually carried out

by evaluating the stylized facts pertinent to each type of anchor, assessing the

welfare implications at the time of their selection. As presented in section

2.3, exchange rate pegs are characterized by an expansion of real economic

activity in the early stages of the programme followed by a decline at the late

stages of the stabilisation attempt. Under MBS, however, the opposite pattern

IS common, with a drop kicking in at the beginning of the programmes and

followed by a recovery in real economic activity. Despite some mixed

evidence (see Hamman, 2001, and Easterly, 1996), the stabilisation attempts in

the last four decades have left a legacy of cases which point out in the

direction of this mayor stylized fact (Calvo and Vegh, 1999). The

conventional wisdom remains, however, that the cost in terms of output losses

will be paid up front under MBS, whereas under ERBS these costs will be

postponed until later in programmes.
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Choosing programmes based on whether the costs of stabilisation are

bared at the beginning or later in the programmes relates to the "recession-

now-versus-recession-Iater" hypothesis. In this regard, the choice of the

nominal anchor takes into consideration the output cost of disinflation and is

based on the sacrifice ratio resulting from the two alternative strategies. For

example, Fischer (1986), based on the sacrifice ratio, concludes that ERBS

should be the preferred stabilisation strategy." Chadha et al. (1992) also

con~~ude that ERBS cuts in half this ratio compared to a money anchor. These

views are influenced by the staggered-contract approach of Fischer (1977) and

Taylor (1979, 1980). Under these models, contracts are assumed to remain

present for a number of consecutive periods, introducing price persistence.

These models are based on the assumption that the credibility is not enough to

mitigate the cost of disinflation.

At the empirical level, however, money anchors are less common than

exchange rate pegs. This revealed preference for choosing ERBS over MBS

may be rationalized on a number of grounds, all of which suggest that ERBS

should be the preferred form of stabilisation strategy (see Calvo and Vegh,

14 These ideas have also influenced a new literature in which the programmes
~e .chosen based on the political gains that governments derived from the
:um~n~.and the cost of each type of stabilisation strategy. Since ERBS create
f Illltial boom followed by a contraction, whereas MBS generate a burst
o~lowed by a recovery, policymakers may consider the timing of elections
w en determining the nominal anchor for stabilisation. Aisen (1994) finds
~tro~~ evidence that the choice of nominal anchor depends on elections,
Imp ymg the existence of political opportunism. In particular, ERBS are, on
average laun h d b S'.. • •

, c e erore electIons while MBS are mtroduced after elections.
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1999). One concern against the use of ERBS and in favour of MBS, is in

situations of low credibility and/or high volatility.

Theory suggests that imperfect credibility have dramatically different

consequences under each type of nominal anchor (see Calvo and Vegh, 1994).

Under ERBS, lack of credibility is more disruptive because it reduces inflation

by less and at the same time increases the size of the cycles in real economic

activity (i.e., volatility). In contrast, lack of credibility in MBS reduces both

the benefits of stabilisation in terms of lower inflation as well as the cost in

terms of the initial recession. Hence, as pointed out in Calvo and Vegh (1999)

"if the public is sceptical, a money anchor may be less risky". 15

2.7 Optimal anchors and the timing of stabilisation

There is an extensive literature, pioneered by the earlier works of Tinbergen

(1952), dealing with the choice of optimal policies under uncertainty. This

line of research deals with problems in which a social planner chooses

instruments, reforms and/or regimes according to the first and second

moments of their economic environment. For example, the central bank may

15 It is also argued that ERBS induces more fiscal discipline than MBS,
~anslating into greater credibility and a higher success probability. However,
hornellan~ Velasco (1998) showed that the experience in Latin America, with
~ e except~onof Mexico and Brazil, says otherwise. In fact, they relate the
I;gre~ of Impatience of the policy maker with the degree of fiscal discipline.

to ICYmakers are inpatient then MBS will provide more discipline and
per aps greater credibility that ERBS.
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evaluate the welfare implications of alternative policy instruments, selecting

those that minimize social losses under specific model assumptions.

Following some historical accounts of the literature, Poole (1970) in

his seminal contribution analyzed the question of whether the central bank

should target money stock or the interest rate, showing that the selection of the

optimal instrument should be made based on the relative variance of its

targets. Brainard (1967), for example, was concerned with the use of fiscal or

monetary policy when the authorities are uncertain on their impact on

economic activity. He shows that the selection should be based on the

. instrument or policy with the lowest variance. Within the context of the open

economy, Friedman (1968) examined the circumstances under which flexible

exchange rates are optimal, while Boyer (1978) proposed the most beneficial

h . der i fect i f . 16exc ange-rate regime un er imper ect m ormation,

Subsequently, and within the literature on rules versus discretion,

Barro and Gordon (1983) assessed the dynamic inconsistency of monetary

policy that creates an inflation bias, and modelled the optimal response of the

central bank accordingly. Rogoff (1985) evaluated the trade-off between low

average inflation and policy flexibility in response to shocks, suggesting the

delegation of monetary policy to a conservative central banker in order to

improve social welfare.

16 Oth .er important contributions to this debate include Friedman (1953) and
Mundell (1963).
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In the above models, the choice of instruments, regimes and/or reforms

depend on the variance of the shock to the system. A natural extension of this

literature deals with the optimal timing of regime changes, in which a switch

of regime is triggered by their relative volatility (see, for example, Flood and

Marion, 1994). Within the literature on stabilisation, the optimal anchor is

usually defined based on the ability of the anchor to bring down inflation with

minimum real associated costs (see Tornell and Velasco, 1998).

Another important aspect is the timing of stabilisation. For instance,

Fischer (1999) has noted that governments avoid implementing IMF

programmes and usually delay too long for introducing a stabilisation strategy.

There is a literature on the timing of stabilisation taking two broad approaches.

One revolves around a political business cycle in which the timing of the

programme is based on the political and economic gains associate with

stabilisation (see, for example, Sturzenegger and Tommasi, 1998).

The second approach focuses on the optimal timing from an empirical

perspective. For example, Flood and Marion (1994) relates the optimal timing

of a regime switch to the point in which the relative variance of the stochastic

shocks triggers a switching rule. At the practical level, however, there is little

evidence on the performance of the rules against actual data. Most of the

empirical literature draws from models that analyze the factors that explain

regime changes, unable to determine if the direction and timing of the switch

is optimal.
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A further empirical question is whether governments adopting the

regime switch behave according to the prescription of the models. Veiga,

(2002) studies the effect of IMF loans on stabilisation. He finds that high

political fragmentation has a significant delaying effect, but is unable to

establish if the loan itself has consequences on the timing of stabilisation.

A related subject is what the literature calls "duration" in stabilisation.

There are two types of duration: The first, known as "delays" in stabilisation,

measure the time between the dates in which the economy reaches a threshold

definition of high inflation and the date the authorities implement a formal

stabilisation programme. The second, known as a "stabilisation episode", is

the length between the date the authorities implement the programme and the

date in which the economy reaches some definition of inflation stability. The

first type of duration provides an assessment of the agility of the authorities

when engaging in stabilisation and the second measures the effectiveness of

the programme in controlling inflation.

The literature dealing with duration in stabilisation focuses on the

externalities and political games that cause policy makers to delay stabilisation

and/or to implement soft programmes that ultimately fail. For example,

Alesina and Drazen (1991) argue that delays in fiscal stabilisation result from

the failure of rival interest groups to agree on a deficit reduction programme.

This situation leads to a war of attrition in which an agreement to engage in a

stabilisation programme is only reached when one of the groups accepts

paying a higher proportion of the stabilisation cost.
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Drazen and Grilli (1993) extended the argument by emphasizing the

possible benefits of economic crises. Since higher costs of delays rush

stabilisations by revealing the looser preferences, an exogenous shock that

worsens economic conditions may be welfare improving if the costs are

compensated by the benefits of earlier stabilisation. Laban and Sturzenegger

(1994b) show that class conflicts between the rich and the poor and their

adjustment costs lead to delays in stabilisations within the context of the Latin

American debt crisis.

In Laban and Sturzenegger (1994a) delays occur due to higher costs of

stabilisation, lower costs of inflation, and/or lower costs of financial

adaptation. Mondino, Sturzenegger and Tommasi (1996) extend this

framework by incorporating the possibility of recurrent cycles of inflation and

stabilisation. Fernandez and Rodrik (1991) illustrate how a reform that would

benefit a majority of the population may be rejected by the majority of the

electorate when the identity of the gainers cannot be determined before the

programme is introduced.

At the empirical level, however, the testable implications of these

theories rely on measures of duration. The standard approach for measuring

duration is by the difference between the date of stabilisation and the time

when an economy reaches some threshold definition of high and low inflation.

Ball (1994) and Easterly (1996) have used rules for defining stabilisation

episodes. For example, Easterly (1996) proposes a measure of duration in

which an inflation crisis is defined as a period of at least two consecutive years
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of inflation above 40 percent, and a stabilisation episode, as a movement from

an inflation crisis to a non-crisis status, the latter defined by a period of at least

two consecutive years with inflation below 40 percent. 17 He has suggested,

however, that there is plenty of room to improve on this line of research.

2.8 Conclusions and policy implications

The literature on stabilisation has evolved substantially in the last four decades

on the back of the knowledge gained from formal stabilisation episodes

usually pursued under the guidance of the IMF. But the limited information

on heterodox or non-IMF episodes has created a biased leaning against the

analysis of orthodox plans both in terms of ERBS and MBS programmes.

The bias has limited the ability of countries to implement self-managed

stabilisation policies, creating an apparent dependence on the IMF as a crisis

manager and lender of last resort in situations of chronic inflation and balance

of payments misalignments. This has raised a number of criticisms regarding

the effectiveness and potential moral hazards of the IMF and other allied

institutions.

Hopefully, the literature will continue to provide research and facts

that could help countries avoid or minimize the occurrences of crisis and the

dependence on institutions like the IMF in the design and implementation of

17 The ~esho~d definition of a crisis and non-crisis state based on a 40 percent
level. of inflation and a delay of two years has been highly criticized, and is
consIdered ambiguous or arbitrary (see Hamann, 2001).
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stabilisation policies around the world. There is, however, a sizeable research

gap that needs to be fulfilled. For example, policy-makers need to better

understand the role of credibility in stabilizing, or even more important, in

preventing macroeconomic misalignments. Is credibility enhanced by

institutions like the IMF or by the type stabilisation strategy been pursued? Is

there a relationship between the announcement and implementation of

macroeconomic policy and the perceptions of agents on the success of

stabilisation strategies that could have profound welfare effects? Is the timing
"

of stabilisation plans relevant in minimizing or even so, in preventing crisis?

Does the degree of capital mobility and currency substitution resulting from

globalization, affect the outcome of stabilisation polices? Do structural

changes that are obviously present during times of severe volatility, affect the

ability of government to measure and predict the impact of their stabilisation

policies? The ensuing chapters in this thesis aim at contributing to this

knowledge and to answer some of these policy questions, helping to shape our

understanding of stabilisation efforts in general and IMF -backed programmes

in particular.
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Chapter 3

The stochastic life cycle-permanent income model

during Stabilisation

3.1 Introduction

Consumption is characterized by drop-recovery patterns during episodes of

. stabilisation. The stylized facts show that during exchange-rate-based

stabilisation (ERBS), consumption begins with a boom and end with a

slowdown, whereas under money-based stabilisation (MBS) programmes,

consumption initially drops and later recovers (see, for example, Vegh, 1989;

and Kiguel and Liviatan, 1992).

Within the literature on ERBS, there are four leading explanations

classified as demand side and supply side approaches. In the former, the

temporariness hypothesis pioneered by Calvo (1986), and later extended by

Calvo and Vegh (1999), rests on the notion that agents' perceive the

stabilisation programme to be temporary. As a consequence, consumer

expenditure will increase while conditions remain stable and subsequently

contract as expectations concerning the failure of the programme materialize.
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The second explanation holds that stabilisation policies create wealth

and income effects that bring forward unplanned consumption, creating an

early boon followed by a later contraction (see, for example, De Gregorio et

al., 1998). The third is based on backward-looking inflation expectations

originated by Rodriguez (1982) following Cagan (1956), in which

consumption is linked to interest rates and exchange rates. If uncovered

interest parity (VIP) holds, interest rates fall proportionally with the exchange

rate as a result of stabilisation policies. The fall in interest rates causes an

increase in consumption followed by a later drop as conditions stabilize.

Finally, the supply side argues that inflation is a tax, that when controlled or

reduced by the stabilisation programme, will modify consumers' preferences,

creating an initial boom followed by a contraction (see, for example, Lahiri,

2001, and Rebelo and Vegh, 1995).

This chapter explores an alternative demand-side explanation that

accounts for the patterns observed in consumption during both ERBS and

MBS programmes. The modelling extends Hall's (1978) stochastic random

walk hypothesis allowing for capital mobility and currency substitution in the

allocation of savings. According to the currency substitution-capital mobility

literature on developing countries, as a result of financial system

inefficiencies, especially non-competitive financial markets, and portfolio

shifts between domestic and foreign money, international financial variables

should have an influence in the allocation of domestic portfolio decisions (see

Arango and Nadiri, 1981).
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The model shows that consumption expenditure is determined by

foreign real interest rates and the exchange rate. It also illustrates that the

performance of these variables during stabilisation can create wealth and

income effects that capture the business cycles associated with consumption

during and after the programmes are introduced. The chapter employs the

model to the Argentine, Brazilian and Mexican ERBS programmes of 1991,

1994 and 1987, and to the Peruvian and Dominican Republic (DR) MBS

programmes of 1990 and 1991.

Two important contributions can be highlighted. Firstly, by

incorporating these extensions, the life cycle-permanent income model is

. better suited for understanding consumption in the developing world which is

characterized by significant volatility, and where exchange rates and

international interest rates playa leading role in the formation of expectations.

Secondly, it allows understanding the consumption patterns observed during

episodes of stabilisation that are closely related to the way central banks deal

with the exchange rate and interest rates in controlling inflation. If these

extensions have an empirical relevance, both governments as well as the IMF

could benefit from an additional tool for measuring the implications of

stabilisation, while improving on the designs of their stabilisation packages.

Section 3.2 develops an extension of the life cycle-permanent income

with rational expectations model to account for currency substitution and

capital mobility. Section 3.3 runs the econometric exercise for the selected

countries. Section 3.4 evaluates the performance of the model during
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stabilisation in general and during ERBS and MBS in particular. Section 3.5

concludes.

3.2 Extending the stochastic life cycle-permanent income model

In a very influential paper, Hall (1978) showed that under rational

expectations, the life cycle-permanent income model would predict that

consumption expenditure would follow a random walk with drift. This implied

that past values of income and consumption should not have any predictive

power over future levels of consumer expenditure. Although empirical

research has confirmed this hypothesis, there is evidence that stock market

prices have a significant forecasting role (Bilson, 1980). One explanation is

that agents in the stock market are better informed about the future of the

economy than consumers. Another explanation is that Hall's findings are

based on the invalid assumption that real interest rates are constant.

Subsequent research has relaxed these assumptions, allowing ways to

reconcile the existence of other explanatory variables within Hall's original

framework.

This paper extends the life cycle-permanent income model with

rational expectations, by incorporating foreign real interest rates and exchange

rates. The extension should proof relevant especially in countries in which the
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exchange rate is volatile reacting to information about the future of the

Ieconomy (Dornbusch, 1973).

In doing so, the first step incorporates currency substitution and capital

mobility by assuming that consumers place a fraction 0s¢s 1 of their savings

into foreign currency at a international interest rate R; = 1+ r/ , and trace its

performance in local currency by using the changes in the nominal exchange

Under these assumptions, the intertemporal budget constraint of the

representative agent is given by:

where At are total assets in domestic currency at the end of period t, Y, is

real per-capita disposable income in period t, C, is real per-capita private

I The model also incorporates the local real interest rate. However, for
simplicity and without loss of generality, it has been assumed constant. This
assumption may not implausible provided that many developing countries are
characterized by underdeveloped banking systems that lack competitive
market clearing interest rates.
2 In this setting, the allocation of savings into foreign currency is done at a
given fraction fjJ. This implies that when agents determine their optimal
consumption expenditure, they will account for the international environment.
The resulting Euler equation from the optimization problem in this chapter is
valid whether or not the consumer is constrained when allocating savings into
foreign assets However, if fjJ is allowed to be chosen freely, the consumer
optimization problems would have a pair of Euler equations describing the
evolution of changes in consumption and changes in the allocation of savings
into foreign money.
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consumption in period t, and R = (1+ r) is a constant local real interest rate.

In addition, the tranversality condition is given by:

(3.2)

The consumer problem, with known death date T, is given by:

(3.3)

'where Et is an expectations operator in period t, r measures the relative risk

aversion of consumers and U(C,+;)is a well-behaved utility function.

The maximization problem is carried on (3.3) subject to equations (3.1)

and (3.2), producing the following Lagrangean:

{

T . T

L = E, ~OiU(C,+;)- ~AIJAl+i - R4+i-1 - RI:iS,+i(Yl+i_1-Cl+i_l)P

- (Y,.i-I - C'';_I Xl - ¢)]+....A, }
(3.4)

The first order conditions are:

70



(3.6)

(3.7)

Substituting (3.6) into (3.5) results in:

(3.8)

After manipulation, (3.8) becomes:

(3.9)

where Xl+i+' = R'·+i+,S'+i+,¢/R + 1- ¢ follows a Martingale.

From (3.9) and (3.6), the Euler equation for the consumer problem is

given by:

Preferences are assumed isoelastic as in Hansen and Singleton (1983)

such that:

U(Ct+i) = Ci.t; / r
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where 0 < r ::;1. It is also assumed that any random variable Z,+; follows a

covariance stationary Gaussian process that is normally distributed with mean

zero and vanance (j2 such that under rational expectations:

IS white noise. Using these

assumptions, consumption expenditure between periods t and t +1 IS given

by:

(3.12)

Taking a first order Taylor approximation:

(3.13)

where X'+l = R':lSI+J R, is a relative version of the uncovered interest parity

condition.

Using (3.13), equation (3.12) becomes:

(3.14)
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where ct = InC" /). is a difference operator, and 6t represents "news" that are

orthogonal to the information set.

In equation (3.14), p = t/>/(l-t/»(r -1) < 0 such that an expected increase

(fall) in xt will lower (rise) consumption, transferring the fraction ¢ of the

consumer savings into foreign (local) currency. Note that consumers will take

advantage of the expected wealth-income effect created by an increase

(decrease) in the relative rate of return x..

The impact of currency substitution and capital mobility over

consumption will depend on both the degree of international exposure of the

.country (¢) as well as on the relative risk aversion of consumers (r). A

higher degree of international exposure will increase the sensitivity of the

exchange rate and the interest rates over consumption. Higher values of

relative risk aversion will reduce this sensitivity provided that consumers will

be more reluctant to speculate against expected movements in XI'

In addition to the above extensions, the model incorporates the changes

in income, accounting for the possibility of credit constraints agents. In the

spirit of Flavin (1981) and Campbell and Mankiw (1991), a percentage n of

the population is assumed to be excessively sensitive to income changes.

Accordingly, equation (3.14) becomes:

(3.15)
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where a=a(l-n) and b=p(l-n). The error term VI =net +(1-n)el is no

longer orthogonal to the information set provided that "news" and income are

likely to be correlated.

Equation (3.15) covers previous models found in the literature. If fjJ is

set to zero, the results of Flavin (1981) and Campbell and Mankiw (1991) are

obtained. If both fjJ and n are set to zero, equation (3.15) collapses to Hall's

(1978) random walk model with drift. Bean (1986) also shows that

specific~tions like (3.15) are compatible with error correction models found in

the more recent econometric literature (see Banerjee et al., 1993).

3:3 Testing the empirical relevance of the model

This section estimates equation (3.15) for Argentina, Brazil, DR, Mexico, and

Peru. The specification to be tested is given by:

(3.16)

where a can take any value, b should be strictly negative and n should fall

between zero and unity. Equation (3.16) was estimated with annual data,

ranging from 1950 up to 2000, using real per capita private consumption (C, ),

real per capita disposable income (~) and a variable representing the relative

return rate between local and foreign money (xt). The relative return was
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constructed for each country using a foreign real interest rate approximated by

the real US Treasury Bills (R;), and the log changes in the nominal exchange

rate of each country with respect to the US (S, ).3 Real variables where

calculated using each county's consumer pnce index (~) and the US

consumer price index. Table 3.1 summarizes the data, sources and definition.

Table 3.1 Data, range, source and definitions
Variable
Argentina

Cl
Y,
P,

ER,
X,

Brasil
Cl
Y,
P,

ER,
X,

DR
Cl
Y,
P,

ER,
X,

Mexico
Cl
Y,
P,

ER,
X,

Peru
Cl
Y,
P,

ER,
X,

US

Definition Range

• Domestic consumption of goods and services in real per capita terms. Deflated by GOP deflator (1990= I 00)
Gross Domestic Product in real per capita terms. Deflated by GOP deflator (1990=100)

Average consumer price index (1990= I00)

Average nominal "spot" exchange rate with respect to the US (Banking rate)
[I +d1og(R' ,).dJog(P· ,)' [I +d1og(ER,))

1960-2000
1960-2000

1960-2000

1960-2000

1960-2000

Domestic consumption of goods and services in real per capita terms. Deflated by GOP deflator (1990= I00)
Gross Domestic Product in real per capita terms. Deflated by GOP deflator (1990=100)

Average consumer price index (1990= 100)

Average nominal "spot" exchange rate with respect to the US (Banking rate)

[I +d1og(R' ,).dJog(P· ,)' [I +d1og(ER,))

1980-2000
1980-2001

1980-2002

1980-2003

1980-2004

Domestic consumption of goods and services in real per capita terms. Deflated by GOP deflator (1990= 100)
Gross Domestic Product in real per capita terms. Deflated by GOP deflator (1990= 100)

Average consumer price index (1990=100)

Average nominal "spot" exchange rate with respect to the US (Parallel market rate)

[I +d1og(R' ,)-d1og(P' ')'[ 1+d1og(ER,))

19S0-2OO0
19S0-2OO0

19S0-2OO0

19S0-2000

19S0-2OO0

Domestic consumption of goods and services in real per capita terms. Deflated by GOP deflator (1990= 100)
Gross Domestic Product in real per capita terms. Deflated by GOP deflator (1990= I00)

Average consumer price index (1990= I00)

Average nominal "spot" exchange rate with respect to the US (Banking rate)
[I +d1og(R' ,).dJog(P· ,)'[ I+d1og(ER,))

19S0-2OO0

19S0-2OO0

19S0-2OOO

19S0-2OO0

19S0-2OO0

Domestic consumption of goods and services in real per capita terms. Deflated by GOP deflator (1990= 100)
Gross Domestic Product in real per capita terms. Deflated by GOP deflator (1990= 100)
Average consumer price index (1990= 100)

Average nominal "spot" exchange rate with respect to the US (Banking rate)
[I +d1og(R' ,).dJog(P· ,)'[ 1+d1og(ER,))

19S0-2OO0
19S0-2OOO

1950-2000

19S0-2OO0

19S0-2OO0

Soure: IMF International Financial Statistics.

R'I Real US Tresury Bill (3 moth averages)
P' , Average US Consumer price index (1990= I00)

19S0-2ooo
1950-2000

3Alternatively, the yields on five and ten year medium and long-term US
government bonds were also tested. The results favoured the specification
with the T-Bills.
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Figures 3.la-3.1e also provides a graphical representation of the data.

The graphs illustrate that there exists a clear stationarity patterns between the

log changes in real consumption expenditure, the log changes in real

disposable income and the changes in XI' A very interesting feature is that the

relationship between these variables intensifies during times of crisis. For

example, in the DR and Peru, the pattern becomes more evident after the

second half of the ninety eighties which was a period of high volatility

characterized by several stabilisation episodes with significant IMF

intervention.

Figures 3.la Changes in consumption, income and X, (Argentine)
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Figures 3.lb Changes in consumption, income and XI (Brazil)
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Figures 3.lc Changes in consumption, income and XI (DR)
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Figures 3.1d Changes in consumption, income and Xt (Mexico)
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Figures 3.le Changes in consumption, income and Xt (Peru)
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This correlation is also present after 1970 in Mexico, when the

exchange market was liberalised leading to a sequence of exchange rate crisis

followed by several stabilisation attempts. The same can be deducted from

Argentina's and Brazil's historical profiles. This chapter will show that the

model and its extensions provide a solid framework for studying consumption

expenditure during times of significant exchange rate volatility that may

accentuate the welfare implications of stabilisation policies in countries

suffering from economic crisis. One final and clear aspect of the graphs is the

strong correlation between changes in income and consumption in all of the

sample countries. This is an indication of the sensitivity of consumption to

changes in income which is understood in the literature as consumers facing

credit constraints. This result should be expected in developing countries that

are characterized by income inequalities, significantly underdeveloped

financial systems and limited access to international capital markets.

Beyond the graphical representation of the data, Table 3.2 shows the

stationarity of the individual series using the ADF test (Dickey and Fuller,

1979).The results indicate that for all of the countries in the sample, the log of

real per capita private consumption ( c.), the log of real per capita disposable

income ( Yt), and x, follow 1(1) processes. This provides a consistent set of

first differences covariance stationary processes compatible with the

specificationof equation (3.16).
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Table 3.2: ADF test of stationarity for selected countries

Variables Argentinel Brazilt ns" Mexicot Peru tt

Ct -2.28 -0.14 -0.77 -1.66 -0.66

Yt -1.87 -0.47 -0.93 -1.81 -0.66

Xt -0.15 -1.47 -0.30 -0.56 -1.47

.1C t -8.48'" -4.53'" -7.51'" -6.30'" -4.06'"

.1y t -5.46'" -2.99'" -6.12'" -6.26'" -4.32'"

.1x t -3.41'" -9.44" -8.93'" -4.92'" -3.77'"

Notes :", ......and .........denote significance at the 1%,5% and 10% level under MacKinnon
(1996). For the ADF test, the intercept and constant where excluded. Lag length selection
based on the Schuartz information criteria. t and tt denote ERBS and MBS respectively.

Turning to the econometric exercise, Table 3.3 presents the estimation

of equation (3.16) for each country. Since the residual are expected to be

correlated with income, violating the orthogonality condition required for OLS

estimation, the Generalized Method of Moments (GMM) is employed."

As a way of assessing the relevance of capital mobility and currency

substitution in the model, the proposed specification is compared to competing

frameworks. In particular, column (A) presents the specification of Campbell

and Mankiw (1991) which only includes the changes in income:

4 Several instruments were tested. In particular, lagged consumption and
income changes, as well as lagged values of Xt were used. As expected,
changes in income have no predictive power over future consumption,
whereas changes in consumption and relative interest rate had significant and
con~is.tent results. Over-identifying restrictions on the instruments using the J-
statistic (see Newey and West, 1987) were also tested, yielding values of
x;and X; in the range of 1.83 and 2.49 for model (A), and of 1.73 and 2.30
for model (B).
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(3.17)

Column (B) presents equation (3.l6), derived from our model, which

includes the changes in x., As proposed by Bean (1986), both specifications

should be evaluated and compared, in addition to the conventional criteria,

using the regressions standard errors. The different criteria indicate that model

(B) is favoured to model (A) in describing the data generating process'

The most relevant aspect of model (B), however, is its strong support

for the assumption concerning capital mobility and currency substitution. As

expected, the coefficient on x, is negative and highly significant in all

countries. The values range from minus 2% to minus 18%, except for the

Peruvian case in which it is below 1%.6

Regarding credit constrained consumers, the coefficient n indicates

that more than three quarters of the population in the countries under analysis

are excessively sensitive to income changes. The results are consistent with

Bean (1986) and Flavin (1981) for the US, and Muellbauer (1983) and

Wickens and Molana (1984) for the UK. Argentina, Brazil and Peru appear to

5 An ADF test on the residuals, for all countries and under different
specifications, show stationarity at the 1% level providing evidence of
~ointegration (see Engle and Granger, 1987).
The result for Peru could be smoothing out the strong devaluation of the

exchange. rate prior to the introduction of the IMF stabilisation programme in
1990 '. This result is also consistent with the fact that Peru became a highly
dollarized economy during the 1990's.
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be the most sensitive with coefficients significantly above 85%, whereas

Mexico and the DR have lower sensitivity with coefficients around 60%.7

Preferences toward foreign asset holdings (t/J ) can also be calculated

from the analysis. Assuming a degree of relative risk aversion (r ) of around

minus two (-2), which is reasonable for countries with a high risk profile

suggested by Bean (1986), results in preferences toward foreign asset holdings

of around 54% for Argentina, 77% for Brazil, 61% for the DR, 23% for

Mexico,.and not more that 10% in the Peruvian case. Again, the result for

Peru is consistent with the dollarization process that started in the 1990's,

attenuating the sensitivity to changes in the exchange rate.

3.4 Model performance during stabilisation

The data suggests that most of the consumption patterns in the sample obey

the stylized facts as implied by the type anchors used during stabilisation.

Figures 3.2a-3.2e illustrates the evolution of real per capita consumption

alongside changes in xI.8 The Mexican 1988 and Brazilian 1994 ERBS show

7The proximity of Mexico and the DR to their main trading partner, the US,
may contribute to this relatively low income sensitivity, which also implies
~hatmore weight is placed towards currency substitution and capital mobility
Inaggregate consumption decisions.
8 Note that figures 3.2a-3.2e gives a comparative representation of the
relationship between consumption and XI implied by the model, and does not
control for other relevant variables such as changes in income. The point is
clear, however, that XI provides a good description for the changes in
consumption, especially during stabilisation. The year of stabilisation is
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consumption boom-drop cycles, and the Peruvian 1990 MBS has a drop-

recovery pattern. On the contrary, the Argentine 1991 Convertibility ERBS

plan shows a drop-recovery pattern while the DR MBS of 1991 shows a

boom-drop sequence, in contrast to the documented facts. As it appears, the

patterns suggested by the "recession now versus recession later" hypothesis

are not unique when it comes to the type of nominal anchor used during

stabilisation.

In the first group, Mexico and Brazil show an average increase in

consumption of about 3% at the time the stabilisation programme was

introduced, with a later slowdown about two years after. For the Peruvian

case, consumption felt on average by about 6% in the first three years of the

programme, with a later recovery of about 1.4% in the fourth year after

lunching the programme. In the second group, the Argentine case shows a

drop of about 12% with a recovery of 1.7% one year after, and a later fall of

2.7% in the third year after the programme was introduced. The DR case

shows an average consumption growth of 3.7% during the first two years of

the stabilisation episode and a later drop of 4% in the third year after the

programmewas launched,"

The proposed model suggests that the drop-recovery sequence depends

on several factors, that when combined, replicate the observed behaviour of

normalized to date T. The graph is dual scale, such that log consumption
changes are in LHS and changes in Xt are in RHS.
9 T?is pattern is consistent with the notion that there is a credibility effect by
which the exchange rate appreciates and consumption recovers, as raw
materials and tradable goods become cheaper.
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consumption during stabilisation. Firstly, consumption will depend on the

behaviour of the exchange rate and the foreign interest rate at the time of

stabilisation. Accordingly, the pattern of consumption will depend on the

specific anchor used for stabilisation and on its effect over XI'

If, for example, MBS causes an increase in real interest rates due to a

restrictive monetary policy and consequently the contraction in the monetary

base stops the devaluation of the exchange rate, consumption will boom

provided that agents will convert part of their total foreign assets into local

currency in order to increase both local savings and consumption. If,

however, real interest rates increase, but the widening of the interest rate gap

raises devaluation expectations as in Sanchez-Fung and Prazmowski (2004),

consumption will drop and savings in foreign assets will increase.

The same rationale holds for ERBS programmes. If ERBS is more

effective in controlling inflation than MBS (i.e., provides a more credible

anchor), consumption is more likely to perform in a boom-drop cycle. If,

however, the anchor is not credible as in Calvo and Vegh (1999) and Calvo

(1986), consumption will most likely show a drop-recovery pattern. In

general, a reduction (increase) in XI will cause a consumption drop (boom),

when the expected movements in the exchange rate and real return rates create

income and wealth effects.

On the other hand, the sensitivity of consumption to changes in XI will

depend on the degree of capital mobility, currency substitutions and relative

risk aversion in the economy. The patterns observed in consumption will also
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depend on how the nominal anchor affects the degree of capital mobility and

currency substitution during stabilisation.

Figure 3.2a: Se, and ~I during selected stabilisation dates (Argentina)
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Figure 3.2b: Se, and ~I during selected stabilisation dates (Brazil)
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Figure 3.2c: Se, and Sx, during selected stabilisation dates (DR)
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Figure 3.2d: /),ct and !!.xt during selected stabilisation dates (Mexico)
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Figure 3.2e: Se, and Sx, during selected stabilisation dates (Peru)
~ ~ 2000%

1500%

1000%

500%

-500%

-1000%

-1500%

+-------+-------4-------~------_r------_+-2000%

2%
0%
-2%
-4%
-6%
-8%
-10%
-12%
-14%
-16%
-18%
-20%

T-1 T T+1 T+2

- - - c Peru - x Peru

0%

T+3

From the behaviour of Se, and Sx, in Figures 3.2a-3.2e, it follows that

equation (3.16) offers a good approximation of the stylized facts. As it

appears, even though some of the countries do not comply with the

documented facts, there is a consistent negative relationship between these

two variables that is explained by both the theoretical and empirical findings.

Consequently, changes in XI capture more than 70% of the changes in

consumption during stabilisation. The average absolute change in

consumption implied by /)xl is of about 2% for the countries in the sample,

whereas the actual observed change was of about 2.8%. The remaining 0.8%

of th.echanges in consumption during episodes of stabilisation is explained by

expected changes in income.
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The extended version of the life cycle-permanent income model with

rational expectations, currency substitution and capital mobility implies that

when the exchange rate is expected to devalue (appreciate) or foreign interest

rates are expected to increase (decrease), consumption expenditure will fall

(rise) and savings in foreign assets will increase (decrease), as agents will

hedge against these expectations. Finally, consumption during episodes of

stabilisation will depend on how the exchange rate and interest rates react to

the specific type nominal anchor used for stabilisation. In some cases, x, falls

and consequently consumption will rise, whereas in other circumstances, x,

increases and consumption falls.

3.6 Conclusions and policy implications

This chapter finds that capital mobility and currency substitution feature in the

consumption patterns in Argentina, Brazil, the Dominican Republic, Mexico,

and Peru. The empirical analysis shows that local and foreign interest rates

and the exchange rate play a role in consumers' portfolio allocations as

implied by the extended version of the life cycle-permanent income with

rational expectations model.

Regarding stabilisation programmes, the model provides an alternative

demand side explanation for the consumption patterns observed in the stylized

facts. In particular, capital mobility and currency substitution explain more
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than two thirds of the variations in consumption before and after stabilisation

programmes are introduced. There is also evidence of a large share of people

that are overly sensitive to anticipated changes in income. According to the

literature, this sensitivity is due to credit limitations.

From a policy perspective, these findings indicate that a weakening of

the local environment relative to the rest of the world could trigger significant

capital flights. If agents perceive that the currency could devalue,

consumption will drop in order to increase saving in foreign assets. Hence,

exchange rates expectations may initiate significant capital flights that could

materialize in a recession alongside domestic inflation. In this regard, the

model cautions governments on the consequences of expectations about

possible devaluations and its detrimental effects over welfare.

The strong degree of income sensitivity found in the analysis also

opens a critical door for the effectiveness of income polices. However, caution

is needed if the share of consumers regarded as financially constrained are

among the low income group. In an effort to deceive devaluation expectations,

restrictive monetary policy could have larger negative welfare implications as

consumers that are credit constraint will receive the largest burden affecting

both income and consumption. Finally, and during times of crisis, the way

stabilisation packages affect the evolution of interest rates, exchange rates and

inflation will have significant different effects over consumption that may not

fall .within the reported stylized facts and that should be taken into

considerationwhen evaluating the effects of stabilisation packages.
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Chapter 4

Credibility, inflation and real exchange rates during

stabilisation

4.1 Introduction

Real exchange rates tend to appreciate after exchange rate-based stabilisation

(ERBS) programmes are introduced. The real appreciation of the currency can

create large and unsustainable current account deficits, aggravating the

outcome of countries suffering from chronic inflation. This stylized fact,

which is well documented in the literature, has produced three plausible

explanations that focus on the reason why domestic inflation continues after

an ERBS programme is introduced (see, for instance, Calvo and Vegh, 1999;

Fischer et al. 2002).

The first explanation argues that stabilisation policies increase

aggregate demand causing inflation in non-tradable prices (see, for example,

Calvo and Vegh, 1993; Rebelo and Vegh, 1994; Erceg and Levin, 1996). The

second states that inflation declines slowly to international levels due to

overlapping contracts and backward-looking expectations (see, for example,

Rodriguez, 1982; Dornbusch and Werner, 1994; Edwards, 1992). The final

and more recent explanation argue that domestic inflation reacts to the gap

between the real exchange rate and its equilibrium level.
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If balance of payments misalignments and a devalued currency cause

the real exchange rate to be away from its equilibrium prior to stabilisation,

non-tradable inflation will continue until equilibrium is restored (see Kamin

2001; Gil-Diaz and Carstens, 1996). Consequently, under a fixed nominal

exchange rate anchor implied by the stabilisation programme, the sustained

increase in domestic prices advanced by these three explanations, will lead to

an appreciation of the real exchange rate.

There have been several approaches in testing the empirical relevance

of the above hypotheses. For example, Kamin (2001) used a model that

-decomposesthe real appreciation of the exchange rate into the parts attributed

to departures from equilibrium, the growth of domestic demand, and the one

coming from inflation inertia. Using data for Mexico, Kamin shows that

inflation reacts to all three explanations but that their relative relevance

change over time. A recursive coefficient approach, however, finds that the

estimated inflation equations lack parameter stability particularly around the

time of stabilisation episodes. Unfortunately, the analysis cannot determine if

the lack of stability is due to a poorly specified model or to Lucas (1976) deep

struCturalparameters changes.

Interestingly, Edwards (1998) has shown that inflation may be difficult

to control if there is a low degree of credibility on the stabilisation attempt.

Using two distinctive stabilisation episodes in Chile and Mexico, he finds that

changes in credibility are reflected in the coefficients of estimated inflation

equations.
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This chapter extends Kamin (2001) approach by incorporating the

concept of credibility advanced in Edwards (1998). In particular, the model

accounts for the time-varying parameters found in the estimation of inflation

equations during the implementation of stabilisation plans. The analysis

shows that credibility is central in determining how inflation reacts to

departures from equilibrium, to changes in output and to inertia.

According to the model, a credible ERBS programme will eliminate

inertia causing an immediate convergence of inflation to international levels.

A less that fully credible programme, however, will cause a significant degree

of persistence, a slow decline of inflation to international levels, and a

substantial appreciation of the real exchange rate. The model is tested on

Chile's 1977and Mexico's 1998 and 1995ERBS programmes.

This exercise delivers some important contributions: Firstly, it shows

that changes in credibility can produce significant parameter instability in the

estimation of structural equations especially during times of significant

macroeconomic volatility. Secondly, for Chile and Mexico, it concludes that

credibility depends on the flexibility allowed to the nominal anchor during the

implementation of the programmes and not on the way wages are set. Thirdly,

recursive time-varying coefficients can provide relevant information about the

performance of the stabilisation programme and should be the preferred

modelling strategy when dealing with episodes chronic inflation. Finally, if

these parameters changes are ignored, the empirical assessment carried out by

central banks and the IMF could be misleading in the design and management
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of exchange rate policies in general and during the implementation of

stabilisation plans in particular.I

Section 4.2 highlights Chile's and Mexico's reforms. Section 4.3

develops the theoretical framework. Section 4.4 presents the data, runs the

econometric models, and discusses the empirical results. Section 4.5

concludes.

4.2 Stabilisation and structural reforms in Chile and Mexico

. Before proceeding with the formal modelling strategy and econometric

exercise, it is important to highlight and compare some of the salient features

of Chile's 1978 programme with those of the Mexican 1988 and 1995 plans.

Chile and Mexico have been chosen as reference given their relevance to

many of the subsequent stabilisation episodes that could have benefit from

looking back at their performance.

Chile and Mexico reforms share a number of common features,

including an opening of the economy, deregulation and privatization of state-

owned companies, and a stabilisation programme based on the exchange rate

as the nominal anchor. They also had important differences. In Chile, the

formal programme started in 1978 and had two stages: beginning in February

of 1978 up to June of 1979, the rate of devaluation was preannounced and set

I
The concept of parameter instability and its relationship with the poor out-of-

sample performance of exchange rate models, especially when compared to
forecast of the random walk, was first highlighted by Meese and Rogoff
(1983).

98



below the inflation rate under parity. After June of 1979, the nominal

exchange rate was pegged at 39 pesos per US dollar.

A fundamental aspect of Chile's programme, one that has attracted

considerable attention, was the way in which wages were set. Starting in

1978, the authorities adopted a formal backward looking mechanism in which

wages were adjusted to compensate for past inflation.

Another important aspect of the programme was monetary policy.

Prior to the introduction of the 1978 programme, money supply was relaxed

and accommodative to the crawling peg regime that was followed by the

central bank. Beginning in 1978, monetary policy was restrictive and set

. according to the requirements of the exchange rate anchor.

The Mexican Pacto and the 1995 ERBS programmes, on the other

hand, follow a somewhat different strategy. The Pacto had three stages: In

the first stage, between February and December of 1988, the nominal

exchange rate was fixed meanwhile nominal wages provided an anchor for

inflation. Between January of 1989 and November of 1991, devaluation was

preannounced and set below the inflation rate under parity. However, the

amount by which the currency was led to devalue progressively diminished as

the anchor consolidated.

In November 1991, some flexibility was allowed to the exchange rate

using a band with a sliding ceiling and flat floor. The band was kept until

October 1994 when NAFTA became a considerable issue and pressures from

political and other internal developments led to the December 1994 crisis. The
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crisis required the introduction of a new stabilisation programme In early

1995.

Figure 4.1b: Real exchange rate and inflation gap for Chile
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Figure 4.1a: Real exchange rate and inflation gap for Mexico
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The 1995 programme was an extension of the Pacto reinforcing many

of the reforms already used in 1977 (see Werner, 1994). In particular, 1995

was an ERBS programme with a fix nominal exchange rate anchor that was

later allowed to grow under parity as the programme consolidated. Contrary to

Chile's 1978programme, both the Pacto and the 1995 programmes provided a

forward looking mechanism in the formation of wage expectations through the

exchange rate target.

As with Chile's backward looking design, the Mexican forward

looking mechanism did not fully attenuate inertial inflation, causing a

significant appreciation of the real exchange rate. Although Chile's real

appreciation was substantially higher than Mexico, it is believed that the

reason behind inflation persistence in both countries was the credibility on the

nominal anchor (see Figures 4.1a and 4.1b). Edwards (1998) suggests that the

Mexican programme was more credible than Chile, and as a consequence,

experienced relatively less degree of inertia and lower real appreciation of the

currency. It is not clear, however, whether the backward looking wage setting

in Chile was directly responsible for the sustained degree of persistence, or

whether it was the result of credibility in the programme.

4.3 Exchange rate-based anchors and inflation stabilisation

This section develops a model that incorporates the three fundamental

hypotheses explaining the appreciation of real exchange rates during the

implementation of ERBS programmes. The model accounts for the lack of
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parameter stability found in the empirical studies of inflation during times of

crisis (see Kamin, 2001; and Fischer, 2004).

The analysis shows that these hypotheses are all broadly consistent

with a two-good (tradable/non-tradable) rational expectations model with an

optimizing social planner that switches preferences in order to achieve

stabilisation. In doing so, the model finds that credibility is the central

ingredient affecting not only the degree of inertia but also the structural

characteristics of the equilibrium real exchange rate relationship.

The model is as follows. This is an open economy that produces

tradable and non-tradable goods. Tradable prices are related to international

prices under the law of one price, such that:

T s: •fit = Ut + fit (4.1)

where fi; defines international inflation levels and Ot is the log change in the

nominal exchange rate.'

Non-tradable prices are determined by domestic supply and demand.

Demand is driven by a measure of non-tradable demand pressures and by a

real exchange rate index. Supply is determined by real wages in terms of non-

tradable prices. At equilibrium, non-tradable inflation is given by:

(4.2)

2 Henceforward, lowercases are changes in logarithms.

102



where w, are nominal wages and y, is de-trended domestic absorption.'

The P 's in equation (4.2) are derived from an equilibrium condition

In the non-tradable market, and are given by PI =d2/(dl +sl)and

P2 =s2/(dl +SI)' where d, <0 is the pnce demand elasticity for non-

tradable, d2 > 0 is the expenditure elasticity demand for non-tradable, SI < 0

is the price supply elasticity for non-tradable and S2 > 0 is the real product

price supply elasticity for non-tradable."

Agents are forward looking and set wages according to the expected

. performance of the nominal exchange rate such thatr'

(4.3)

where E, is an expectations operator conditional on the information set and

At the aggregate level, inflation is given by:

3 In Edwards (1992), excess demand pressures are approximated by changes in
domestic credit, whereas in Edwards (1998) by de-trended real M2, a measure
of excess money demand. In this setup, and following Kamin (2001), excess
demand pressures are approximated by de-trended absorption.
4 The equilibrium condition is defined by D(pN IpT .E, Y) = S(pT .El r" ,W)
where the parameters in (4.2) are a combination of supply and demand
elasticity after differentiation.
5 The model is perfectly compatible with backward looking expectations if
wages are set according to past inflation levels. The conclusions of the model
are unaffected by this modification.
6 Equation (4.3) can be rationalize, using Dornbusch (1976), in that agents
understand the pass through of nominal exchange rates to inflation which
works as a forward looking variable in formation of expectations.
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(4.4)

where 0 ~ p ~ 1 is the relative weight between tradable and non-tradable

inflations.

Using equations (4.1) through (4.4), the gap between local and foreign

inflation is given by:

(4.5)

Regarding exchange rate policy, it is asswned that the central bank

follows a real exchange rate target using an index given by:

(4.6)

where SI is log of the real exchange rate.s

7 Without losing generality, the coefficients in (4.5) where normalized to
unity. This normalization is achieved by setting:p=(I/~)-I, PI =11P and
P2 = II p¢. In addition and for simplicity, it is asswned that de-trended
domestic absorption follows a random walk such that YI = YI_I +El where El

is lID.
S The term "real target" is sometimes misleading as it denotes two different
types of polices. Some authors refer to it as a PPP rule while others define it
as a policy aimed at accommodating changes in real exchange rate
fundamentals (see Corden, 1991). This type of regime has being followed
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In addition, the model is subject to a game sequence in which the

economy is first hit by an external shock. Secondly, expectations are set using

all the information available to agents and finally, a policy response is

provided by the central bank. In an effort to correct inflation and exchange

rate misalignments, the central bank adjusts the nominal exchange rate to

minimize the following expected objective social loss function:9

(4.7)

where Ameasures the relative preferences between inflation and exchange rate

targets and s; is the equilibrium real exchange rate which is assumed to be a

decreasing linear function in de-trended domestic absorption (Kamin, 2001):

(4.8)

Following Edwards (1998), a pure ERBS is followed when the central

bank sets A = 0 . On the other hand, A > 0 denotes a crawling peg regime. The

intensity of the crawling peg will increase as A ~ 00. For the particular case

that A = 1, the crawling peg is one in which the central bank places equal

weights on both inflation and exchange rate misalignments.

historically by many countries, especially in Latin America. (see, for example,
the essays in Williamson, 1981).
9 The use a macro welfare functions goes back explicitly to Tinbergen (1952).
We follow the specification in Barro and Gordon (1983).
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In order to understand the effects of regime changes in the form of a

stabilisation package and subsequently the role of credibility, the model must

be solved under both the crawling-peg and the ERBS programme. For

simplicity, it will be assumed that prior to stabilisation the central bank

follows a crawling peg with A = 1. It is also understood that an ERBS

programme implies that A = O. The regime movement from the crawling peg

to the ERBS will be subject to a probability of success attributed by agents to

the stabilisation plan.

4.3.1 Solving under a crawling-peg

The problem of the central bank implies minimizing equation (4.7) with

respect to 8/ and subject to equations (4.5), (4.6) and (4.8), under the

assumption that A = 1. The first order condition for the optimization problem

is given by:

(4.9)

From equation (4.9), expectations are given by:

(4.1 0)
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which is decreasing in the gap between lagged inflation and domestic

absorption and on the gap between the lagged real exchange rate from its

equilibrium level.

From equations (4.9) and (4.10), the nominal exchange rate, which is

the policy response of the central bank, becomes:

(4.11)

Note that equations (4.10) and (4.11) imply that the model is

dynamically consistent. Equation (4.10) indicates that when either output or

the real exchange rate exceeds their equilibrium levels, the central bank must

correct the exchange rate downwards in order to prevent overheating of the

system.

Substituting (4.10) and (4.11) into (4.5), provides the solution path for

inflation under a crawling peg regime:

CP 2 2( .) 1 1
x, =3XH +3 S,_I-SH +"'3Y'-1 +2"&' (4.12)
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In order to find the equilibrium/steady state solution for the real

exchange rate, equation (4.8) is substituted into (4.12). Setting x;'P = 0,

O d I· c. ·CP \-I •e, = , an so vmg lor SI = SI V t , gives:

(4.13)

Equation (4.13) is analogous to (4.8), with the parameter b affecting

the slope. In this particular example, the slope will be positive, zero or

negative depending on whether b is greater, equal or less than half. Equations

(4.12) and (4.13) capture the inertial, supply and demand side error corrections

forces in explaining the evolution of inflation and the equilibrium real

exchange rate.

4.3.2 Solving the model under an ERBS programme

Equations (4.12) and (4.13) say nothing about stabilisation and as a

consequence do not provide any useful insights on the effects of these

programmes on the evolution of inflation and the real exchange rate. In order

to analyze the consequences of stabilisation, the model has to account for the

decision of the central bank to engage in a stabilisation programme by
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evaluating a change of preferences from a crawling peg with IL = 1 to an ERBS

with Z = O.

Under an ERBS programme, the problem of the central bank implies

minimizing equation (4.7) with respect to 0, and subject to equations (4.5),

(4.6) and (4.8), while setting IL = 0 . The first order condition for the

optimization problem is given by:

(4.14)

From equation (4.14), expectations on the policy instrument are given

by:

1
E 8 =--y,-I / 2 /-1

(4.15)

Equation (4.15) depends on domestic absorption provided that under

an ERBS programme, the exchange rate is shutdown from the social loss

function.

From (4.14) and (4.15), the policy instrument becomes.'"

10 Most variations of this model conclude that under an ERBS, the devaluation
rule is to fix the nominal exchange rate (see Edwards, 1998). This would be
the case if there are no demand side pressures. For example, if the government
uses fiscal stimulus through spending, the optimal reaction of the central bank,
according to (4.16), would be to compensate by following a restrictive policy
using the exchange rate. If the government is passive by keeping output at its
trend, the traditional nominal anchor will be the optimal response.
Interestingly, (4.16) provides a link between fiscal and monetary policy.
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(4.16)

The solution path for inflation under ERBS, which results from

substituting equations (4.15) and (4.16) into (4.5), is given by:

xERBS = 01 (4.17)

Equation (4.17) implies that under an ERBS programme, local

inflation will immediately converge to international levels. This result is

consistent with the fact that the equilibrium real exchange rate will be given

by equation (4.8), such that: 11

s·SP = a +bv
1 ,TI (4.18)

Consequently, the choice of the central bank to engage in a

stabilisation programme affects inflation both through inertia as well as

through the equilibrium real exchange rate.12

11 If there are no demand side pressures the equilibrium real exchange rate will
be constant and independent of changes in stabilisation preferences and/or
credibility.
12 This result complies with a literature that emphasizes the role of structural
parameter changes in the performance of macroeconomic models (Stock and
Watson, 1996) and in the design and implementation of macroeconomic
policy (Onatski and Williams, 2003).
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4.3.3 Credibility, inflation and real exchange rates under ERBS

According to the model in sections 4.3.1 and 4.3.2, the transition from a

crawling peg to an ERBS programme would be instantaneous. However, the

stylized facts suggest that inflation usually continues when a nominal

exchange rate used, resulting in an appreciation of the real exchange rate

(Fischer et al. 2002).13 A way of capturing this inertial effect is by

incorporating the concept of credibility.

It is assumed that agents placed a probability q E (0,1) to the success of

the programme. This probability links the pre-stabilisation solution given by

equations (4.12) and (4.13), with the post-stabilisation environment given by

the equations (4.17) and (4.18), such that the dynamics of inflation after the

programme is introduced will behave according to:

(4.19)

and the equilibrium real exchange rate according to:

(4.20)

13 Even if the real exchange rate reaches its equilibrium level relatively fast, it
may continue to appreciate if inertial inflation is still high after stabilisation.
In this regard, the model will show that a less that fully credible anchor may
still cause the real exchange rate to appreciate beyond equilibrium.
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Substitution of equations (4.l2) and (4.l7) into (4.l9) gives:

(4.21)

Finally, the equilibrium real exchange rate results from substituting

equations (4.13) and (4.18) into (4.20), such that:

s; = a -is +2b -I)Yt (4.22)

From equations (4.21) and (4.22) inflation and the equilibrium real

exchange rate depend on credibility. If agents perceive that the stabilisation

programme will not be maintained by attributing a probability q = 0, inflation

will not be affected by stabilisation. If, however, agents perceived that the

programme will succeed and attribute a probability q = 1, inflation will

instantly converge to intemationallevels.

A more interesting conclusion from the model, however, is that

changes in the probability of success will affect the structure of the

equilibrium real exchange rate given by equation (4.20). In this regard,

credibility merges two possible steady states implied by the pre and post

stabilisation solutions. For example, Equation (4.22) indicates that for a given

level of domestic absorption, the equilibrium real exchange rate will be lower
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the greater the degree of credibility. Hence, the reduced form relationship

between the equilibrium real exchange rate and de-trended domestic

absorption will be smaller. This provides a new dimension to the importance

of credibility not only as it will affect the degree of inflation, but also by

affecting the gap by which the real exchange rate needs to be corrected in

order for inflation to stabilize (see the comments in Elliott and Timmermann,

2008)

4.4 Empirical Evidence

This section tests the implications of the model for Chile and Mexico using

recursive regressions. At the empirical level, the central bank would observe

and most likely estimate an inflation equation of the form:

(4.23)

which is an empirical representation of equation (4.21). Using (4.23) the

authorities can solve back to find the equilibrium real exchange rate equivalent

to equation (4.22). In doing so, if the conclusions of the theoretical model are

accurate, significant parameter volatility should be expected. Consequently,

recursive coefficient techniques should provide information about the
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evolution of credibility in the stabilisation programme.i" For example, if q

change over time such that q = q" the estimated coefficients of (4.23) will be

recursive and the equilibrium real exchange rate becomes: IS

s; =a-(q, +2b-l)y, (4.24)

The estimation of equations (4.23) and (4.24) was carried out using

quarterly and seasonally adjusted data for real de-trended log industrial

production as a proxy of domestic absorption (y); 16 domestic inflation (Jr),

calculated as log changes in the consumer price index (CPI); international

inflation, calculated as log changes in the United States (US) CPI (zr"); log

changes in the nominal exchange rate (8), and the log of the real exchange

rate (s ), calculated as the ratio of the US CPI to local CPI times the nominal

'spot' exchange rate between either Chile or Mexico and the US such that

rsir .

For Mexico, the data ranges from the first quarter of 1981 up to first

quarter of 2001, which includes the Pacto stabilisation programme

implemented in January of 1988 and the 1994 Tequila crisis. For Chile, the

14 The analysis also looks at the evolution of inflation inertia and its
relationship to credibility. This has been well documented for Chile and
Mexico in Edwards (1996) and Edwards (1998).
IS In a more general setting, credibility should be endogenous reflecting
reputation levels, electoral cycles, fiscal and monetary policy performance
(see Prazmowski, 2002).
16 De-trending was carried out using the Hodrick and Prescott (1997) filter.
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data ranges from the first quarter of 1971 up to the first quarter of 1988,which

includes the 1978ERBS programme and the 1983 currency crisis.

Table 4.1 tests the integration consistency of the series using the ADF

test for stationarity (Dickey and Fuller, 1979). The results show that in both

countries, the inflation gaps and de-trended industrial production follow an

1(0) process, whereas the real exchange rate follows a first order integrated

process providing additional evidence of integration consistency in the series
.

to be used in the model.

Table 4.1: ADF test

Variable Chilea Mexicob

x -4.38** -2.9*

s -0.83 -1.94

L1s -3.87* -6.96**

Y -4.05** -3.43*

Note: * and ** denote significance at the 1% and 5% level under MacKinnon (1991)
critical surface. The data is available by request to the authors.

(a) Estimation sample is 1981.1-2000.1
(b) Estimation sample is 1981.1-2001.1

Figures 4.2a and 4.2b compares the real exchange rate and de trended

industrial production for Chile and Mexico. The graphs illustrate that the

reciprocal of the real exchange rate and de-trended industrial production are

highly correlated providing support for the cointegration between the real

exchange rate and de-trended industrial production as implied by equation

(4.24). This result indicates that reductions in output tend to appreciate the

currency, causing inflation.
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Figure 4.2a llRER and de-trended industrial production (Chile)
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Figure 4.2h llRER and de-trended industrial production (Mexico)
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Table 4.2, on the other hand, shows the estimation of equation (4.23)

for Chile and Mexico.!" For the samples used in the exercise, Mexico appears

to have substantially higher inflation inertia than Chile (0.79 vs. 0.62),

although unit root tests reject a random walk in both cases, providing evidence

of average mean reversion. Alternatively, Figures 4.3a and 4.3b show

recursive time-varying coefficient (TVC) for lagged inflation.'!

Table 4.2: Regression results for the inflation gap

ADF

Chileb Mexico"

0.72* -0.14*
(0.17) (0.05)
0.62* 0.79*
(0.08) (0.16)
-0.12* 0.08*
(0.03) (0.03)
-0.27** 0.41*

(0.11 ) (0.14)

0.75 0.72

61 79

0.08 0.04

2.03 1.77

-2.72* -7.75*

Variable Coefficient

Constant So

x ,-1 SI

S '-1 S2

Y'-I s;

R2 (adjusted)

N (adjusted)

cr2(pejpeomov)

DW-h

Note: * and ** denote significance at the 1% and 5% level respectively.
(a) Estimation sample is 1971.1-1988.1
(b) Estimation sample is 1981.1-2001.1
Estimation using White's (1980) Heteroskedasticity-consistent cavariance.

17 The fact that there are no contemporaneous endogenous variables in
equation (4.23) rules out any simultaneity bias in the estimation by using OLS
(see Hamilton, 1994).
18 In the TVC solution or recursive least squares, a time series of coefficient
estimates is obtained using an updating algorithm in which the equation is
estimated using the first k observations, in which k is the number of
parameters to be estimated, and new observations are added until the full
sample is used, obtaining T-k+1 coefficient estimates.
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Table 4.3: Johansen test for RER and de-trended industrial production

Country Chileb Mexico"

Eigenvalue 0.20· 0.06 0.47· 0.13

Null hypothesis r=O r= I r=lr=2 r=O r=1 r=lr=2
<Plrace 21.42 4.80 41.18 7.40

<Plrace 95% critical value 19.96 9.24 19.96 9.24

<Plrace 99% critical value 24.60 12.97 24.60 12.97

Null hypothesis r=Or>1 r sir> I r=Or> I r s l r > I

<Pma. 16.62 4.80 33.78 7.40

<Pm ax 95% critical value 15.67 9.24 15.67 9.24

<Pm ax 99% critical value 20.20 12.97 20.20 12.97

Note: • and •• denote rejection of the hypothesis at the 1% and 5% level under Osterwald-Lenum (1992)
critical surface, The statistics <Plrace and <Pma. are the trace and maximal eigenvalues under
Johansen (1991) cointegration test.
(a) Vector autoregression includes constant term. Estimation sample is 1988.1-2000.1
(b) Vector autoregression includes constant term. Estimation sample is 1981.1-2001.1

Figure 4.3a: Inflation inertia in Chile
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Figure 4.3b: Inflation inertia in Mexico
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For Chile, there appears to be no significant reduction in inertia after

the introduction of the stabilisation programme neither in February 1978 nor

during its modification in June 1979. In fact, inertia gradually continued

during the implementation and consolidation of the programme. On the

contrary, Mexico shows a clear drop in inertia at the time the exchange rate

anchor was adopted in 1988. The drop in inertia was sustained until January of

1989when it reverted back to pre-stabilisation levels.

It is not entirely clear from the theoretical analysis, however, that

movements in inertia are entirely due to credibility. The reason is that there

where different wage indexation scheme that may have affected the inertia

profile in both countries. Chile had a formal backward looking indexation,

while in Mexico the exchange rate anchor provided a forward looking

mechanism in the formation of wage expectations. It is plausible that the
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backward looking mechanism in Chile could have fuelled inflation inertia

even under a credible anchor (see Edwards, 1998). In Mexico, which had a

forward looking expectations mechanism, the observed drop in inertia could

be attributed to a credibility effect." According to the model, this question

can be answered by looking at the parameters changes in the equilibrium real

exchange rate.

Table 4.2 can be used to solve back and obtain the empirical

representation of equilibrium real exchange rate (equation 4.23). This

requires, however, that the real exchange rate and domestic de-trended

absorption be co-integrated. In doing so, an ADF tests on the residuals for

both countries indicate that they are stationary at the 1% level which according

to the Engle and Granger (1987) is a necessary condition for co-integration.

The Johansen (1991) test in Table 4.3 also confirms the existence of at least

one co-integrated relationship in both cases. For Mexico, the normalized

equilibrium real exchange rate is given by:20

s· = 1.79- 5.10 y
I (0.34) (2.74) I

(4.25)

19 The TVC analysis of the equilibrium exchange rate obtained from the
estimation of equation (4.23) confirms that the exchange rate anchor in Chile
lack credibility while the one in Mexico had a clear credibility effect.
20Equations (4.25) and (4.26), and any equilibrium real exchange rate thereof,
can be calculated by equating local inflation to world inflation, setting the
growth rate of the nominal exchange rate to zero and then isolating the real
exchange rate in the results of Table 4.2 for each country. The standard error
(in parenthesis) are calculated using

var(¢j / ¢I)= (1/¢Y var(¢j )+ ~j / ¢IY var~I)+ 2(1/- ¢ '1;j / ¢I )COV~I'¢j)'
for j = 1, 3. See Bardsen (1989) for details.
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while for Chile is given by:

St· = 6.05- 2.26 Yt
(2.57) (0.81)

(4.26)

Equations (4.25) and (4.26) are the empirical representation of

equation (4.22) in Section 4.2. Note that in Mexico the intercept is higher than

in Chile and the slope is smaller. Using the theoretical model, this can be

interpreted as follows: Firstly, a was higher in Chile implying that in the

absence of demand side pressures, the equilibrium real exchange rate

consistent with inflation stability in on average higher. Secondly, the slope

coefficient is smaller in Mexico perhaps because the parameter b is smaller or

because average credibility (q) was higher.

Figure 4.4a TVC slope of normalized ECM for Chile
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According to equation (4.22), changes in this coefficient are entirely

due to credibility. As a consequence, the TVC of the slope of the equilibrium

real exchange rate can provide a less contaminated estimate of the evolution of

credibility than the TVC on inertial inflation. Figures 4.4a and 4.4b show the

TVC of the slope of equations (4.25) and (4.26). An increase in absolute value

indicates a drop in credibility and a fall in absolute value indicates an

improvement in credibility. After February 1978, when Chile announced its

stabilisation programme with the formal backward looking wage setting

scheme and the nominal anchor was left to devalue under parity, the slope

coefficient started to increase in absolute value indicating that the programme

lost credibility. Interestingly, the loss of credibility continued until June 1979

when the second phase of the programme was implemented with a fixed

nominal exchange rate at 39 pesos per dollar. The graph shows that after the

second quarter of 1979, some credibility was regained until 1982 when the

nominal anchor was lost and the currency collapsed.

For Mexico, the story is somewhat different. After the introduction of

the Pacto programme in February of 1988, with a fixed nominal exchange rate

that lasted until December of that same year, the slope coefficient drop

significantly showing a considerable credibility effect. Starting in January of

1989, when the central bank pre-announced and allowed the exchange rate to

devalue under parity, the slope coefficient started to increase indicating a

gradual loss of credibility. The drop in credibility continued pass December

of 1994 when after NAFTA and other local developments, the anchor

collapsed and the currency devalued.
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Figure 4.4b TVC slope of normalized ECM for Mexico
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The introduction of the 1995 ERBS programme was much more

successful as indicated by the significant drop in the TVC, showing evidence

of a strong credibility effect. It is important to recall that the main feature of

the 1995 programme was a fixing of the nominal exchange rate similar to the

initial phase of 1988 programme, perhaps contributing to this credibility.

A central conclusion from these results is that credibility on the

stabilisation programme is closely related to the way in which the central bank

sets the nominal anchor. It appears that fixing the currency under an ERBS

programme provides more credibility than a soft band such as Chile's 1978

programme or Mexico's first phase of 1988. This can be rationalized perhaps

because a soft band may signal less commitment on the central bank with

respect to the stabilisation programme.
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Figure 4.5a: Observed vs. equilibrium RER

(constant and TVC cases) for Chile
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Figure 4.5b: Observed vs. equilibrium RER

(constant and TVC cases) for Mexico
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4.5 Policy Implications

If the central bank estimates and uses the equilibrium real exchange rate to

implement its inflation and exchange rate stabilisation polices, and in doing so

ignores the structural changes implied by the model, the conclusions can be

dramatically misleading as the equilibrium gap consistent with inflation

stability can be substantially different.

To understand this argument, the real exchange rate calculated using

TVC is compared with the, end of sample, constant coefficient case (CCC).

Figure 4.5a and 4.5b contrasts the actual real exchange rate with the TVC and

the CCC estimate for Chile and Mexico. The figures illustrate that the

equilibrium using TVC is substantially different from the CCC. This

difference is more relevant during times of crisis.

Particularly, after taking into consideration the TVC, the real exchange

rate appears to be more depreciated than what the CCC equilibrium indicates

at the time the stabilisation programme was introduced. As a consequence, in

order to achieve inflation stabilisation, all else equal, the real exchange rate

needs to appreciate more than what the CCC would have suggested.

Specifically, for Mexico, the actual real exchange rate was considerably above

the TVC equilibrium rate than to the CCC. For Chile, the real exchange rate

was significantly below the TVC than the CCC. These findings imply a

serious bias in the calculation of the equilibrium real exchange rate when the

TVC is ignored.
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For Mexico, equilibrium was partially achieved in the first quarter of

1991, lost again during the 1994 Tequila crisis and regained after the second

quarter of 1995. For Chile, equilibrium was partially achieved when the

stand-by agreement was announced in October of 1990, and fully reached

when the programme was formally introduced in the third quarter of 1991.

Equilibrium was lost between 1993 and 1995, which according to the TVC

method, was partially restored afterwards. Although both equilibrium

estimates' move in a similar fashion, the equilibrium gap varies substantially

depending to the methodology used. In general, structural dynamics matter in

the evolution of equilibrium especially during times of substantial volatility.

4.6 Conclusion

This chapter proposes a framework that allows understanding the implications

of regime changes and credibility in the evolution of inflation and of an

equilibrium real exchange rate index during stabilisation. The analysis shows

that changes in credibility, in the form of programme success probabilities,

affects inertial inflation and will influence the parameters of the equilibrium

real exchange rate. Consequently, understanding credibility is crucial for

evaluating the performance of the stabilisation plan. The hypothesis is

empirically tested for Chile's and Mexico's stabilisation episodes using

recursive TVC techniques.

The results suggest that Chile's 1978 stabilisation effort lacked

credibility in its first phase mainly because the central bank introduced a

126



programme that had a flexible exchange rate anchor, and that it gained

credibility in a second phase because it reverted to a fixed nominal anchor.

On the contrary, the 1988 Pacto programme in Mexico had a significant

credibility effect in its first phase mainly because the central bank introduced a

fixed nominal anchor. However, the programme subsequently lost credibility

when the monetary authorities allowed the exchange rate anchor to slide under

parity. The 1995 programme in Mexico was perhaps the most successful

because it maintained a fixed nominal target since its introduction.

The results suggest that the way in which the central bank manages the

nominal anchor under an ERBS programme will substantially affect credibility

on the stabilisation attempt and the dynamics of inflation and the real

exchange rate. Coefficient changes can provide important information about

the performance of the stabilisation programme, and if ignored could deceive

the authorities in the implementation of successful inflation and exchange rate

policy.
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Chapter 5

Measuring the timing of stabilisation plans

5.1 Introduction

The timing of stabilisation plans is of relevance as it may have significant

welfare implications. The literature dealing with this subject uses the concept

of duration to measure both the reaction of the authorities when implementing

a stabilisation programme and the effectiveness of the programmes in

controlling inflation.

There are two types of duration: The first, known as delays in

stabilisation, calculates the difference between the date in which the economy

reaches some threshold definition of high inflation and the actual date in

which the central bank formally implements a stabilisation programme. The

second, known as a stabilisation episode, is the difference between the date in

which the central bank implements the programme and when the economy

reaches some definition of inflation stability.' Consequently, the delays in

I It is often argued that welfare improving stabilisation policies in countries
suffering from chronic inflation are delayed or not fully implemented because
of coordination problems that arise from bargaining games between economic
agents and policy makers (see, for example, Alesina, 1994; Drazen, 1996;
Rodrick, 1993; and Rodrick 1996). It is also argued that political opportunism
affects the timing of the nominal anchor for stabilisation (see, for example,
Alesina and Tabellini, 1990; and Persson and Svensson, 1989).
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stabilisation measure the agility of the central bank when engagmg m

stabilisation attempts, while a stabilisation episode measures the success of the

programme.

Some authors propose rules for measuring duration based on inflation

multiples. For example, Easterly (1996) defines an inflation crisis as a period

of at least two consecutive years with inflation above 40 percent, and a non-

crisis state as a period of at least two consecutive years with inflation below 40

percent. Duration is the difference between the actual date of stabilisation and

these threshold definitions of high and low inflation. The problem, however, is

that these threshold definitions, such as Ball (1994) and Easterly (1996), have

been highly criticized in the literature and are sometimes considered

ambiguous and arbitrary (see Hamann, 2001).

This chapter proposes a model to account for the implications of

regime changes in shaping stabilisation programmes, in an effort to derive a

welfare improving stabilisation rule. This rule aims at replacing the threshold

definitions of high and low inflation with a conditional variance or volatility

condition that overshoots at or near the dates in which the economy enters a

crisis state, returning to negligible levels when the economy returns to a stable,

non-crisis, status. Durations for the delay in stabilisation and the stabilisation

episode are calculated using a conditional variance (ARCH) model (Engle

1982).
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The results reveal that, in the context of an open economy, the decision

to introduce a stabilisation plan will depend on the variance of inflation. In

particular, the analysis shows that if the variance of inflation is significantly

large, the central bank could benefit from adopting a nominal anchor in the

context of a formal stabilisation programme. Contrary to other frameworks,

this approach is based on a rational, forward looking central bank that

maximizes social welfare by evaluating the optimal time to engage in a

stabilisation programme by looking the variance of inflation.

The analysis thus provides an alternative and arguably more rigorous

approach for calculating duration in stabilisation. Secondly, the conclusions

derived from the model alongside the historical accounts of countries engaging

in stabilisation programmes reveal the existence of heteroskedasticity,

providing a reasonable argument for using conditional variance or volatility

ARCH models in the analysis of inflation in countries that have a history of

stabilisation attempts. Finally, the analysis could assist central bankers in the

decision to engage in stabilisation and for evaluating the effectiveness of the

programmes in controlling inflation.

It is important to note that even though ARCH modelling have been

around for quite some time, the framework presented in this chapter for

helping central banks indentify volatility that may require a change of policy,

is novel.
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The remaining of the chapter proceeds as follows: Section 5.2 develops

the analytical model and advances a set of formal hypotheses. Section 5.3

carries out an empirical exercise on a sample of developing countries that have

adopted IMF ERBS programmes, and tests the model alongside the proposed

hypothesis. Section 5.4 uses the models in calculating duration for delays and

stabilisation episodes. Section 5.5 concludes.

5.2 A model of welfare driven stabilisation

This section extends on Edwards (1998) by developing a model to evaluate

the conditions under which an ERBS programme is welfare improving. The

welfare improving condition is derived from a central bank that minimize a

quadratic loss function in an environment in which wages are set in a

rational forward looking manner. In this context, the adoption of a

stabilisation plan is interpreted as a change in the authorities' preferences

moving from a crawling peg regime to a full fledge nominal exchange rate

anchor in the form of a stabilisation programme.'

Formally, it is assume that the central bank dislikes both inflation and

real exchange rate misalignments as represented by its social loss function:

L, = x; +A(St -StY (5.1)

2 The success of the programme will depend on the extent to which the switch
in preferences is credible. However, in the context on this model, it will be
assume that the central bank enjoys full credibility in the conduct of
macroeconomic policy.
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where, x, = lr, - lr,' is the gap between local and international inflation levels,

s, in the log change in the real exchange rate, E, measures the changes in the

target or equilibrium real exchange rate, assumed to be affected in every

period by an independent and identically distributed (term-of-trade) shock, and

A measure the relative preferences between inflation and real exchange rate

targets.'

Within this framework, a crawling peg regime is a situation in which

the central bank places a larger weight on real exchange rate misalignments by

setting A > O. Conversely, an ERBS programme is a situation in which the

central bank is entirely concerned in avoiding inflation differentials, and sets A

=0.

Prior to stabilisation, the central bank is assumed to follow a crawling

peg regime using a real exchange rate index defined by:

(5.2)

where, ()s1 measures the relative importance that the central bank places on

inflation differentials when evaluating exchange rate policy. This type of real

exchange rate rule, in which central banks look at lagged inflation differential

to adjust its nominal exchange rate, has been followed in many developing

3 Other sensible assumption can be made regarding the behavior of the
equilibrium real exchange rate. For example, in Kamin (2001) the equilibrium
real exchange rate is as a decreasing function in de-trended domestic
absorption and in Edwards (1998) is a constant.
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countries. If ()< 1, the nominal exchange rate is adjusted by less than inflation

differentials. When ()= 1 and j = 0 equation (5.2) becomes the traditional real

exchange rate index. In this model, I follow Williamson (1981) by setting

()= 1 and Edwards (1996) by setting j = 1. The central bank is assumed to

control o( which measures the changes in the nominal exchange rate.

Finally, this is an open economy that produces tradable and non-

tradable goods. Tradable prices are related to international prices via the law

of one price, and non-tradable prices are determined by domestic supply and

demand. Wages are based on expected inflation. Aggregate inflation is thus

defined as a weighted average of tradable and non-tradable prices.

Under rational expectations, the resulting resource balance for this

economy is given by: 4

x, = 8, (5.3)

4 Specifically, non-tradable inflation, which is derived from an equilibrium
condition in the non-tradable goods market, is given by:
7r,N = PI 7r; +~ WI + flJz" where 7r: is non-tradable inflation, 7r; is foreign
inflation, W, is the change in the log of nominal wages, and Z, is a measure of
excess demand pressures. The coefficients in the non-tradable inflation
equation depend on the underlying elasticities of supply and demand, which
under reasonable assumptions, should be positive. For convenience and
without loss of generality, these coefficients have been normalized to unity
and excess demand pressures are assumed to be removed by the central bank.
Inflation of tradable prices is given by: tri =0, +7r; , and wage inflation by:
W( = E(tr(), where E is an expectations operator conditional on all past
available information. (see Edwards, 1998, for a derivation of a similar
model).
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The solution 'Ofthe model is carried 'Outby minimizing equation (5.1)

with respect to 8, and subject t'O equations (5.2) and (5.3). The 'Optimal

devaluation rule resulting from the central bank's optimization problem is

given by:

A
8,= --(x, + 8,)

1+..1,
(5.4)

Equation (5.4) depends 'Onthe type 'Ofregime chosen. If ..1,= 0, the

nominal exchange rate will be anchored and set to zero. If A > 0 and a

crawling peg is followed, the nominal exchange rate will be adjusted

according to exogenous shocks and past inflation differentials.

After substituting equation (5.4) back into (5.1) and (5.2), it f'Oll'OWS

that the paths 'Ofinflation and the real exchange rate are given by:

A A
X=--X +--8
I 1+..1, 1-1 1+..1, I

(5.5)

1 A
S =---X +--8
I 1+..1, 1-1 1+..1, I

(5.6)

Under an ERBS programme with A = 0 , the central bank will control

inflation provided that xt = 0, and the real exchange rate will converge to
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parity as SI = -XI' In both equations, the stabilisation programme eliminates

the volatility coming from term-of-trade shocks. However, how much

volatility is fuelled into these variables depends on the chosen value of A. The

greater the level of A the larger will be the effects of trade shocks to inflation

and the stronger the persistence of inflation thus creating a real appreciation of

the currency. Intuitively, a rational choice of the central bank when volatility

shocks are large is to engage in a stabilisation programme by setting A = 0 .

This can be formally demonstrated by evaluating the welfare

implications of changes in stabilisation preferences in the central bank's

objective function. Substitution of equations (5.5) and (5.6) into (5.1) and

taking expectations, gives:

AE{LJ=¢+-Var{c,}
1+A

(5.7)

where, ¢= (All +A )x,2_1 is a non diversifiable social loss level resulting from

previous inflation differentials. Equation (5.7) is based on the assumption that

Cl ~ N[O,Var{cJ] where, Va~cJ~O. Consequently, a regime change will be

welfare improving if and only if:

oE(L,) ;;;Var (E,) < 0
oA (1 + AY

(5.8)
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Given that Va~s,)~ 0, condition (5.8) states that movements towards a

nominal exchange rate anchor under an ERBS programme (i.e., 8A. <0), will

improve social welfare if and only if the variance of inflation is positive.' A

positive variance is the result of persistent shocks to the economy. As a

consequence, when prices are subject to volatility, it is in society's best

interest that the central bank moves toward a nominal anchor around a formal

stabilisati?n programme for controlling inflation."

Nonetheless, and following Levy- Yeyati and Sturzenegger's (2001)

"fear of pegging", it is unlikely that the authorities will move to a strict ERBS

when condition (5.8) bites. As a consequence, it is plausible that once

inflation is stabilized, the authorities will revert their preferences towards a

crawling peg scenario with higher values of A.. This situation will introduce

volatility back into the system, thus requiring a new stabilisation attempt.

Incidentally, the story does comply with the history of repeated stabilisation

5 Condition (5.8) assumes that the central bank only cares about the expected
shocks when evaluating a change in stabilisation preferences. In this regard,
past inflation differentials, when positive, are regarded as non-diversifiable
and related to already realize preference levels as represented by tP . Changes
in preferences will only be subject to what the central bank can achieve in the
future as.new preferences could be adjusted to minimize social loss taking past
inflation differentials as given.
6 There are numerous extensions to the model that can introduce a covariance
term in equations (5.7), such that condition (5.8) can become negative if the
covariance is negative and large. This will allow situations in which the
model suggests reverting back to a crawling-peg regime.
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episodes that have characterized many developing countries (see Edwards,

1996).7

Another important aspect of the model is that the concavity of the loss

function implies that the further apart the central bank stands at the time when

condition (5.8) suggests a stabilisation programme, the greater will be the

welfare gains associated with a change of preferences towards stabilisation

policies. In addition, the larger the Var{st) the greater will be the social loss

associated with delaying the stabilisation plan. The value of Var{s,} thus

defines the direction and timing for a regime change towards a stabilisation

programme in general and ERBS in particular.

Figure 5.1 provides a graphical description of the regime shifting

condition. The expected social loss and its derivative, equations (5.7) and

(5.8), are displayed alongside the optimal movement towards stabilisation. The

diagram shows that when Var{st}> 0, the derivative of the loss function with

respect to regime preferences is always positive and preferences should move

towards lower values of A in order to reduce social losses. At A = 0 welfare

losses are minimized.

7 A similar story can be told when the stabilisation programme looses
credibility such as in Sargent (1982). In this case, the value of A is subject to a
probability of success attributed by agents. If the public perceives that the
central bank will not be able to manage the programme, the probability of
success falls and A reverts back to pre-stabilisation levels, allowing shocks to
feed back in the systems creating volatility and thus requiring a new
stabilisation effort.
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Figure 5.1: Expected social loss and regime changes

E{L)
ERBSCase: Var{e) > 0, BE{L) < 0 if BA < 0

BA

Var{e)+ ¢ --------- ---- ---- --- -------------

<E{L)=-Var{e)+¢
1+,,1

Var{e BE{L) _ Var{e)
~ BA -{I+AY

o

5.3 Heteroskedasticity and stabilisation

This section puts forward a hypothesis stating that inflation in countries that

have a history of stabilisation attempts should be heteroskedastic. It also

establishes that a conditional variance or volatility model can be used to

determine the optimal timing of stabilisation plans.

In particular, history suggests that countries come in and out of

stabilisation. For example, Table 5.1 shows a sample of 6 Latin American

countries, namely Argentina, Brazil, Chile, Mexico, Peru and Uruguay that
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between 1970 and 2004 have altogether engaged in more than 17 ERBS

programmes.!

Table 5.1: IMF stabilization dates in a sample of selected countries

Country Program dates/names

Brazil

1973Q3
1978Q4 (Tablita)
1985Q 1 (Austral)
1990Q 1 (Bonex)
1991Q2 (Convertibility)

1986Q 1 (Cruzado)
1990Q2 (Collor)
1994Q3 (Real)

1975Q2
1978Q 1 (Real)

Argentina

Chile

Mexico 1988Ql
1995Ql

1981Q3
1985Q4
1990Q3

1978Q4 (Tablita)
1991Q3

Peru

Uruguay

Source: Intematioal Monetary Fund.

If the model in section 5.3 captures the response of the central bank

adopting stabilisation plans and this decision is based on the variance of

inflation as indicated by equation (5.8), it must be that this variance changes

over time, implying heteroskedasticity. Given that heteroskedasticity is

8 This does not account for other forms of stabilisation, such as the unorthodox
plans that these countries have historically experimented with.
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formally studied using conditional variance or volatility models, the following

proposition should hold: Inflation processes, in countries with a history of

stabilisation attempts, must be heteroskedastic and can be approximated by a

conditional variance ARCH model (Engle, 1982). In addition, it can be

expected that the ARCH of the inflation process must coincide with

stabilisation attempts, overshooting at or near the days a central bank

implements the stabilisation programme.

Specifically, the hypothesis states that inflation processes in countries

that have a history of stabilisation attempts should have a significantly positive

conditional volatility component that matches up with the dates in which these

countries have engaged in ERBS programmes. This result is due to the fact

that the variance is always non-negative. Provided that a regime switch is

triggered by a positive variance, it follows that history suggests that a positive

variance should be found on the dates that stabilisation programmes were

introduced. This should be the case if the central bank is rational and behave

according to the assumption of the model in section 5.3 and second, if

departures from the dates suggested by the model are the results of

externalities and/or constraints faced by the central bank.

The above hypothesis will be tested by evaluating a conditional

variance or volatility model for inflation. In doing so, a general to specific

approach will be used for the family of conditional variance models that fall

within the definition of ARCH. Specifically, an autoregressive AR(r) process

for inflation, as suggested by equation (5.5), will be used, such that:
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(5.9)

where, &1 ~ N(O,o}). The variance of (5.9) will be tested for a ARCH(q)

process given by:

(5.10)

From equations (5.9) and (5.10), it follows that condition (5.8)

translates into: Var{&I) == a} .

Turning to the empirical exercise, equations (5.9) and (5.10) were

individually estimated for the 6 Latin American economies presented in Table

5.1. Overall, the sample includes a total of 17 ERBS programme as formally

defined by the IMF.9 The estimation was carryout using quarterly and

seasonally adjusted data ranging from the first quarter of 1970 up to the fourth

quarter of 2004. For each country, the local inflation rate (H,) was

approximated by the quarter to quarter change in the consumer price index

(CPI), and the foreign inflation rate (H;) by the quarter to quarter change in

9 Available CPI data for Brazil starts in the first quarter of 1980. In Mexico,
the sample starts in the first quarter of 1976 to avoid a data break in the first
quarter of 1977 as a result of data overlapping (see IMF IFS report).
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the United States (US) CPI.10 All variables were taken from the IMF

International Financial Statistics (IFS).

Before engaging in the formal econometrics, the integration properties

of equation (5.9) were evaluated using the Phillips-Perron (1988) test

statistic.I I Table 5.2 shows that inflation differentials follow 1(0)process in all

countries in the sample. Integration was also tested for the growth of

seasonally adjusted money supply (Ml), which will be used later in the

chapter for performing robustness tests on the conditional variance model.

The results indicate that log changes in Ml are 1(0) and consistent with the

proposed model in all of the sample countries.

The first step of the exercise is to test the hypothesis that inflations in

countries that have a history of stabilisation attempts are heteroskedastic. For

this purpose equation (5.9) was estimated for each country and a several

heteroskedasticity tests were carryout on the residuals.

10 The choice of the US CPI as a measure of foreign inflation relies on the fact
that the US is considered the main trading partner for most Latin American
countries and most certainly for the ones in this sample.
II Phillips and Perron (1988) propose an alternative nonparametric method for
controlling serial correlation when testing for a unit root in the presence of
lagged dependent variables.
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If the hypotheses of the model are correct, the null of no

heteroskedasticity should be rejected against the one side alternative of

heteroskedastic residuals. In particular, the Breusch-Pagan-Godfrey test (see

Breusch-Pagan, 1979; and Godfrey, 1978), the Harvey (1976) test, the Glejser

(1969) test, the ARCH Lagrange multiplier (LM) test for autoregressive

conditional heteroskedasticity (Engle, 1982), and White's (1980), which is a

test of unknown general form heteroskedasticity, were carried out. The above

tests are distributed 1'2 with degrees of freedom given by the number of

parameters to be estimated in the mean regression. Because of the nature of

the analysis, the ARCH LM should be the most important test according to

Engle (1982).

Table 5.3 presents the estimated regressions for each country alongside

residual tests. The results of the mean equation show that inflation in all the

countries are well explained by an AR(r) model as indicated by the regression

tests statistics. In particular, Argentina, Brazil and Uruguay follow an AR(3),

Chile and Peru follow an AR(2), and Mexico follows an AR(I). Inflation

persistence was high in all sample countries as shown by the sum of the lagged

inflation coefficients. However, none of the countries depicted unit-roots

indicating mean reversion. In addition, the Durbin-Watson statistic and the

Godfrey (1988) LM tests show no signs of serial correlation, except for Chile

in which the LM statistic for higher order serial correlation is significant at the

1% level. Nevertheless, a Phillips and Perron (1988) test on the residuals for

Chile's regression indicated stationary at the 1% level.
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Turning to the variance of the residuals, the results rejected the null of

no heteroskedasticity in all countries, confirming that these inflations where

heteroskedastic when analyzed using an AR(r) model. The results provide a

necessary but not sufficient condition in favour of the theoretical model

proposed in section 5.2, in which for a sample of countries that have a history

of stabilisation attempts, inflation was on average heteroskedastic.

The second step in the analysis is to model heteroskedasticity using

ARCH.12 Table 5.4 presents the estimation of equations (5.9) and (5.10) for

each individual country under maximum likelihood estimation with the

assumption that the errors in (5.9) are conditionally normal Gaussian. Again, a

general to specific approach, using different inflation and ARCH lags,

confirmed that the conditional variance model for the inflation process is quite

robust to an AR(l) in the mean equation with an ARCH(2) specification for

Argentina, Brazil, Chile and Uruguay, and to an AR(l) with an ARCH(l)

specification in Mexico and Peru."

12 A more general GARCH specification was also tested (Bollerslev, 1986,
and Taylor, 1986). The results favored the ARCH model in all countries in the
sample.
13 All countries show a high degree of inflation persistence as measured by the
coefficients on past inflation differentials. None of the countries depict a unit
root, implying that on average, inflation was subject to an implicit nominal
anchor. ADF tests on the residuals are stationary at conventional levels,
providing evidence of mean reversion in inflation differentials, in all
equations.
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Accordingly, the significance of the ARCH indicates that volatility is

relevant in all countries. Mexico, however, shows the lowest coefficient

apparently because persistence has been historically high and volatility shocks

do not appear to provide relevant news in the forecast of the variance. By and

large, it seems that inflations in these countries are better explained by a

conditional variance model as compared to the traditional constant variance

structure.

Turning to the robustness of the model and provided that inflation is

known to be affected by measures of excess demand pressures, several

additional explanatory variables were tested. In particular, the approximation

found most significant was the growth of seasonally adjusted money supply.

A general to specific approach was used to estimate the specification given by:

(5.13)

where m; is the growth on money and the variance equation is given by

(5.10). Table 5.5 shows the results that includes this additional explanatory

variable in the mean equation. It appears that money growth is significant in

all inflation equations with lags that range from 2 to 4 quarters and

coefficients that range from 0.07 in Argentina to 0.72 in Peru. The most

important conclusion derived from the results, however, is that the conditional
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variance remains unaffected by the inclusion of these variables, confirming the

robustness of the ARCH specification.

The third step in assessing the relevance of the proposed hypothesis

involves determining if the evolution of the ARCH series coincides with the

dates in which these countries introduced stabilisation programmes. Figures

5.2a-5.2e compares the ARCH against actual dates of stabilisation and rolling

sample standard errors for each country." At first, overshooting of the

conditional variance coincides with almost all of the mayor stabilisation

attempts around the time of substantial macroeconomic volatility. The most

relevant episodes were the Bonex plan in Argentina at the beginning of the

1990s, the Brazilian Collor and Real plans in 1990 and 1994, the

hyperinflations in Chile and Mexico during the 1970s, the 1990 inflation crisis

in Peru, and the high degree of persistence in Uruguay with several spikes in

1973, 1983 and 2003.

For the sample under scrutiny, the ARCH coincides with the entire set

of stabilisation programmes that the literature has considered as successful

(see Hamann, 2001). More interesting, however, is that the ARCH is

14 The ARCH senes are drawn from the model estimated in Table 5.4.
However, similar results are obtained if the specification in Table 5.5 is used.
The rolling standard errors are based on sub-sample periods that run from one
stabilisation episode to the next. This is done to have statistical bases to
determine when the ARCH series is statistically different from zero. Although
not formally derived, it is assumed that when volatility exceeds the average
ARCH of the stabilisation period, volatility shocks are expected to kick-in and
may signal the need to engage in a stabilisation attempt. These rolling
standard errors are displayed as the staggered lines that run alongside the
ARCH series in the graphs.
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uncorrelated with those stabilisation programmes that the literature has found

as failed or overly delayed.

Figure 5.2a: regime switching rule in Argentina
25,-----------------------------------------------------------~
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Figure 5.2b: regime switching rule in Brazil
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Figure 5.2c: regime switching rule in Chile

1.2,--------------------------------------------------------,

0.8

0.6

0.4 -

0.2

7502 7801 (Tablita)

mrrrrrm-M""r1T1"rTTl"1'rI-m-rrrn-

197004197304197604197904 198204198504198804199104 199404 19970420000420030

Figure 5.2d: regime switching rule in Mexico
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Figure 5.2e: regime switching rule in Peru
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Figure 5.2f: regime switching rule in Uruguay
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In particular, the Tablitas and Convertibility plans in Argentina, the

Collor and Real plans in Brazil, and Peru's 1985 and 1990ERBS programmes,

are cases in which the programmes are considered as fail attempts. It must be

noted that overshooting of the conditional variance in the context of this

model, is analogous to Dornbusch's (1976) exchange-rate overshooting. This

can be demonstrated by using the traditional definition of the real exchange

rate index:

(5.11)

where log(p') is a log-linear operator and Ft is the nominal "spot" exchange

rate. Using equations (5.5) and (5.6), it follows that:

() A A-I
log 1'; =2--&, +--xt-l

I+A I+A
(5.12)

If strict PPP is assumed to hold in equation (5.2), it then follows that:

(5.13)

which shows that if the nominal "spot" exchange rates overshoots, it must be

due to the Var{St).
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5.4 Duration in stabilisation

This section attempts to measure duration in stabilisation using the conditional

variance model as a threshold definition of high and low inflation. These

threshold definitions are compared to the actual date on which the stabilisation

programme was introduced. Any departures from the thresholds are

understood as measures of duration, producing delays in the implementation

and/or-in achieving stabilisation. IS

The standard approach for measuring duration in the literature is by the

difference between the actual date of stabilisation and the date the economy

reaches some threshold definition of high inflation. Ball (1994) and Easterly

(1996) have used rules for defining stabilisation episodes. In particular, and

building upon earlier work by Bruno and Easterly (1995), Easterly (1996),

henceforth ETA, defines an "inflation crisis" as a period of two consecutive

years of inflation above 40 percent. In the same fashion, a "stabilisation

episode" is defined as a movement from an inflation crisis to a non-crisis state,

the later marked by a period of at least two consecutive years with inflation

below 40 percent. The two year minimum is used to eliminate spikes in

inflation due to purely one-time price shocks such as changes in import prices,

exchange rate movements, and or trade liberalization.

15 The literature dealing with duration in stabilisation focuses on the
externalities and political games that cause governments to delay stabilisation
and/or to implement soft programmes that ultimately fail (see Sturzenegger
and Tommasi, 1998).
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To establish the timing of stabilisations, ETA defines the peak year

during the crisis period as the stabilisation year, and the year after the peak as

the first post-stabilisation year. ETA found 28 stabilisation episodes, although

his rule could be considered a relatively stringent criterion for the selection of

stabilisation episodes. Notably, the list excludes a number of well-

documented, albeit mostly failed, stabilisation attempts, including Argentina

and Chile's Tablitas of the late 1970s, as well as the heterodox programmes of

Argentina, Brazil and Peru of the mid-1980s. The sample also excludes

several programmes in Africa.

In a deliberate attempt to produce a larger sample, three alternative

rules were tested by Hamann (2001) to identify stabilisation episodes. All the

rules are based on the requirement that, prior to stabilisation, inflation

remained at or above 40 percent for at least two years. In the first criterion,

stabilisation occurs when inflation is brought down below 40 percent and

remains at that level for at least another year.

In the second, stabilisation occurs when the inflation rate is below 40

percent by at least one-quarter the first year and remains below the pre-

stabilisation level for at least another year. In the third and final criterion,

stabilisation occurs when the inflation rate is below 40 percent by at least half

of the first year and remains below the pre-stabilisation level for at least

another year. Hamann (2001) found 34 stabilisation episodes under criterion 1,

out of which 22 coincide with those in ETA sample.
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The timing of stabilisation, however, tends to be delayed by a year in

most cases, reflecting the fact that ETA's selection was based on end-of-

period inflation whereas Hamann (2001) uses average inflation. The fact that

this rule does not produce a very large number of episodes shows the

discriminating power of the 40 percent threshold. A potential shortcoming of

these criterions, however, is that they could pick up cases in which inflation

may have been lowered from slightly over 40 percent to slightly less than 40

percent, which may not represent economically meaningful stabilisation

episodes.

Unlike criterion (1), criterion (2) does not impose a uniform ceiling on

post stabilisation inflation but requires a reduction of at least one-quarter in

inflation in the first year of stabilisation. This proved to be a significantly less

restrictive criterion, as it produced 51 stabilisation episodes, including all 28

found by ETA (although 17 of them are dated a year later). This criterion also

picks up the well-known episodes not captured by ETA rule, namely

Argentina, Brazil, Chile and Peru. Criterion (3), which requires halving

inflation to a minimum, produced 36 episodes, including 22 of the 28

identified by ETA. This section develops a comparative study on duration

against ETA using the conditional variance model to define the threshold

definition of high and low inflation. Table 5.6 shows the calculation of

duration using ETA for both "delays" as well as "stabilisation episodes". The

sample of six countries that includes the 17ERBS programmes was used.
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The results show that the average "delay" under ETA is 9.1 quarters

with a 7.0 quarters standard deviation. The country with the highest average

"delay" is Brazil followed by Argentina. The "stabilisation episodes" of

highest duration, however, were Brazil's Cruzado in 1986 and Peru's 1981

ERBS. Since the data set is quarterly and ETA's original results were based on

a yearly frequency and end-of year inflation rates, the durations calculated in

Table 5.6 differ slightly from ETA original publication.

Table 5.7, on the other hand, calculates duration using the conditional

variance model (CVM), and compares the results against those of ETA. Some

interesting conclusions arise: Firstly, the average "delay" according to the

CVM is 4.9 quarters in contrast to the 9.1 quarters under ETA. This is a

significantly lower duration when using the CVM, implying that stabilisation

programmes where introduced by the central bank in line with what the

volatility model suggested. However, the standard errors under both

methodologies are not far apart (7.5 vs. 7.1 quarters) indicating that there are

errors in calculation of about seven quarters among programmes under each

methodology. For this reason, the CVM will sometimes coincide with the

duration implied by other frameworks.

In particular, the results show that under the CVM, duration is

substantially lower in Argentina and Brazil, somewhat lower in Chile, Mexico

and Peru, and higher in Uruguay's Tablita of 1991. Consequently, the CVM

and ETA coincide with the Mexican 1976 programme and Peru's 1981

stabilisation plan. On the contrary, the CVM suggests that neither the 1991
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Convertibility plan in Argentina, Chile's Real, nor Uruguay's 1991 ERBS

programmes were necessary from a welfare perspective. As a matter of fact,

volatility shocks had already disappeared when these programmes were

introduced.16

Secondly, the CVM is also used for measunng a "stabilisation

episode". The CVM determines when volatility shocks return to pre-crisis

levels and thus when inflation is actually stabilized. The results show that, on

average, volatility shocks disappear in about 1.0 quarters with a 1.3 quarters

standard deviation after a programme is introduced.

It is interesting to see from Table 5.7, however, that many of the

stabilisation programmes with long implementation delays, show negligible

durations in achieving stabilisation. The reason lies, perhaps, in that most of

these programmes were introduced when inflation was already stabilized

either because the authorities implemented stabilisation policies prior to

formally committing with the IMF, or due to a change of government that

eventually consolidated its credibility by introducing a relaxed IMF plan.17

Cases in which the countries introduced IMF programmes before

elections where Argentina's Austral of 1985, Brazil's Cruzado of 1986 and

Mexico's 1988 programme. For example, Stein and Streb (1998) showed how

16 It is possible that the prospect of reaching a deal with the IMF could had
bring-forward the benefits from implementing the agreement. This would be
in line with Sargent's (1982) views about the announcement cost-benefits
effect of credible stabilisation.
17 The literature on political opportunisms addresses this question. For a
comparison of competing views on political opportunism see Alesina et al.,
(1997).
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voting intentions for the 1994 Brazilian presidential campaign changed in

favour of the candidate Cordoso against the popularity of President Lula after

launching the Real Plan in July of that same year. The Mexican ERBS is an

example where elections occurred after the plan was launched in December of

1987. In July of 1988, Carlos Salinas was elected President and the Pkl's

strategic choice to stabilize the economy using a formal programme, was

supported by voters enthusiastic about the ongoing consumption boom.l"

The Bonex plan in Argentina, the Collor and Real plans in Brazil, and

Peru's 1985 and 1990 programmes, all occurred after the countries

implemented self- failed stabilisation attempts that were followed by

subsequent changes of government.l" For example, the Bonex plan in

Argentina was launched by the newly elected government headed by Carlos

Menem, and the Collor in Brazil was launched in March 1990 right after

Fernando Collor de Melo was elected President.

5.5 Conclusions and policy implications

This chapter shows how policy makers engage in a stabilisation programme by

looking at the variance of inflation. Relying on the historical account of

countries that have undergone stabilisation episodes, the analysis suggests

heteroskedasticity and proposes a hypothesis in which a conditional variance

18 The Partido Revolucionario Independiente (PR!) was Carlos Salinas'
~olitical party.
9 There were many stabilisation programmes such as the Tablitas in
Argentina, Uruguay, and Chile that occurred during dictatorial regimes.
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or volatility ARCH model for inflation could provide information about the

timing and duration of stabilisation plans.

The hypothesis was tested, using time-series techniques, for a sample

of 6 countries and 17 stabilisation episodes that fall within the IMF definition

of ERBS. The results show that inflation rates in the sample of countries are

heteroskedastic and that the ARCH variance is highly correlated and

overshoots at or near the dates in which successful IMF programme were

implemented. Interestingly, no correlation between volatility and failed

stabilisation attempts was found.

The analysis provides an alternative, more rigorous approach for

measuring duration and a theoretical justification for using a conditional

volatility ARCH models in the empirical evaluation of chronic inflation. The

approach could be a valuable tool for policy makers in deciding to engage in

stabilisation attempts, and could illuminate the literature dealing with duration

in stabilisation.

Finally and due to its simplicity, the use of ARCH as a tool for

identifying the beginning of periods of volatility that may require an

adjustment of macroeconomic policy could become invaluable. On a monthly

basis, central banks and the IMF could follow on the ARCH to see if it is

within its rolling standard error, which may help indentify red flags in the

macroeconomic developments such as subtle term-of-trade shocks, changes in

expectations or other macroeconomic disturbances.

167



5.6 References

Alesina, A., 1994, Political Models of Macroeconomic Policy and Fiscal

Reforms, in: Haggard, S., and S. B. Webb, (eds.), Voting for Reform,

Oxford University Press, 37-60.

Alesina, A., and G. Tabellini, 1990, Voting on the Budget Deficit, The

American Economic Review, 80, 1.

Alesina, A., N. Roubini, and G. D. Cohen, 1997, Political Cycles and the

Macroeconomy, MIT Press.

Ball, L., 1994, What Determines the Sacrifice Ratio? in: N. G. Mankiw (eds.)

Monetary Policy, NBER Studies in Business Cycles, 29.

Bollerslev, Tim, 1986, Generalized Autoregressive Conditional

Heteroskedasticity, Journal of Econometrics, 31, 307-327.

Bollerslev, T., and J. M. Wooldridge, 1992, Quasi-Maximum Likelihood

Estimation and Inference in Dynamic Models with Time Varying

Covariances, Econometric Reviews, 11, 143-172.

Breusch, T. S., and A. R. Pagan, 1979, A Simple Test for Heteroskedasticity

and Random Coefficient Variation, Econometrica, 47 (5), 1287-1294.

Bruno, M., and W. Easterly, 1995, Inflation Crises and Long-Run Growth,

NBER Working Papers, 5209, National Bureau of Economic Research.

168



Dickey, D. A, and W. A Fuller, 1979, Distribution of the Estimators for

Autoregressive Time Series with a Unit Root, Journal of the American

Statistical Association, 74, 427-431.

Dornbusch, R, 1976, Expectations and Exchange Rate Dynamics, Journal of

Political Economy, 84 (December), 1161-1176.

Drazen, A, 1996, The Political Economy of Delayed Reform, The Journal of

Policy Reform, 1, 1, 25-46.

Easterly, W., 1996, When Is Stabilisation Expansionary? Evidence from High

Inflation, Economic Policy, 21, 67-107.

Edwards, S., 1996, Exchange-Rate Anchors, Credibility and Inertia: A Tale of

Two Crises, Chile and Mexico, American Economic Review, 86, 2, 176-

180.

Edwards, S., 1998, Two Crises: Inflationary Inertia and Credibility, The

Economic Journal, 108, 665-80.

Engle, R. F., 1982, Autoregressive Conditional Heteroskedasticity with

Estimates of the Variance of United Kingdom Inflation, Econometrica, 50,

4,987-1008.

Glejser, H., 1969, A New Test for Heteroskedasticity, Journal of American

Statistical Association, 64, 316-323.

Godfrey, L. G., 1978, Testing for Multiplicative Heteroskedasticity, Journal of

Econometrics, 8, (2), 227-236

169



Godfrey, L. G., M. McAleer, and C. R. McKenzie, R. Colin, 1988, Variable

Addition and LaGrange Multiplier Tests for Linear and Logarithmic

Regression Models, The Review of Economics and Statistics, 70 (3), 492-

503.

Hamman, J. A., 2001, Exchange-Rate-Based Stabilisation: A Critical Look at

the Stylized Facts, IMF Staff Papers, 48, 1, 111-138.

Harvey, A. C., 1976, Estimating Regression Models with Multiplicative

Heteroskedasticity, Econometrica, 44 (3), p. 461-65.

Harvey, A. C., 1990, The Econometric Analysis of Time Series, 2nd edition,

MIT Press.

Hendry, D. F., 1995, Dynamic Econometrics, Oxford University Press.

Kamin, S. B., 2001, Real Exchange Rates and Inflation in Exchange-Rate-

Based Stabilisations: An Empirical Examination, Journal of Development

Economics, 64, 237-253.

Levy-Yeyati, E., and F. Sturzenegger, 2001, Exchange Rate Regimes and

Economic Performance, UTDT, CIF, Working Paper: 2/01.

MacKinnon, J. G., 1996, Numerical Distribution Functions for Unit Root and

Cointegration Tests, Journal of Applied Econometrics, 11,601-618.

Persson, T., and L. E. O. Svensson, 1989, Why a Stubborn Conservative

Would Run a Deficit: Policy with Time-Inconsistent Preferences,

Quarterly Journal of Economics, 104, 2.

170



Phillips, P. C. B., and P. Perron, 1988, Testing for a Unit Root in Time Series

Regression, Biometrika, 75, 335-346.

Rodrik, D., 1993, The Positive Economics of Delayed Reform, American

Economic Review, 83, 356-361.

Rodrik, D., 1996, Understanding Economic Policy Reform, Journal of

Economic Literature, 34, 9-41.

Sargent, ~. J., 1982, The End of Four Big Inflations, In Robert E. Hall, (eds.)

Inflation: Causes and Consequences, University of Chicago Press, 41-98.

Stein, E. H., and J. M. Streb, 1998, Political Stabilization Cycles in High-

Inflation Economies, Journal of Development Economics, 56, 23-36.

Sturzenegger, F., and M. Tommasi, 1998, The Political Economy of Reforms,

MIT Press.

Taylor, S., 1986, Modeling Financial Time Series, New York, John Wiley &

Sons.

White, H., 1980, A Heteroskedasticity-Consistent Covariance Matrix and a

Direct Test for Heteroskedasticity, Econometrica, 48, 817-838.

Williamson, J., 1981, Exchange Rate Rules, The Theory, Performance and

Prospects of Crawling Peg, New York: St. Martin's Press.

171



Chapter 6

On the credibility of nominal anchors

6.1 Introduction

Credibility is important in designing and implementing macroeconormc

policies, and particularly stabilisation programmes. As Agenor and Taylor

(1992, p.547) noted "... when the public lacks confidence in the ability of

politicians to carry out a newly announced stabilisation programme,

disinflation becomes more difficult to achieve". If stabilisation policies lack

credibility, the public will eventually recognize that the programme will not be

sustained and collectively cause it to collapse (see, for example, Auernheimer,

1987; and Flood, 1983).'

As discussed before in this thesis, there is also a debate on whether

exchange-rate-based stabilisation (ERBS) is more credible than money-base

stabilisation (MBS). According to the literature, and due to the visibility of

the policy prescription, it is believed that ERBS will have a larger and more

profound "credibility" effect than MBS (see Calvo and Vegh, 1994).

Credibility on the stabilisation programme can also produce an

announcement effect. The announcement effect measures the initial impact on

, In Flood's (1983) model agents' anticipation of a possible abandonment of
the stabilisation programme creates a self-fulfilling process.
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inertia observed following the introduction of the programme and captures the

perception of agents on the ex-ante ability of the authorities to stabilize

inflation. The announcement effect depends on subjective issues, including the

IMF reputation, the type of package being proposed, the term of the

government in office, and whether it is an ending-term or newly-elected

political party.

The IMF is not a popular institution in many developing countries as

its recipes.include tax reforms and balance budgets that will create important

cuts in subsidies, affecting the majority of the electorate. As a consequence, it

is possible that the announcement of an IMF package in a country suffering a

macroeconomic crisis will not have the full support of agents and hence will

not impact inflation inertia in the expected magnitude. This point is also

related to the type of package being introduced, in which MBS are known to

impose heavier restrictions on the government than ERBS.

In addition, the status of the party in power will also affect the

announcement effect of the programmes. If the reputation of the government

in office has deteriorated, either because they have been unsuccessful in

implementing stabilisation policies, or because they have delayed the

necessary policies, often recommended by the IMF, it is likely that agents will

consider that the programmes will not be successful. Therefore a larger

announcement effect should be observed for programmes implemented after

election in which there is a change of government than those implemented

prior to elections (see Alesina et al., 1997).

173



The announcement effect is of relevance provided that if a positive

momentum is not created at the initial stages of the programme the

stabilisation strategy could be jeopardised. At the empirical level, however,

the question lingers: does ERBS generate a larger announcement effect than

MBS? This chapter addresses the issue using a panel of 19 countries with a

history of stabilisation episodes using exchange rate based and/or money

based anchors.

Sin~e inflation inertia is known to be closely related to the credibility

on the stabilisation programme (Agenor and Taylor, 1992; Edwards, 1998),

the analysis evaluates, on a cross-sectional basis, the magnitude that each

nominal anchor has on reducing inertia at the time the programme is

announced. The reduction in inertia is then compared among the different

nominal anchors and among different regions to see if there are regime

specific effects and region specific characteristics linked to the stabilisation

episodes.

The use of a cross-sectional framework to address the questions of

credibility on different types of nominal anchors is, to my knowledge, new to

the literature on stabilisation. Previous studies dealing with the issues of

measuring credibility, especially during the implementation of stabilisation

plans, have done so for specific countries and only on ERBS programmes.

Even if the changes in inertial that take place during stabilisation episodes are

not entirely due to credibility, understanding and comparing these changes

across of large group of countries, in different regions of the world and ofr
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different types of stabilisation strategies, is of great relevance and should

become useful for the IMF and central banks around the world. Governments,

politicians and the architects of stabilisation packages can wisely use this

information to improve on the design and in the negotiation of IMF supported

packages.

In what remains, sections 6.2 and 6.3 layout the time-series-cross-

section framework and explain the modelling strategy. Section 6.4 discusses

the results arising from the empirical exercises. Section 6.5 concludes.

6.2 A pooled time series model for measuring credibility

This section explains a pooled time-series-cross-section model to empirically

evaluate and measure the credibility effect of ERBS and MBS at the time of

announcement. This is accomplished by extending Agenor and Taylor (1992)

and Edwards (1998) using interaction dummy variables for measuring the

changes in the regression coefficients at the time the stabilisation programme

is announced. According to the literature, the coefficient change as a result of

credibility effects, and thus provide an approximation of the probability that

agents attribute to the success of the programmes.

On a cross sectional setting inflation can be represented by the

following stacked stochastic process:

(6.1)
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where x I' m I and V I are n x 1 vectors of country specific inflation processes,

excess demand and supply shock, and a and p are 1 x n coefficient vectors.

In equation (6.1) the a vector measures the degree of persistence or inflation

inertia, p measures the impact of excess demand pressures, which usually

incorporates de-trended absorption or residuals from money demand

equations, and VI - N(O, n) is the set of error terms capturing supply side

shocks?

According to the literature, credibility on a stabilisation attempt can be

approximated by the changes in the a vector at the time the stabilisation

programme is announced, which is a measure of the "announcement effect" of

stabilisation.' This conclusion is drawn from rational forward looking models

where a regime change implied by stabilisation, in which the authorities set

their policy reaction so as to minimize the inertial effects of the a vector, will

depend on agents' perception that the programme will be maintained. This

argument, pioneered by Sargent (1982), indicates that the effectiveness and

side cost of stabilisation will depend in great deal on the credibility of agents

on the ability of governments to carry forward and successfully implement

stabilisation policies.

2 Inflation is known to be determined by three fundamental elements: Inflation
persistence, excess demand pressures, and random supply side shocks (see, for
example, Dornbusch, 1976; and more recently, Dornbusch and Simonsen,
1988).
3 The evolution over time of the a vector measured, for example, using
recursive regression methods, can also provide information about the
implementation effect of the programme.
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As a consequence, if a stabilisation programme is perceived as

credible, persistence will fall and a will drop at the time a stabilisation

programme is announced. On the contrary, if stabilisation is not credible,

persistence will not be affected and a will remain invariant at the time of

announcement. Consequently, the evolution of the a vector can offer relevant

information about the performance of the stabilisation attempt and will

provide an approximation of the probability of success attributed by agents to

the stabilisation programme.

The most straight forward way to measure the announcement effects of

stabilisation, using a cross-section framework, is by evaluating the

significance and magnitude of an impact dummy variable on persistence." This

is achieved by performing the following regression:

(6.2)

where D is a n x n country specific stabilisation dummy matrix that takes the

value of one in the year of the stabilisation programme and zero otherwise.

The vector A measures the change in inflation persistence, which according

to the literature, captures the net credibility impact of stabilisation. The larger

the value of A, the greater the credibility on the stabilisation programme.

Similarly, the smaller the value of A, the lower the credibility on the

stabilisation package.

4 See Obstfeld (1995) for a discussion on inflation persistence and the use of
dummy variable to evaluate the impact of regime changes in inflation inertia,
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Note that this framework is general enough, allowing the analysis of

credibility on a geographical basis and to compare the impact of alternative

stabilisation anchors. This can be accomplished by restricting the sample to

include selected countries within a region or by only including the type of

anchor under scrutiny.

Turning to a specific nominal anchor, and the credibility impact

between MBS and ERBS, the model can be extended as follows:

(6.3)

where the subscript i represents the type of stabilisation been evaluated (Le.,

ERBS or MBS). In this regard, Xii is the subsample vector of inflation

process for the countries that have introduced either ERBS or MBS.

Following the above approach, if A ERBS and A MBS are statistically

significant and A ERBS > A MBS' ERBS could be regarded as a more credible

anchor than MBS. If the coefficient is not statistically different from zero,

then there is no credibility impact on the specific type of anchor. If both

coefficients are equal, in a statistical sense, then there is no additional

credibility impact attributed to a specific nominal anchor.
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6.3 Modelling strategy

The following equation will be estimated usmg pooled-time-series-cross

section techniques (PTSCS):

Xjl =UjXII_1 +AjDjXiI_1 +pjmil +ViI (6.4)

In (6.4), it is expected that the a and p vectors be positive, and that

the A vector be either zero or negative.

A panel of 19 countries that underwent a total of 39 stabilisation

episodes, out of which 16 are ERBS and 23 MBS, was used. The countries in

the sample are presented in Table 6.1, which includes 13 Latin American

economies.

Annual data were used for local inflation approximated by the log

change in the consumer price index (CPI) and log change in seasonally

adjusted gross domestic product (GDP) for each country. The data set ranges

from 1960 to 2004, with a total of 812 unbalanced pooled observations. The

set is unbalanced as there are countries with shorter sample lengths such as

Brazil, Nicaragua and Zambia.

One important step in the estimation process is determining the

stabilisation date. As shown in Hamann (2001) and Easterly (1996), the actual

date of the stabilisation programme might differ from the date inflation is

actually stabilized. If the actual dates are used (those reported by the IMF), the

results will be misleading.
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Table 6.1: IMF stabilization dates, anchor type and success criteria including authors calculations
Beginning Stabilization Stabilization Exchange Successful

Country Region Date Date 1,2 Date 3 Rate Anchor Criteria I Criteria 2
Argentina I Latin America 1976 1977 1977 Yes Yes
Argentina 2 Latin America 1980 1980 Yes
Argentina 3 Latin America 1985 1986 1986 Yes Yes
Argentina 4 Latin America 1991 1991 1991 Yes Yes Yes
Bolivia Latin America 1985 1986 1986 Yes Yes
Brazill Latin America 1965 1966 1966 Yes Yes Yes
Brazil2 Latin America 1990 1991 1991 Yes
Chile I Latin America 1964 1965 1965 Yes Yes
Chile2 Latin America 1974 1975 1976 Yes Yes
Chile 3 Latin America 1977 1978 1978 Yes Yes
Costa Rica Latin America 1982 1983 1983 Yes Yes
Dominican Republic I Caribbean 1985 1986 Yes
Dominican Republic 2 Caribbean 1991 1992 1992 Yes
Ecuador Latin America 1983
Ecuador Latin America 1984 1984 Yes
Ecuador Latin America 1988 1990 1990 Yes
Ecuador Latin America 1992 1994 1994 Yes Yes
Iceland Other 1976 1976 1976 Yes
Iceland Other 1983 1984 1984 Yes Yes
Israel Other 1985 1986 1986 Yes Yes Yes
Jamaica Caribbean 1992 1993 1993 Yes
Mexico Latin America 1983 1984
Mexico Latin America 1987 1989 1989 Yes Yes
Mexico Latin America 1995 1997 Yes Yes
Nicaragua Latin America 1991 1991 1992 Yes Yes Yes
Nigeria Other 1990 1990
Nigeria Other 1993 1994 1994 Yes
Peru Latin America 1985 1986 1986 Yes Yes
Peru Latin America 1990 1991 1991 Yes Yes
Turkey Other 1980 1981 1981 Yes
Turkey Other 1999 2000 Yes Yes
Uganda Other 1981 1982
Uganda Other 1988 1989 1989 Yes Yes
Uruguay Latin America 1969 1969 1969 Yes Yes
Uruguay Latin America 1975 1976 1978 Yes
Uruguay Latin America 1980 1981 Yes Yes Yes
Uruguay Latin America 1990 1992 Yes Yes Yes
Venezuela Latin America 1989 1990 Yes
Zambia Other 1993 1994 1994 Yes Yes
Sources: Haman (2001), Easterly (1996), Tomell and Velasco (1998), IFS, National Sources and calculations of the author.

As a benchmark, Table 6.1 shows the actual dates of stabilisation and

those under Hamann criteria 1, and Easterly criteria 2. An average delay of

one year for a stabilisation plan to succeed under both methodologies is

observed. Another important aspect is that out of the 39 stabilisation episodes,

only 14 are successful under Easterly, and 24 under Hamann. The exercise

uses Hamann (2001) criteria 2 as the dates for stabilisation.
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Since Hamman did not include the Dominican Republic 1985, Chile

1964, Ecuador 1983 and 1984, Mexico 1995, Nigeria 1993, Turkey 1999, and

Venezuela 1993, I have used his methodology to calculate the success criteria

for these additional countries in an effort to expand the sample.

6.4 Cross-section results

Table 6.3 presents the results of estimating equation (6.4) under four

regression groups according to the different regions used, and two regressions

per group according to ERBS and MBS programmes. The full sample includes

all countries, the LATAM sample includes only the Latin American

(LATAM) countries, namely Argentina, Bolivia, Brazil, Chile, Costa Rica,

Dominican Republic, Ecuador, Jamaica, Mexico, Nicaragua, Peru, Uruguay

and Venezuela. The NON-LATAM sample includes Israel, Iceland, Turkey,

Zambia, Nigeria and Uganda, and the CA includes only the Caribbean

countries namely Dominican Republic and Jamaica. In the full sample, the

regressions have 52 observations, 19 cross-sections and 745 pooled

unbalanced observations. The R2 is around 94% and the SE and DW

statistics are around 0.12 and 1.3 respectively.
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In the LATAM sample, the regressions have 52 observations, 13 cross-

sections and 563 pooled unbalanced observations with an R2 of around 95%

and the SE and DW statistics at 0.13 and 1.4 respectively. For the NON-

LATAM sample, the regressions have 52 observations, 6 cross-sections and

182 pooled unbalanced observations. The R2 is around 88% and the SE and

DW statistics are around 0.09 and 1.8 respectively. Finally, the CA sample has

only one regression for MBS episodes with 48 observations, 2 cross-sections

(DR and Jamaica) and 89 pooled observations. The R2 is 0.84 and the SE and

DW are 0.04 and 1.9 respectively.

. Looking at inflation inertia, which is captured by the coefficient of

lagged inflation, there does not appear to be any significant differences

between levels of persistence among MBS or ERBS in all four regression

groups, as measured by a Wald coefficient test. For the full sample, the Wald

test cannot reject the null of equal inertial coefficients among ERBS and MBS

with a %(1)= 1.004 (p = 0.316), also for the LATAM sample with a

%(1)= 0.402 (p = 0.526), and for the NON-LATAM with a

%(1)= 0.454 (p = 0.502). This indicates that the choice of ERBS or MBS

does not necessarily depend on the level of persistence that a country has prior

to the introduction of the programmes.

However, there are significant differences between inertia levels

among regions. For example, the NON-LATAM and the CA regions have a

much higher level of persistence as compared to the LATAM and the full

sample regressions, regardless of MBS or ERBS. It appears that the countries
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in these regions have higher sustained levels of inflation persistence than in

other parts of the world, with the CA sample having the highest. It may be that

these economies have been less successful in reducing the levels of inflation

persistence even after been exposed to several stabilisation episodes. None of

the inertia coefficients in any of the regions or within groups exhibit unit roots,

which is evidence, as expected, of mean reversion within inflation processes.

However, levels above 50% such as those in the CA countries are significantly

high for a sample of more than 40 years at an annual frequency.

Turning to the coefficient on GDP growth, which is an approximate

measure of demand pressures, there is no significant difference among

stabilisation groups, although there is substantial difference among regions.

For example, the impact ofGDP growth is much lower in the NON-LATAM

and the CA regions as compared to the full sample. The Wald test rejects the

null of equal coefficients with a X(I)= 37.45 (p < 0.01) when comparing the

growth coefficient of the EBRS regression for the NON-LATAM sample with

the ERBS regression of the full sample. Similar results are obtained for the

MBS regression and the CA region. It appears that inflation is more sensitive

to growth in the LATAM countries than in the rest of the groups, although all

coefficients are significant and above 55% indicating the importance of

demand pressures in the analysis of inflation process, at least in a cross-section

setting.

This brings the analysis to the issue of credibility as measured by an

impact dummy on lagged inflation. According to the theoretical rationale, if at
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the time the stabilisation programme is announced there is a significant fall in

inertia, as measured by the impact dummy variable, the announcement was

credible. In this regard, the impact dummy not only allows measuring the

credibility impact but also to compare the impact among different stabilisation

strategies and in different regions.

Looking at the full sample for the ERBS and MBS regressions, the

impact dummy variables were negative and statistically significant, indicating

that both types of programmes have a meaningful credibility effect at the time

of the announcement. Comparing the credibility impact in absolute terms,

however, the Wald test with a X(I)= 1.766 (p = 0.183), cannot reject the null

of equal coefficients among stabilisation strategies, indicating that the

magnitude by which inertia drops at the time of the announcement is similar in

both regressions. However, when looking at the relative impact measuring

how much inertia drops relative to its average level, the Wald test with a

%(1)=3.765 (P=0.051), rejects the null at the 5% confidence level, in

favour of the one side alternative that ERBS has a substantially higher relative

drop in inertia when compared to MBS (76% vs. 56%).5 This confirms the

conventional wisdom that ERBS has a higher credibility effect than MBS at

the time of announcement.

Similar results are obtained for the LATAM group in which the drops

in inertia are negative and significant in absolute terms. In relative terms,

5 The Wald test is performed on the ratio of the impact dummy coefficient to
the coefficient of lagged inflation, which is a measure of the percentage that
inertia drops at the time of announcement relative to average inertia. Average
inertia in this case is measure by the inertial coefficient of lagged inflation.
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ERBS has also a substantially higher credibility effect than MBS with a

relative drop of79% vs. 56%. The X(I)= 6.927 (p = 0.009) Walt test rejects

the null of equal coefficients in favour of the one side alternative. In the Non-

LATAM countries, however, the inertia effect is also significant and with

correct sign, although, the Wald test cannot reject the null of equal coefficient

among ERBS and MBS with aX(I)= 0.166(p = 0.6836). In this regard, the

conventional wisdom breaks down for the countries in this group although

their experience only account for 3 ERBS and 5 MBS episodes.

Finally, the Caribbean experience only includes MBS episodes, which

raises an interesting question regarding the size of the country and its ability to

receive international support in terms of an ERBS programme from bodies

such as the IMF and the World Bank, It has been criticized that the IMF only

lend support for ERBS programmes to countries that have a substantially large

and influential economy relative to the US and the rest of the world as was

argued during the Mexican 1988 and 1994programmes (Stiglitz, 2003).

The degree of inflation persistence in these two Caribbean countries

was on average much higher than in the rest of the world as previously

highlighted, and the impact of credibility is also the highest both in absolute

and relative terms when compared to the rest of the regions. For example, in

absolute terms the dummy variable coefficient is -0.490 which is significantly

larger [X(I) = 25.209 (p < 0.001)] than the full sample MBS regression with

a coefficient of -0.125. In relative terms, the drop in inertia is above 90% at
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the time of the announcement, which is significantly higher than in the rest of

the groups in which the relative drops is in the range of 55% to 75%.

Table 6.4 shows the persistence coefficients of both ERBS and MBS

over sub-samples of ten years. The results, based on the full sample

regressions, indicate that: Firstly, the impact of stabilisation on inertia was

substantially higher in the 80's than in the 70's and the 90's. Back in the 70's,

MBS and ERBS had a similar impact perhaps because both set of stabilisation

recipes were just introduced and there were no pre-conceptions in the public's

minds as to which strategy was better or more effective.

Secondly, in the 80s, in which inflation stabilisation was very common

in an era of chronic inflation episodes, the impact of both anchors increased

dramatically. However, the impact of ERBS was substantially higher than

MBS, in line with the conventional wisdom. ERBS in the 80's, which among

both types of anchors was the most popular, also had the highest coefficient in

all groups and in all sub-samples. In order words, the 80's was no-dough the

era of ERBS. The success of ERBS during that decade is probably the reason

of its popularity and why it has received the greatest research attention.

Table 6.3: Anouncemnt effect over sub-sample
ERBS MBS

70's -0.068 -0.074

80's -0.212 > -0.098

90's -0.110 = -0.120

All -0.156 > -0.125

Source: Estimation of the author
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Finally, during the 90's, the impact on inertia of both ERBS and MBS,

felt substantially, but not to the level of the 70's. Like in the 70's, the 90's

ERBS and MBS had about the same magnitude in terms of drops in inertia.

This also contradicts the conventional wisdom of ERBS having the greatest

impact. The impact gap among the nominal anchors also varied in those

decades. Again, the 80's was the decade with the largest gap. There appears to

be a relationship between the size, region, and level of development of the

countries and the ability of a stabilisation programme to succeed in reducing

inertia. It also seems that the difference in inertia depends on the popularity of

the nominal anchor been pursued. This result may be capturing the apparent

bias that a certain anchor may have within the sub-periods used in the analysis

and not necessarily that one anchor was better in controlling inertia.

6.5 Conclusions

The analysis shows that ERBS programmes are perceived as more credible

than MBS. The credibility gap is substantial among nominal anchors and

among regions. The Caribbean countries display the largest impact and the

non-LATAM countries the smallest.

There is a considerable degree of inflation inertia in the countries that

have introduced stabilisation programmes. Inertial inflation leading to

stabilisation was higher in the non-LATAM and Caribbean countries. The

analysis also reveals that the credibility gap varies over time. The gap was
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larger during the 80's and smaller during the 70's and 90's. ERBS had a larger

credibility component during the 80's coincidently when they were the most

popular form of stabilisation.

From a policy perspective, it appears that countries could benefit from

negotiating and implementing ERBS type programmes. However, the

evidence suggests that recently the gap coming for the announcement effect of

each type of strategy has substantially disappeared, perhaps because the

architects and institutions responsible for the design and implementation of

both of these types of nominal anchors have improved. In any case, it appears

that looking at the potential credibility effect that an IMF supported

programme has over inertia is relevant and becomes more so when the strategy

implemented is in the form of an ERBS programme.
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