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Abstract—The approach of factor-graphs (FGs) is applied in the context of power control and user pairing in Device-to-Device (D2D) communications as an effective underlay concept in wireless cellular networks. D2D communications can increase the spectral efficiency of wireless cellular networks by establishing a direct link between devices with limited help from the evolved node base stations (eNBs). A well-designed user pairing and power allocation scheme with low complexity can remarkably improve the system’s performance. In this paper, a simple and distributed FG based approach is utilized for power control and user pairing implementation in an underlay cellular network with D2D communications. A max-min criterion is proposed to maximize the minimum rate of all active users in the network, including the cellular and multiple D2D co-channel links in the uplink direction. An associated message-passing (MP) algorithm is presented to distribute the resultant NP-hard maximization problem, with guaranteed convergence compared to game theoretic and Q-learning based methods. The complexity and convergence of the proposed method is analyzed and numerical results confirm that the proposed scheme outperforms alternative algorithms in terms of complexity, while keeping the sum-rate of users nearly the same as centralized counterpart methods.
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I. INTRODUCTION

To meet the need for high data rate communications, new technologies have been developed in the last decade. Among them, device-to-device (D2D) communications is a short range and low-power mechanism that enables two nearby devices to connect with each other without the help of evolved node base station (eNB). It plays an important role in the realization of high data rate local services. D2D systems can be categorized into in-band (underlay and overlay) and out-band (autonomous and controlled) [1]–[4]. Most of the research is focused on the underlay in-band D2D communications, which means that D2D devices and a cellular network use the same frequency band. These systems do not need a new infrastructure, separated security and control considerations from the cellular network and have a high network resource efficiency [1]. Therefore, in this paper we focus on a cellular network empowered by underlay and in-band D2D communications with the main challenge of interference of D2D users on cellular users as well as the interference on other D2D pairs. There are two modes of resource allocation mechanisms specified in the 3GPP standard [5]: (a) distributed resource allocation from an allocated resource pool(s), and (b) eNB related resource allocation mechanisms. Some of the solutions, proposed in the literature to mitigate the interference issue, impose a huge signaling overhead over the cellular network [6]–[8]. Therefore, the recent research goes toward distributed resource allocation of D2D communications to address the problem whenever an associated Base Station (BS) is assumed to have either a part of or no information about the network [9], [10]. In these cases, the power allocation or joint resource allocation and power control solutions are carried out at the device level, like the studies recently performed in [9], [11]–[19]. Alternatively, these allocations can be made in a hybrid form, partly performed in the eNB in a centralized manner and partly at device level [20]. Recent studies regarding D2D communications are summarized in TABLE I. In some schemes of this table, the entire network information has to be available at the BS. This is impractical in dense networks because in such cases the BSs should carry a huge signaling and computational overhead while D2D communications occur. In this paper, we focus on the distributed resource allocation schemes which are at device level. Device discovery and power allocation in two modes of “partial-in-network” and “out-of-network” coverage are also recommended in LTE-A standard [21], [22]. To apply this recommendation, some distributed solutions have been developed by using game-theoretic and Q-learning based methods [9], [11]–[19], [23]. These studies usually benefit from the local information of other users by utilizing an estimation or a cooperation among them. Their assumptions lead to an imperfect knowledge of network in realistic scenarios, which imposes a limitation on the convergence to Nash equilibrium, a reduction in precision of optimal solutions, and a delay in converging to equilibrium points. Moreover, the mentioned approaches also maximize the sum-rate of a cellular network and do not always result in...
a fair rate allocation to all devices.

Among distributed schemes, message-passing (MP) algorithms are recognized as powerful tools that can efficiently adapt to many problems in communications theory such as coding, e.g., Sparse Code Multiple Access (SCMA), resource allocation, localization [24]–[30] and recently, channel estimation of massive MIMO networks to infer the posterior probabilities of model parameter statistics in the context of optimal Bayesian Kalman filter and Bayesian Learning [31], [32]. In most of the mentioned works, the MP algorithm is used to overcome the computational challenges of the high-dimensional integrals in computing the marginal distributions in order to calculate the posterior joint PDF of unknown parameters. Thus, the factor-graph (FG) based sum-product algorithm, known as Belief Propagation, is used to infer the posteriors of the target parameters.

In contrast, applying MP algorithms in power allocation problems provides a reduced-complexity solution for an NP-hard optimization problem without the need for a central decision maker. Actually, calculation of the marginal probabilities is not the aim of utilizing MP algorithms in a power allocation problem. Specifically, by utilizing an FG model for MP algorithms, the network-wide optimization problems are decomposed into multiple optimization problems performed at each device. Furthermore, the passing messages among devices satisfies the optimization constraints via introducing additional checks in the factor nodes. The MP methods were applied for the D2D resource allocation, under different circumstances like multi-carrier multi-format systems [28], relay-aided cellular networks [29], and joint user-association and resource allocation [30].

In [28] two novel distributed resource allocation schemes are proposed based on MP methods for the uplink of a cellular system. Cooperation between users and eNB leads to a better network performance than that of the centralized schemes. Also, a low complexity distributed resource allocation is proposed in [29] for relay-assisted D2D communications via maximizing the network sum-rate by converting the problem to a max-sum MP problem over a graphical model.

With the aim of maximizing the network sum-rate, a novel belief propagation algorithm is proposed in [30] to jointly optimize user association, sub-channel assignment, and power allocation to address the inter-cell interference coordination problem in a heterogeneous cellular network. In general, there is no guarantee for the convergence of the MP algorithms in FGs with cycles (e.g., [28]), and even those with the converged solutions do not guarantee to achieve the global optimality of the joint user association and sub-channel selection problem (e.g., [30]).

To address the shortcomings of centralized and other distributed schemes, we devise a distributed joint power allocation and pairing selection scheme by employing a max-min MP algorithm. Hence, by limiting the role of eNB in power control and pairing of D2D pairs, the NP-hard problem of pairing the D2D users is broken to a novel distributed method with a tractable complexity. Additionally, the max-min MP algorithm preserves the advantages of centralized methods as well as the fairness in power allocation. In principle, there is a compromise between the maximization of sum-rate and the fairness. It means that the system’s fairness will be degraded by optimizing the sum-rate. In contrast, it will reach the maximum value if the sum-rate diminishes. In general, a fair resource allocation can be considered with optimizing the sum-rate by allocation of adequate resources to those users with better channel conditions or on the other hand, such an allocation that does not cause to starve users with weak channel conditions. In this paper, we propose a solution to maximize the minimum rate of all active D2D pairs and the cellular links1. Applying the proposed MP algorithm leads to a relatively fair allocation of resources among the users which is confirmed by some numerical results. By approximating the

1Although we follow the LTE-A standard in this paper, the proposed approach can be applied to 5G networks with next generation NodeBs (gNBs) in general.
constraints of the main problem and the log transformation of variables [33], we convert the problem into a convex optimization one. Thus, a distributed low complexity solution is proposed to solve the problem. Furthermore, we analyze the convergence and complexity of the proposed method in the presumed system model.

The organization of this paper is as follows. In Section II, system model and problem formulation are described in details. In Section III, an FG based distributed MP solution for power control and the best pair selection of D2D are presented. Variable nodes, factor nodes and structured messages are described in this part as well. Complexity and convergence analysis of the proposed method are also discussed in this section. Section IV is dedicated to the simulation results, and finally Section V concludes the paper.

Throughout the paper, max-min and minimum rate maximization, as well as max-sum and sum-rate maximization, are used interchangeably. $D$, $B$, and $C$ are the abbreviations standing for the D2D, Base-station, and Cellular, respectively, and $R$ and $T$ are the abbreviations for Receiver and Transmitter in the superscripts and subscripts of the variables. Some variables and functions have one of these abbreviations to discriminate their types. Scalar random variables and vectors are illustrated by upper-case italic letters, e.g., $X$ and bold-faced italic letters, e.g., $\mathbf{x}$, respectively. Furthermore, the realization of random variables and function definitions are indicated by lower-case italic letters, e.g., $x$. The $i$-th element of vector $\mathbf{x}$ is described as $x_i$. In almost all equations, a small letter subscript is used as the distinguishing index, e.g., $X_k$ and $x_k($). Arrows in the subscript of some variables present the direction of exchanged messages $x_i \rightarrow j$ and $|X|$ stands for the number of possible values of variable $X$. Furthermore, $\max_{x_1,\ldots,x_N \sim x_j} f(x_1,\ldots,x_N)$ denotes maximization of a function over all $x_j$’s, $1 \leq j \leq N$, except the variable(s) after $\sim$, i.e., $x_j$. Also, if the argument variables are known from the context, they are omitted.

II. PRELIMINARIES

A. System Model

We consider a D2D communication network, working underlay of a cellular wireless network where multiple cellular users can be active in multiple orthogonal channels with the multiple interferer D2D pairs in the same channel. However, in order to avoid the complexity of a big network, we only investigate a single cell of a wireless network including a cellular link as well as multiple D2D co-channel links in uplink direction. However, each of these cellular users forms its own cycle-free FG and works in a parallel form along with other cellular users. Therefore, we have a forest\(^2\) of FGs in which they work independently from each other. Thus, we have only selected and solved one of these allocation problems that might be repeated for all other cellular users and other cells as well. This could be verified with orthogonality of cellular users in adjacent cells or imposing a maximum transmitting power in each cellular channel of the adjacent cells. Each D2D link comprises a receiver and multiple potential transmitters that contain the desired content of that receiver. The proposed model is depicted in Fig. 1 in which transmitters are assumed to be uniformly distributed in a circle with the center of the aforementioned receiver. We also suppose that the transmitters of each D2D link and their contents are different from each other. Therefore, the devices across different D2D links do not need to communicate. A distance-based power allocation is considered in this model which means that a predefined distance is presumed between the receivers of all co-channel D2D links and the cellular one. Therefore, the assumption of no communication between co-channel D2D links is reasonable. In this paper, our goal is to find the best transmitter for each receiver in every D2D link, which we call “pairing”. In addition, the optimal power levels of active transmitters are calculated by applying a fairness criterion. The list of mathematical notations used in this paper is given in Table II.

B. Problem Formulation

The proposed optimization problem, with the given Quality of Service (QoS) and the power constraints of D2D and cellular links, is formulated in (1). The SINR of D2D links and the cellular link are indicated by $\gamma^D$ and $\gamma^C$, respectively. The minimum data rate of all active cellular and D2D links in the network is defined by $R_0$ which depends on the power levels of cellular and D2D transmitters. The rate of each active link is constrained to be greater than $R_0$ through (1b) and (1c). Moreover, the QoS of active links are considered through (1d) and (1e) inequalities. Additionally, the limitations of scheduling options for power levels are determined through

\(^2\)Cycle-free connected graph is called “tree” and multiple “trees” is called “forest” in the graph theory.
Table II
NOTATION SUMMARY.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of all potential D2D receivers that are co-channel with the specific cellular user</td>
</tr>
<tr>
<td>$j$</td>
<td>Index of a potential D2D receiver</td>
</tr>
<tr>
<td>$L_j$</td>
<td>Number of all potential D2D transmitters around the specific D2D receiver $j$</td>
</tr>
<tr>
<td>$k_j$</td>
<td>Index of a potential D2D transmitter $k$ around the receiver $j$</td>
</tr>
<tr>
<td>$D_R^t = { j \mid j = 1, 2, \ldots, L_j }$</td>
<td>Set of all potential D2D receivers that are co-channel with the specific cellular user</td>
</tr>
<tr>
<td>$D_T^j = { k_j \mid k_j = 1, 2, \ldots, N }$</td>
<td>Set of all potential D2D transmitters around the specific D2D receiver $j$</td>
</tr>
<tr>
<td>$\gamma_C$</td>
<td>SINR of cellular link</td>
</tr>
<tr>
<td>$\gamma_{jk}$</td>
<td>SINR of a D2D link between D2D transmitter $k_j$ to the D2D receiver $j$</td>
</tr>
<tr>
<td>$R_{0}$</td>
<td>Minimum data rate of all active cellular and D2D links in the network</td>
</tr>
<tr>
<td>$P_C, P_D^j$</td>
<td>Power of cellular link (uplink) and D2D transmitter $k_j$</td>
</tr>
<tr>
<td>$h_{B,C}, d_{B,C}$</td>
<td>Small scale fading coef. and distance between eNB and cellular user</td>
</tr>
<tr>
<td>$h_{jk,j}, d_{jk,j}$</td>
<td>Small scale fading coef. and distance between D2D transmitter $k_j$ and D2D receiver $j$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Path loss exponent</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Binary power allocation vector</td>
</tr>
<tr>
<td>$\rho_j$</td>
<td>Binary pairing vector at D2D receiver $j$</td>
</tr>
<tr>
<td>$\gamma_{\min}^C, \gamma_{\min}^D$</td>
<td>Minimum acceptable SINR of cellular and D2D links</td>
</tr>
<tr>
<td>$P_{\max}^C, P_{\max}^D$</td>
<td>Maximum power constraints of cellular and D2D users</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Noise power</td>
</tr>
<tr>
<td>$\ell_{\max}$</td>
<td>Maximum number of iterations</td>
</tr>
<tr>
<td>$\mu_{j,k}^{(t)} \rightarrow P_{D^j_k}$</td>
<td>Output messages of FG’s Layer4 toward Layer3 (Fig. 2) at $t$-th iteration sent by D2D TDUs</td>
</tr>
<tr>
<td>$\mu_{j,k}^{(t)} \rightarrow P_{C}$</td>
<td>Output messages of FG’s Layer2 toward Layer1 (Fig. 2) at $t$-th iteration sent by D2D RDUs</td>
</tr>
<tr>
<td>$\mu_{j,k}^{(t)} \rightarrow P_{D^j_k}$</td>
<td>Output messages of FG’s Layer2 toward Layer3 (Fig. 2) at $t$-th iteration sent by D2D RDUs</td>
</tr>
</tbody>
</table>

(1f) and (1g).

\[
\begin{align*}
\text{maximize} & \quad R_0, \\
\text{subject to} & \quad \log_2(1 + \gamma_C^C) \geq R_0, \quad \forall j \in D_R^t, \quad \forall k \in D_T^j, \\
& \quad \log_2(1 + \gamma_{jk}^D) \geq R_0, \quad \forall j \in D_R^t, \quad \forall k \in D_T^j, \\
& \quad R_0 \geq \log_2(1 + \gamma_{\min}^C), \\
& \quad R_0 \geq \log_2(1 + \gamma_{\min}^D), \\
& \quad 0 \leq P_C \leq P_{\max}^C, \\
& \quad 0 \leq P_{D^j_k} \leq P_{\max}^D, \quad \forall j \in D_R^t, \quad \forall k \in D_T^j, \\
\end{align*}
\]

(1f) and (1g).

where $\gamma_C^C$ and $\gamma_{jk}^D$ are formulated in (2) and (3), respectively [29].

\[
\gamma_C^C(p_C, p_{D^j_k}) = \frac{P_C h_{B,C}^2 d_{B,C}^{\alpha}}{\sum_{j=1}^N \rho_j \sum_{k=1}^L \rho_j' P_{D^j_k} h_{jk,j}^2 d_{jk,j,C}^{-\alpha} + N_0},
\]

(2)

\[
\gamma_{jk}^D(p_{D^j_k}, P_C) = \frac{P_{D^j_k} h_{jk,j}^2 d_{jk,j,C}^{\alpha}}{P_C h_{B,j}^2 d_{B,j,C}^{-\alpha} + \sum_{j'=1}^N \sum_{k'=1}^N \rho_j' P_{D^j_k} h_{j'k',j'}^2 d_{j'k',j'}^{\alpha} + \sum_{j \neq j'} \sum_{k \neq k'} \rho_j' \rho_{j'} P_{D^j_k} h_{j'k',j'}^2 d_{j'k',j'}^{\alpha} + N_0},
\]

(3)

where $\gamma_{jk}^D$ and $\gamma_C^C$ depend on the power of incoming desired signal, interference power of interfering faded signals, and some noise term. The active D2D links and pairing status of D2D transmitters and receivers are indicated by the binary vectors $\rho$ and $\rho_j'$. There are two main groups of variables in the max-min problem (1): one of them is pointed out clearly in (1f) and (1g) as cellular and D2D transmitter powers, respectively. The other group of variables is composed of binary power allocation vector – denoted by $\rho$ – and also binary pairing vector – denoted by $\rho_j'$ at D2D receiver $j$ which are implicitly mentioned in (1). The presence of these binary vectors as objective parameters, set the problem in the category of NP-hard problems. However, if the binary power allocation and pairing vectors ($\rho$ and $\rho_j'$, respectively) are assigned with predefined values, then (1) turns into a non-binary optimization problem. Thus, in this paper a pre-evaluation is performed on the binary vectors and their effect is implicitly expressed in the power variables as $P_{D^j_k} = 0$ if $\rho_j' = 0$ and for all $k_j \in D_T^j$, $P_{D^j_k} = 0$ if $\rho_j = 0$. The other challenge of (1) would be the challenge of non-convex constraints (1b) and (1c). However, if the two most likely conditions of $\gamma_C^C \gg 1$ and $\gamma_{jk}^D \gg 1$ are considered, the non-convex constraints can be changed to (4a) and (4b), respectively:

\[
\begin{align*}
\log_2(\gamma_C^C) & \geq R_0, \\
\log_2(\gamma_{jk}^D) & \geq R_0.
\end{align*}
\]

The reason is that the inequalities (1b) and (1c) are changed to the convex functions with an exponential power transformation by using (4a) and (4b) as proposed in [33]. We use the barrier method to solve the problem (1) as performed in [34]. In each step of this algorithm, the Newton’s method is used as well.
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allocation usually affects each of network protocol stacks, including physical, MAC and network layer. However, we consider power assignment in the context of its effect on the interference of co-channel cellular and D2D users and this affects the MAC layer’s functionality. Clearly, the MP is an iterative algorithm and the passing messages would converge to the final optimal solution after either termination of a predefined number $\ell_{\text{max}}$ of iterations or an insignificant change in the achieved answers in successive iterations. Let $K$ be the number of quantized power levels associated to the power of cellular link and D2D links. Initial values of all the messages are zero. The factor-to-variable node messages are updated as follows:

$$
\mu^{(f)}_{g_{jk} \rightarrow p^D_{jk}} = \max_{P_{j1}, \ldots, P_{jk}, \ldots, P_{jL}} \left( g^D_{jk}(P^D_{jk}) + \sum_{j'=1}^{N} \sum_{j'/j}^{L} \mu^{(f-1)}_{P^D_{jk} \rightarrow g_{jk}} \right),
$$

$$
\mu^{(f)}_{j \rightarrow p^C} = \max_{P^0_{j1}, \ldots, P^0_{jL}, P^C} \left( \min_{f_j(P^C, P^0_{j1}, \ldots, P^0_{jL})} \sum_{k=1}^{L_j} \mu^{(f-1)}_{g_{jk} \rightarrow P^0_{jk}} \right). \tag{9}
$$

Then, the calculated messages sent from Layer-1 variable node towards Layer-2 factor nodes are as follows:

$$
\mu^{(f)}_{p^C \rightarrow f_j} = \max_{j' \in \{1, \ldots, N\} \sim j} \left( \mu^{(f-1)}_{f_j \rightarrow p^C} \right), \tag{10}
$$

and we finally have:

$$
\mu^{(f)}_{j \rightarrow p^D_{jk}} = \max_{P^0_{j1}, \ldots, P^0_{jL}, p^C \sim p^D_{jk}} \left( \min_{f_j(P^C, P^0_{j1}, \ldots, P^0_{jL})} \sum_{k' \geq 1}^{L_j} \mu^{(f-1)}_{g_{jk} \rightarrow p^0_{jk} \rightarrow p^D_{jk}} \right), \tag{11}
$$

By repeating (9)–(12), the value of $R_0$, which is equal to $R_{0j}$, will be calculated as:

$$
R_0 = \max_{0, \ldots, P^D_{jk}} \left( \mu^{(f_{\text{max}})}_{f_j \rightarrow p^D_{jk}} \right). \tag{13}
$$

By consideration of (9)–(13), it is understood that the MP algorithm breaks down the feasible solution area into smaller parts to achieve $R_0$. In each step, it compares the result of each part with the others to achieve the optimal point of (1a) in terms of all discrete values of variables $(P^D_{jk}$ and $P^C)$. Two consequent operations in Eq. (10) lead the result to maximize the minimum rates of active users. The second term of (10), i.e., the relation $\sum_{k=1}^{L_j} \mu^{(f-1)}_{g_{jk} \rightarrow P^0_{jk}}$, refers to the pairing constraint which forces the receivers for being paired with one single transmitter in each receiver. In addition, a comparison is made among $N$ messages in Eq. (11) to choose the maximum value of the single rate of the cellular user. These messages are calculated by $N$ D2D receivers and the messages out from Layer-2 factor nodes towards Layer-3 variable nodes generated by Eq. (12). A simple pseudo-code of the proposed MP algorithm is presented in Algorithm 1.

### A. Sub-Optimality Analysis of the Approximated Solution

In this part, the sub-optimal solution of the proposed MP algorithm is analyzed with simplified assumptions.

**Proposition 1:** The difference between an exact rate value $R^C$ for a cellular user and its approximated value $R^{C'}$ solution with the connection reduction, in order to avoid cycles in its graphical model, is as follows:

$$
R^C - R^{C'} \leq \log_2 \left( 1 + \frac{(N - 1)(K - 1)}{N + K - 1} \right). \tag{14}
$$

**proof:** See Appendix A. The upper bound of the difference between $R^{C'}$ and $R^C$ depends on the number of D2D pairs $N$ and the number of levels $K$ by which the users’ power is quantized, instead of a continuous power selection. Obviously, by increasing $N$ and
Algorithm 1 Proposed MP-Algorithm

\textbf{Input :} \( N, L_j, \gamma^{C}, \gamma^{D}, \beta^{C}, \beta^{D}, \ell^{\max} \)

\textbf{Output :} \( R_{0} \)

\begin{itemize}
  \item[\( \triangleright \) Initialization:\]
    \( \mu_{p_{D}^{j}}^{(0)} \rightarrow f_{j} = 0, \mu_{p_{D}^{j}}^{(0)} \rightarrow g_{j}^{k} = 0, \mu_{p_{C}^{j}}^{(0)} \rightarrow g_{j}^{k} = 0, \ell = 1 \)
  \item[\( 1: \) while \( (\ell < \ell^{\max}) \) do
  \item[\( 2: \) for \( (j = 1 : N) \) do
  \item[\( 3: \) for \( (k = 1 : L_j) \) do
    \item[\( \triangleright \) MP from Layer 4 to Layer 3 */ do
    \item[\( 4: \) Calculate Eq. (9)
      \item[\( \triangleright \) TDU factor nodes \( g_{j}^{k} \) check D2D pairs’ QoS
        \item[\( \triangleright \) Coordinate (1e) in TDU’s terminal as Eq. (5),
        \item[\( \triangleright \) MP from Layer 3 to Layer 2 */ do
        \item[\( 5: \) \( \mu_{p_{D}^{j}}^{(\ell)} \rightarrow f_{j} = \mu_{g_{j}^{k}} \rightarrow p_{D}^{j} \)
          \item[\( \triangleright \) MP from Layer 2 to Layer 1 */ do
          \item[\( 6: \) Calculate Eq. (10)
            \item[\( \triangleright \) RDU factor nodes \( f_{j} \) check pairing constraints,
              \item[\( \triangleright \) Coordinate (1d) in RDU’s terminal as Eq. (7) */
              \item[\( \triangleright \) end for
              \item[\( \triangleright \) for \( (j = 1 : N) \) do
                \item[\( \triangleright \) MP from Layer 1 to Layer 2 */ do
                \item[\( 10: \) \( \mu_{p_{C}^{j}}^{(\ell)} \rightarrow f_{j} = \max_{j' \in \{1, \ldots, N\} \sim j} (\mu_{j'}^{(\ell-1)} \rightarrow p_{C}^{j'}) \)
                \item[\( \triangleright \) MP from Layer 2 to Layer 3, Coordinate (1c) */ do
                \item[\( \triangleright \) end for
                \item[\( \triangleright \) for \( (k = 1 : L_j) \) do
                  \item[\( \triangleright \) MP from Layer 2 to Layer 1, Coordinate (1b) */
                  \item[\( \triangleright \) end for
                  \item[\( \triangleright \) end for
                  \item[\( \triangleright \) end for
                \item[\( \triangleright \) end while
              \item[\( \triangleright \) for \( (j = 1 : N) \) do
                \item[\( \triangleright \) \( \mu_{p_{D}^{j}}^{(\ell_{\max})} \rightarrow g_{j}^{k} = \mu_{f_{j} \rightarrow p_{D}^{j}}^{(\ell_{\max})} \)
                \item[\( \triangleright \) end for
                \item[\( \triangleright \) R_{0} = \max_{0 \leq k \leq L_{j}} (\mu_{f_{j} \rightarrow p_{D}^{j}}^{(\ell_{\max})})
                \item[\( \triangleright \) end for
            \item[\( \triangleright \) end for
          \item[\( \triangleright \) end for
        \item[\( \triangleright \) end for
      \item[\( \triangleright \) end for
    \item[\( \triangleright \) end for
  \item[\( \triangleright \) end for
\end{itemize}

The approximation of \( R^{C} \) degrades. However, we work around the limited values of \( N \) and \( K (N = 4 \text{ and } K = 8 \text{ at most}), \) which forces a limited error to the calculations. Furthermore, the approximation rate converges to the true value of \( R^{C} \) for \( N = 1 \) due to vanishing the interference of other D2D pairs and the existence of only one cellular user and one D2D receiver in the FG model. Besides, for a small number of power levels, e.g., a binary power level, the approximation converges to a closer answer to the true value.

The difference between true and the MP approximated values of D2D rates, denoted respectively by \( R_{j}^{D} \) and \( R_{j}^{D} \), is similarly given by:

\[ R_{j}^{D} - R_{j}^{D} \leq \log_{2} \left( 1 + \frac{(N-1)(K-1)}{N+K-1} \right). \]  \( (15) \)

\( K \), the approximation of \( R^{C} \) degrades. However, we work around the limited values of \( N \) and \( K (N = 4 \text{ and } K = 8 \text{ at most}), \) which forces a limited error to the calculations. Furthermore, the approximation rate converges to the true value of \( R^{C} \) for \( N = 1 \) due to vanishing the interference of other D2D pairs and the existence of only one cellular user and one D2D receiver in the FG model. Besides, for a small number of power levels, e.g., a binary power level, the approximation converges to a closer answer to the true value.

The difference between true and the MP approximated values of D2D rates, denoted respectively by \( R_{j}^{D} \) and \( R_{j}^{D} \), is similarly given by:

\[ R_{j}^{D} - R_{j}^{D} \leq \log_{2} \left( 1 + \frac{(N-1)(K-1)}{N+K-1} \right). \]  \( (15) \)

B. Analysis of the Converged Sum-Rate

According to a large number of simulation results, we found that the converged point of the proposed MP algorithm can achieve better fairness results compared to the other objective functions like max-sum. A heuristic reason for that is the fact that the rate of each active user should be at least \( R_{0} \) in the proposed MP algorithm. However, the sum-rate of the achieved point is less than the maximum of sum-rate among the possible solutions. To compare these cases, we have developed the maximization of sum-rate by using the max-sum MP algorithm [37], [38]. Thus, an FG model is applied to develop the max-sum MP algorithm similar to the one applied for the max-min MP algorithm in Fig. 2. For the max-sum case, the former Eqs. (10) and (12) become:

\[ \mu_{f_{j} \rightarrow p_{D}}^{(\ell)} = \max_{p_{D}^{j}, \ldots, p_{D}^{L_{j}}} \left( \sum_{j = 1}^{N} f_{j}(P_{C}, P_{D}^{j}, \ldots, P_{D}^{L_{j}}), \sum_{k = 1}^{L_{j}} \mu_{g_{j}^{k} \rightarrow p_{D}^{j}}^{(\ell-1)} \right), \]  \( (16) \)

\[ \mu_{f_{j} \rightarrow p_{D}}^{(\ell)} = \max_{p_{D}^{j}, \ldots, p_{D}^{L_{j}}} \left( f_{j}(P_{C}, P_{D}^{j}, \ldots, P_{D}^{L_{j}}) + \sum_{k = 1}^{L_{j}} \mu_{g_{j}^{k} \rightarrow p_{D}^{j}}^{(\ell-1)} \right), \]  \( (17) \)

Finally, the network sum-rate, denoted by \( R^{s} \), is calculated by

\[ \max_{0 \leq \mu_{f_{j} \rightarrow p_{D}}^{(\ell)}} \left( \mu_{f_{j} \rightarrow p_{D}}^{(\ell)} \right). \]

C. Complexity

In order to assess the complexity of the proposed method, assume that the number of neighboring factor nodes of Layer-3 variable nodes is two (see Fig. 2) and denote the average number of neighboring variable nodes of Layer-2 factor nodes by \( L + 1 \). Moreover, the average number of the scheduling options of each variable node is denoted by \( K \). By applying Eqs. (9)-(12), the complexity Layer-4 and Layer-2 factor nodes can be calculated as \( O(NL_{K}) \) and \( O(N^{2}L^{2}K^{2}) \), respectively. Therefore, the total complexity of the proposed MP algorithm is in the order of \( O(N^{2}L^{2}K^{2}) \). On the contrary, the complexity of the exhaustive search for solving the suggested
program is \(O(N^4L^N \log(NL))\), which is much more than that of the proposed method. The cost that is paid for this huge complexity reduction, is that the proposed method converges to a near optimal solution. The difference between the optimal solution with the achieved point arises from the simplified assumptions assumed in an FG to avoid cycles and extra exchanging messages among the users.

D. Convergence

**Definition 1** (Coercive function) [39]: A function \(g: \mathbb{R}^n \to \mathbb{R}\) is termed coercive if, for every sequence of input variables \(\{x_k\} \subset \mathbb{R}^n\) with \(\|x_k\| \to \infty\), then \(g(x_k) \to \infty\). If \(g(.)\) is a coercive and continuous function, then a global minimum of \(g(.)\) must exist [39].

**Definition 2** (Pairwise separable convex program) [39]: An optimization problem is called pairwise separable convex program if its form is as follows:

\[
\min \ F(x) = \sum_{i \in V} f_i(x_i) + \sum_{i,j \in E} f_{ij}(x_i, x_j),
\]

subject to \(x \in \mathbb{R}^n\).

where \(f_i(.)\) factors are strictly convex, coercive, continuous, and \(f_{ij}(. . .)\) factors are convex and twice continuously differentiable. The objective function \(F(.)\) is also strictly convex and coercive. Moreover, variables and edges of the associated FG of the problem are denoted by \(V\) and \(E\), respectively.

In order to use the results of [39] in the analysis of the convergence of the proposed MP algorithm, we modify our optimization problem to an unconstrained convex problem wherein the objective function is shown to be pairwise separable and the component functions are individually convex.

**Proposition 2**: There exists a modified unconstrained convex optimization problem associated to the optimization problem (1) through the Karush-Kuhn-Tucker (KKT) conditions.

**Proof**: See Appendix B.

**Proposition 3**: There exists a pairwise separable convex program for the proposed max-min optimization problem by which the updated equations of the max-min MP algorithm correspond to a convex program converges to a unique optimal solution.

**Proof**: See Appendix C.

E. Communication overhead

In order to calculate the communication overhead, we calculate the vector size of messages passing from the lower layers of factor nodes to the upper layers of factor nodes, which is a physical message passing from D2D transmitter terminals to D2D receiver terminals. The vector size of each message passing from a TDU to an associated RDU linearly depends on \(K\) (the number of possible power levels) in each link. To calculate the total size of messages received by each RDU, we have \(L\) D2D transmitters for each of the \(N\) D2D receivers. Thus, the vector size of passing messages in floating numbers (to store a floating-point number, 4-bytes (32 bits) memory will be allocated) would be \([L \times K]\) in the most dense case of our problem. It means that the overhead will be \((4 \times 8 \times 32\) bits = \(0.1KBs\)) in forward and backward directions when all the rates are optimized.

IV. SIMULATION RESULTS AND DISCUSSION

For numerical analysis, we simulate a single cell with radius 500 m, one cellular user and \(N = 1, 2, 3, 4\) D2D pairs which are allowed to share the resources of the cellular user, simultaneously. We also consider \(L = 2, 3, 4\) transmitters of D2D user (TDUs) for each receiver of D2D user (RDU) which could be paired by RDU. The maximum distance between the paired users is assumed to be 200 m, the power of cellular (uplink) and D2D transmitters are assumed to be \(0 < P_{C} < P_{\text{max}}\), \(0 < P^{D}_{jk} < P_{\text{max}}\), respectively. In the following simulations, \(P_{\text{max}}\) is assumed 23 dBm and the number of power levels \(K\) associated to \(P^{D}_{jk}\) is set to 8. Moreover, the power of inactive D2D transmitters \(P^{D}_{jk}\) is set to 0. Small scale fading components of cellular–eNB link and D2D links is assumed to be Rayleigh faded with the path loss exponent \(\alpha = 3\) for all the links. At the beginning of each signal block or few blocks that corresponds to the quasi-static fading channel, the proposed MP algorithm runs on every node and it remains resistant to the link state changes. The MP convergence iteration limit is set to \(\ell_{\text{max}} = 10\), while the convergence depends on the message initialization form. Since the flood initialization starts from all variables in Layer-4 simultaneously, the convergence would occur after one complete set of messages passed from Layer-4 to Layer-1 and returned to Layer-4. Each point in the numerical experiments was randomly repeated over 100 times by our own simulator developed in MATLAB software.

In this section, the simulation results are presented in terms of maximized minimum rate for all active users, cellular and D2D sum-rate, network mean-rate and fairness level.

Moreover, the results of the proposed MP algorithm are compared with other works (e.g. [18], [19], [29], [38], [40], [41]) and centralized bench-marks such as exhaustive search results.

**Proposed MP algorithm compared to other methods**:
In Fig. 3(a), the maximized minimum rate of all active users (D2D and cellular) applying the proposed MP algorithm is presented in terms of the number of TDUs for each RDU. It is shown that the achievable minimum rate of all active users decreases by increasing the number of RDUs due to the interference of D2D co-channel links. It also slightly increases by increasing the number of RDUs with a higher gradient for small number of users. In addition, the achieved sum-rate of D2D pairs with the rate of a single cellular user is depicted in Figs. 3(b) and 3(c) in comparison with two other existing game-theoretic approaches [18], [19]. The scheme proposed in [18] is a Stackelberg game designed for D2D sum-rate maximization. Although the sum-rate of D2D pairs is maximized in [18], the share of the corresponding cellular user is low. Moreover, a hybrid-distributed scheme with the BS-supervision, proposed in [19], is depicted for two values of the maximum interference price denoted by \(\theta_{\text{max}}\). It is clear from Figs. 3(b) and 3(c) that the D2D pairs get much less share of the rate than the cellular user with a higher price and hence their QoS requirements might be violated. However, the performance of the scheme in [19] is quite close to our proposed scheme and the one in [18] with less pricing cost. It is also worthy to note that there is a trade-off between
signaling overhead of MP algorithm on the one hand and on the other hand the learning delay and less precision of the achieved responses caused by establishing local information in the game-theoretic approaches, see e.g., [18], [19]. However, in the proposed scheme, we have simplified FG to reduce the signaling overhead and also increase the precision of the achieved response, by sharing the local information among users to meet the advantages of both MP algorithm and noncooperative game-based approaches.

Max-Min vs. Max-Sum in mean-rate approach: The mean-rate of the network is studied in this example for the proposed MP algorithm. The results are compared with the ones of other studies like max-sum MP algorithm [29], [38], max-min binary power control (BPC) exhaustive search, max-sum BPC exhaustive search [40], a suboptimal heuristic algorithm proposed in [41], two existing game-theoretic approaches [18], [19] and the extended dynamic target-SINR tracking power control (EDTPC) algorithm proposed in [11]. In the heuristic sub-optimal algorithm, for each active cellular user, a random feasible point is chosen for the binary vectors $\rho$ and $\rho'$, and the initial sum-rate is computed by taking into account the binary vectors and the new values of $P_C$, $P_D$ extracted by using the max-min criterion in (1). Next, a neighbor point of binary vectors $\rho$ and $\rho'$ is chosen and the optimization problem (1) is solved for each point and compared with the initial value of the sum-rate. The procedure is repeated to find the local maximum sum-rate of the network in the neighbor points. The results are depicted in Fig. 4 in terms of the number of co-channel D2D pairs with cellular user and 2 and 4 TDUs for each RDU. Clearly, the system mean-rate decreases by increasing the number of co-channel D2D pairs. Since the interference of D2D users imposed on the performance of cellular users is limited and QoS requirements provided by the cellular users are met, increasing the number of D2D pairs maximizes the spectral efficiency and consequently the network sum-rate. Moreover, increasing the number of TDUs for each RDU in order to make more choices, increases the network mean-rate as well. As a general rule, the achieved mean-rate of the proposed max-min MP algorithm is less than that of the max-sum MP algorithm and the max-sum BPC exhaustive search. However, it converges to the result of the max-sum algorithm by increasing the number of co-channel D2D pairs with a smaller slope compared to the max-sum algorithm. The reason is that the purpose of the max-sum problem is to maximize the sum-rate of the whole network and it does not concern individual users, while the max-min problem searches the best answer for the case all users’ rates satisfy a minimum value constraint and that value would be maximized. Consequently, the performance of both algorithms leads to the same result by increasing the number of active users. On the other hand, the proposed MP algorithm achieves 90% of the max-min BPC exhaustive search performance in the worst case and about 97% in the best case by reducing the order of complexity from $O(N^4 L^N \log(NL))$ to $O(N^2 L^2 K^2)$. It almost achieved 100% of the max-min heuristics algorithm [41] in the best case and 92% in the worst case by reducing the order of complexity from $O(N^3 L^3)$ to $O(N^2 L^2 K^2)$. Both of these compared algorithms are binary while the proposed algorithm works on $K$-ary values. Therefore, in the average 6.5% loss is negligible compared to the above mentioned
complexity reduction that the proposed algorithm attains in comparison with the centralized schemes. In comparison with the two other distributed game-theoretic schemes, it is clear that the performance of our proposed scheme is close to both works in [18] and [19]. However, the convergence of our proposed scheme is guaranteed and the power allocation is fair, compared to the two other schemes; these schemes try to keep the performance of some users near to the QoS level and this leads to achieving a Nash-equilibrium point which is far from the optimality. The other challenge of these schemes is the determination of the optimal pricing factor. The EDTPC algorithm proposed in [11] also has almost the same performance compared to the proposed max-min MP algorithm, while it is more sensitive to the number of co-channel users and minimum SINR threshold.

**Max-Min vs. Max-Sum in fairness approach:** Here, the fairness achieved by the proposed MP algorithm and the max-sum non-binary power control exhaustive search ($K$ options) is investigated and the results are depicted in Fig. 5. In this experiment, the Jain’s criterion is considered as the fairness metric, which converges to 1 in the most fair solution and to 0 in the worst fair point. The results are depicted in terms of mean-rate and different number of TDUs for each RDU in Figs. 5(a) and 5(b), respectively. It is clear that the higher fairness is obtained by the proposed MP algorithm compared to the one achieved by the non-binary exhaustive search in the max-sum problem. In Fig. 5(a), a monotonic relation is seen between fairness and mean-rate of the system. However, by increasing the number of active users, the system’s mean-rate decreases which adversely affects the system’s sum-rate. Thus, the trade-off between the system’s sum-rate and fairness is obvious in Fig. 5(a). On the other hand, the results confirm the fair performance of the proposed MP algorithm which varies in the range of 0.89 to 0.96, specially for the higher number of RDUs. The fairness performance is better compared to the max-sum non-binary exhaustive search algorithm which is about 40% in the most different point and 28% in the least one. In Fig. 5(b), the difference between fairness of the max-min MP algorithm and the max-sum exhaustive search increases with increasing the number of potential TDUs. This result shows the effect of MP max-min algorithm in the context of fairly share of network resources between demanding D2D users. The individual rates of users are depicted in Fig. 6 for $L = 4$ and $N = 1, 2, 3, 4$. The rates of active link achieved by the max-min MP algorithm are approximately equal, compared to the max-sum approach where the differences among rates of users are fairly high.

V. CONCLUSION

We have addressed joint D2D pairing and power allocation via a partially distributed scheme which does not need the full availability of the network information in the eNB. In the proposed method, a flexible and fair power allocation is formulated by utilizing the max-min criterion. A factor-graph model was developed to decompose the proposed max-min optimization problem into multiple local functions. In the graphical representation of the problem, QoS constraints are included in the form of factor nodes and the power levels of transmitters are considered in form of variable nodes. Then, the distributed MP algorithm was proposed to solve the maximization of minimum rate for all active users, by exchanging messages between D2D receivers and transmitters and among receivers and cellular users, as well. The convergence of the proposed method to the optimal point was also proved in this paper. It was shown that the distributed MP algorithm can be employed for the optimization of joint power allocation and power control with considerably less complexity than the centralized methods. The proposed method is also much more precise in achieving the optimal point than partially distributed game-theoretic allocation methods. Moreover, the distributed MP algorithm presents an excellent performance in sum-rate maximization in underlay D2D networks without need for eNB signaling for power control with a negligible degradation in sum-rate. This degradation is only 6.5% in average compared with the sum-rate of benchmark schemes, e.g., max-min binary power control (BPC) exhaustive search. The proposed method can be applied in the recent release of the
3GPP standard in which the controlling task of eNB might be diminished for power allocation of D2D users in highly dense networks. Besides, one of the most important applications of our proposed algorithm will be on Ultra-Reliable-Low-Latency Communication (URLLC) networks. Since the power allocation and pairing of D2D communications on URLLC networks are challenging issues due to the explosive amount of devices in these networks, the future study can be applying the proposed MP algorithm on URLLC networks with applications in 5G wireless communication and beyond networks.

**APPENDIX A**

**Proof of proposition 1**

In order to find the difference between the exact solution and the approximated one with simplified assumptions, we calculate the range of error occurred in terms of different power scheduling. We know that $\gamma^C \gg 1$, therefore, the difference is calculated as shown in the equation set (18).

In (18), if we assume the worst case that our guess has been completely wrong for all other D2D users where they were still active ($P_{j,k}^{D} \neq 0$), we will have $P_{j,k}^{D} = \frac{P_{i}^{D}}{K}$ which is the minimum power level that can be assumed for an active user. Therefore, it would maximize the numerator and minimize the second summation of the denominator. Moreover, we know the exact value of the first term of the denominator, since it is the power of the under investigation D2D user. If we set $P_{j,k}^{D} = P_{\max}^{D}$, the difference would be in the form of (19). Similarly, the difference is calculated for D2D rates as demonstrated in the equation set (19).

The achieved approximation of the equation set (19) with the assumption of $P_{j,k}^{D} = \frac{P_{i}^{D}}{K}$ and $P_{\max}^{C} = P_{\max}^{C}$, would be as the last line of (19) where all other D2D pairs are active with the minimum power level.

**APPENDIX B**

**Proof of proposition 2**

In order to transform the problem (1) to an equivalent unconstrained problem, the following steps are required. Generally, if we have the optimization problem in the form of (20)

$$\begin{cases} \text{minimize} & F(x), \\ \text{subject to} & g_i(x) \leq 0, i \in C, \end{cases}$$

where $C$ denotes the index set of constraints, the Lagrange setup for this problem is written as $L(x, \lambda) \triangleq F(x) + \sum_{i \in C} \lambda_i g_i(x)$, where $x$ and $\lambda_i$ denote the optimization variable and the KKT multipliers, respectively. By considering inequality constraints, the KKT approach generalizes the method of Lagrange multipliers to the nonlinear programming, which allows only equality constraints. If $x^*$ is a local optimum for the mentioned optimization problem, then there exist constants like $\lambda^*_i$, $i \in C$, called KKT multipliers, such that

$$\nabla F(x^*) = \sum_{i \in C} \lambda^*_i \nabla g_i(x^*),$$

$$g_i(x^*) \leq 0, i \in C,$$

$$\lambda^*_i \geq 0,$$

$$\lambda^*_i g_i(x^*) = 0, i \in C.$$
\[ R^C - R^C = \log_2 \left( 1 + \frac{P^C h^2_{B,C}d_{B,C}^{-\alpha}}{\sum_{j=1}^{N} \rho_j \sum_{k=1}^{L_j} \rho'_j k P^D h^2_{j,k,C}d_{j,k,C}^{-\alpha} + N_0} \right) \]

\[ - \log_2 \left( \frac{P^C h^2_{B,C}d_{B,C}^{-\alpha}}{\rho_j \sum_{k=1}^{L_j} \rho'_j k P^D h^2_{j,k,C}d_{j,k,C}^{-\alpha} + \sum_{j'=1}^{N} \rho_{j'} \sum_{k'=1}^{L_{j'}} \rho'_{j'} k' P^D h^2_{j',k',C}d_{j',k',C}^{-\alpha} + N_0} \right) \]

\[ \approx \log_2 \left( \frac{P^C h^2_{B,C}d_{B,C}^{-\alpha}}{\sum_{j=1}^{N} \rho_j \sum_{k=1}^{L_j} \rho'_j k P^D h^2_{j,k,C}d_{j,k,C}^{-\alpha} + N_0} \right) \]

\[ \leq \log_2 \left( 1 + \frac{(N - 1) P^D_{\text{max}} (K-1)}{P_{\text{max}} (N+K-1)} \right) = \log_2 \left( 1 + \frac{(N - 1)(K-1)}{N + K - 1} \right). \] (18)

\[ R^D_{jk} - R^D_{jk} = \log_2 \left( 1 + \frac{P^D h^2_{j,k,j}d_{j,k,j}^{-\alpha}}{P^C h^2_{B,j}d_{B,j}^{-\alpha} + \sum_{j'=1}^{N} \rho_{j'} \sum_{k'=1}^{L_{j'}} \rho'_{j'} k' P^D h^2_{j',k',j}d_{j',k',j}^{-\alpha} + N_0} \right) \]

\[ - \log_2 \left( \frac{P^D h^2_{B,j}d_{B,j}^{-\alpha}}{P_{\text{max}} h^2_{B,j}d_{B,j}^{-\alpha} + \sum_{j'=1}^{N} \rho_{j'} \sum_{k'=1}^{L_{j'}} \rho'_{j'} k' P^D h^2_{j',k',j}d_{j',k',j}^{-\alpha} + N_0} \right) \]

\[ \approx \log_2 \left( 1 + \frac{(P^C_{\text{max}} - P^C) h^2_{B,j}d_{B,j}^{-\alpha} + \sum_{j'=1}^{N} \rho_{j'} \sum_{k'=1}^{L_{j'}} \rho'_{j'} k' (P^D_{\text{max}} - P^D) h^2_{j',k',j}d_{j',k',j}^{-\alpha}}{P^D h^2_{j,k,j}d_{j,k,j}^{-\alpha} + \sum_{k'=1}^{L_{j'}} \rho'_{j'} k' P^D h^2_{j',k',j}d_{j',k',j}^{-\alpha} + N_0} \right) \]

\[ \leq \log_2 \left( 1 + \frac{(K-1)(N-1)}{K + N - 1} \right). \] (19)
where (21a)–(21d) denotes respectively the stationarity, primal feasibility, dual feasibility, and complementary slackness conditions. These first-order conditions known as the KKT conditions are satisfied at the stationary points of the Lagrangian setup. They are necessary conditions for the optimum of a constrained problem. However, the first-order conditions are not sufficient to guarantee a local minimum. To provide this, we remark the second-order sufficient conditions. The optimal point which satisfies the KKT necessary conditions of the optimality at $x^*$, will be a global optimal point for the nonlinear optimization problem, as long as the given Hessian matrix of Lagrangian, is positive definite, i.e., $z^T \nabla^2 L(R^*, \lambda^*) z$. Furthermore, $z$ should span the null-space of the matrix of the gradient of active constraints at the optimal points [34]. Following the problem (1), an approximation of minimizing the gradient of active constraints at the optimal points $[34]$. 
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Following the problem (1), an approximation of minimizing the gradient of active constraints at the optimal points $[34]$. 

To achieve the KKT multipliers from the first KKT condition, the gradient of our objective Lagrangian is calculated as follows:

$$
\nabla L(R, \lambda) = \left\{ \begin{array}{l}
-(\frac{e^{-\xi R_i}}{N} \sum_{i=1}^{N} e^{-\xi R_i}) + \lambda_1 \left(\frac{e^{-\xi R_i}}{N} \sum_{i=1}^{N} e^{-\xi R_i}\right) = 0, \\
\vdots \\
-(\frac{e^{-\xi R_N}}{N} \sum_{i=1}^{N} e^{-\xi R_i}) + \lambda_1 \left(\frac{e^{-\xi R_N}}{N} \sum_{i=1}^{N} e^{-\xi R_i}\right) = 0,
\end{array} \right.
$$

Hence, we have $\lambda_1 = \lambda^*_1$. The complementary slackness condition is also satisfied as follows:

$$
\lambda^*_1 \left(\frac{1}{\xi} \log(\sum_{i=1}^{N} e^{-\xi R_i} + \log(1 + \max(\gamma^c_{\text{min}}, \gamma^d_{\text{min}})))\right) = 0,
$$

which results in $R^* = (R^*_1, R^*_2, \ldots, R^*_N)^T$. In general, the KKT conditions can be satisfied at a local optimum, a global optimum (solution of the problem) as well as at a saddle point. Here, we used the KKT conditions to characterize all the stationary points of the problem, and then we should perform some additional testing (second-order conditions) to determine the optimal solutions of the problem (global optimum of the constrained problem). Hence, we have:

$$
\nabla^2 L(R, \lambda) = \left( \begin{array}{c}
\frac{1}{\xi^2} \text{diag}(r) - \frac{1}{(1^T r)^2} r r^T \\
\end{array} \right) (1 + \lambda_1),
$$

where $1$ is a column-wise all-one vector, $r = (e^{-\xi R_1}, \ldots, e^{-\xi R_N})^T$ and

$$
diag(r) = \begin{pmatrix}
(e^{-\xi R_1} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & e^{-\xi R_N}
\end{pmatrix}.
$$

To find the null-space of the gradient of active constraints, the gradient of active constraints are as follows:

$$
A^* = \begin{pmatrix}
\sum_{i=1}^{N} e^{-\xi R^*_1} & -\sum_{i=1}^{N} e^{-\xi R^*_2} & \ldots & -\sum_{i=1}^{N} e^{-\xi R^*_N} \\
\sum_{i=1}^{N} e^{-\xi R^*_1} & \sum_{i=1}^{N} e^{-\xi R^*_2} & \ldots & \sum_{i=1}^{N} e^{-\xi R^*_N} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{i=1}^{N} e^{-\xi R^*_1} & \sum_{i=1}^{N} e^{-\xi R^*_2} & \ldots & \sum_{i=1}^{N} e^{-\xi R^*_N}
\end{pmatrix}^T,
$$

where the echelon form of $A^*$ is as follows:

$$
E_{A^*} = \begin{pmatrix}
-e^{-\xi R^*_1} & -e^{-\xi R^*_2} & \ldots & -e^{-\xi R^*_N} \\
0 & \ldots & 0
\end{pmatrix}
$$

Hence, the null-space equation $E_{A^*} z = 0$ results in $\sum_{i=1}^{N} (e^{-\xi R^*_1} - e^{-\xi R^*_i}) R_i = 0$. Let $b_i = e^{-\xi R^*_1} - e^{-\xi R^*_i}$, then we have:

$$
z \in \mathcal{N}(A^*) = \begin{pmatrix}
b_2 \\
b_3 \\
\vdots \\
b_N
\end{pmatrix}.
$$

where $\mathcal{N}(A^*)$ indicates the null-space of $A^*$. Now, we must verify that for all $z \in \mathcal{N}(A^*)$, $z^T \nabla^2 L(R^*, \lambda^*) z$ is positive.
By some manipulations, we have:

\[
z \nabla^2 R_i L(R, \lambda) z^T = 
\left( \frac{\sum_{i=1}^N z_i^2 R_i}{\left( \sum_{i=1}^N R_i \right)^2} - \frac{\left( \sum_{i=1}^N z_i R_i \right)^2}{\left( \sum_{i=1}^N R_i \right)^2} \right) \lambda_i \geq 0,
\]

where \(a\) is obtained from the Cauchy-Schwarz inequality, and hence the proof is complete.

**APPENDIX C**

**PROOF OF PROPOSITION 3**

In the proposed max-min algorithm, the problem could be modified to the form of:

\[
\max \quad F(R) = \min \left( R^C_1, R^D_1, \ldots, R^D_N \right) (1 + \lambda^*) 
- \log \left( 1 + \max(\gamma^C_{\min}, \gamma^D_{\min}) \right).
\]

We need to show that this form of the proposed problem corresponds to a separable convex program. First, we need to prove the convexity of the function \(-F(R)\) by calculating the Hessian matrix \(H - F(R)\). From Appendix B, we know that the Hessian of log-sum-exp function, i.e., \(-F(R) = \frac{1}{\xi} \log(\sum_{i=1}^N e^{-\xi R_i})\), would be in the form of:

\[
\nabla^2 R_i (-F(R)) = \left( \frac{1}{1 - r} \text{diag}(r) - \frac{1}{(1 - r)^2} r \text{Tr}(r) \right).
\]

To show that \(\nabla^2 R_i (-F(R))\) is positive definite, we must verify that \(v^T \nabla^2 R_i (-F(R)) v \geq 0\) for all vectors \(v\). This is clearly approved by using Cauchy-Schwarz inequality (see Appendix B). Next, we should check the separability of \(F(R)\) to the convex factors. Refering to the proposed FG model (see Fig. 2) we have a cycle-free FG and the minimum operator has the associative property. Therefore, the \(F(R)\) function could be separated to the functions of the lower layer (Layer-4) and the upper layer (Layer-2) factor nodes.

At the next step, we have to verify the convexity of \(f_j(P^D_{1j}, \ldots, P^D_{Nj})\) and \(g^D_{jk}(P^D_{jk})\) functions as the factor nodes of each layer. By the same way mentioned in (4a) and (4b), the rate of D2D users and cellular ones would be respectively, approximated as following, for \(\gamma^D_{jk}, \gamma^C_{jk} \gg 1\),

\[
R^D_{jk} \simeq \log_2 \left( \gamma^D_{jk}(P^D_{jk}) \right) = 
\log_2 \left( \frac{P^D_{jk} P^D_{jk} h^2_{jk,k,j} h^2_{jk,k,j}}{\sum_{j'=1}^{N_j} \sum_{j''=1}^{N_j} \rho_{j'j''} \rho_{j'j''} P^D_{j'k} P^D_{j''k} h^2_{jk,k,j} h^2_{jk,k,j} + N_0} \right),
\]

and

\[
\log_2 \left( \gamma^C_{jk}(P^C, P^D_{jk}) \right) = 
\log_2 \left( \frac{P^C_{jk} h^2_{jk,k,j} h^2_{jk,k,j}}{\sum_{j'=1}^{N_j} \rho_{j'j} P^C_{j'k} P^D_{jk} h^2_{jk,k,j} h^2_{jk,k,j} + N_0} \right),
\]

By using a log transformation of the power variables \(P^C \rightarrow 2^{P^C}\) and \(P^D_{jk} \rightarrow 2^{P^D_{jk}}[33]\), Eq. (22) is achieved.

By mathematical manipulation of (22), \(f_j(P^C, P^D_{jk})\) equals

\[
P^C \log_2 (h^2_{B,C} d^{-\alpha_{BC}}_{B,C}) - \log_2 \left( \sum_j \zeta_j 2^{P^D_{jk}} + N_0 \right),
\]

where \(\zeta_j\) refers to the small scale fading coefficient of active interferer users for cellular links. Simply, the function \(f_j(P^D_{1j}, \ldots, P^D_{Nj})\) is in the form of a log-sum-exp function and hence is concave. Similarly, the function \(g^D_{jk}(P^D_{jk})\) is equal to

\[
2^{\sum_{j'=1}^{N_j} \rho_{j'j} \rho_{j'j} P^D_{j'k} h^2_{jk,k,j} h^2_{jk,k,j} + N_0},
\]

where \(g_{jk}\) is an affine and also a concave function. Thus, both the functions \(f_j(P^D_{1j}, \ldots, P^D_{Nj})\) and \(g^D_{jk}(P^D_{jk})\) fit in the definition of the pairwise separable convex program.
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