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Abstract—We present new tight bounds for evaluating the performance of sync word-based frame synchronization algorithms in the periodically embedded case. We consider antipodal signaling with coherent detection over additive white Gaussian noise and both optimal and suboptimal search techniques. Our bounds are very close to results obtained through simulation and tend asymptotically (for increasing signal-to-noise ratios) to the exact performance.
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I. INTRODUCTION

One of the key issues in digital communication systems is frame synchronization where, often, synchronization words are inserted in the bitstream to delimit frames [1]–[5].

A first intuitive approach to achieve frame synchronization could be to correlate the received signal with the expected sync word (SW) over a time window that contains exactly one inserted SW, looking for the position where this correlation output is maximum. This approach is possible only for the periodically embedded case, where sync words are equally spaced or, in other words, for constant known frame lengths. In the binary symmetric channel, this detection through correlation is optimal, whereas in the additive white Gaussian noise (AWGN) channel, this is not true: in fact, in [6], the optimal metric has been identified for the considered case of fixed-length frames, and its approximations for high and low signal-to-noise ratio (SNR) have been provided. Although not optimal, frame detection through correlation has become a common engineering practice. In [7], the performance evaluation through simulation of these metrics has been presented, whereas the analytical approach is considered too complicated for the metrics in [6] even for an approximate analysis. In [8], an extension of [6] is given and, for general M-ary phase-coherent and phase-noncoherent signaling, a union lower bound on synchronization probability for the correlation rule on AWGN channels is determined. Also, in [8], an analytical approach was considered too difficult, and, hence, the performance investigation for the optimal metric was carried out through simulation. Extensions and further analysis are provided in [9]–[12]. Synchronization for unknown frame lengths, where the synchronization is based on a comparison of a proper metric with a threshold, is derived in [13] and [14] according to the hypothesis testing theory, and an exact analytical performance evaluation is provided.

In this paper we refer to frame synchronization for coherent detection and known constant-length frames, providing analytical lower bounds for the optimal and suboptimal metrics, thus solving a problem that was considered not analytically tractable since its derivation.

The remainder of this paper is organized as follows. In Section II, the problem of frame synchronization with periodically embedded sync words (SWs) is described. In Section III, the statistical distribution of the optimal metric and of its approximation is derived. In Section IV, a tight bound for the false synchronization probability is derived. Finally, numerical results are presented in Section V.

II. ON LOCATING PERIODICALLY EMBEDDED SYNC WORDS

We consider the situation of Fig. 1(a) where a sync word composed of $N_{SW}$ binary symbols $(c_0, \ldots, c_{N_{SW}-1})$ is periodically inserted, with period $N_f$, in a random binary data stream. Each sync word symbol $c_i$ is either $-1$ or $+1$. The data streams are assumed to be composed of symbols $d_i \in \{-1, +1\}$ that are independent, identically distributed (i.i.d.) random variables.
(r.v.s) with equiprobable $-1$ and $+1$, and the bit intervals are assumed to be known at the receiver.

Let $\mathbf{d} = (d_{N_{\text{SW}}}, d_{N_{\text{SW}}+1}, \ldots, d_{N_f-1})$ denote $N_f - N_{\text{SW}}$ random data symbols and consider the concatenation $\mathbf{cd} = (c_0, \ldots, c_{N_{\text{SW}}-1}, d_{N_{\text{SW}}}, \ldots, d_{N_f-1})$. If the sync word actually begins in position $m$ of the received segment, we can express the received vector $\mathbf{r} = (r_0, \ldots, r_{N_f-1})$ as

$$\mathbf{r} = T^m(\mathbf{cd}) + \mathbf{n} \quad (1)$$

where $T(\cdot)$ is the cyclic shift operator defined as $T(\mathbf{cd}) = (d_{N_f-1}, c_0, \ldots, c_{N_{\text{SW}}-1}, d_{N_{\text{SW}}}, \ldots, d_{N_f-2})$ and $\mathbf{n}$ is the noise vector whose elements $n_i$ are i.i.d. real Gaussian r.v.s each with zero mean and variance $\sigma^2$, so that the SNR is $E_s/N_0 = 1/(2\sigma^2)$.

The optimum decision rule, in the sense of maximizing the probability of correctly locating the sync word, is to choose the estimate of the position $m$ as the parameter to be estimated $\mu$, $0 \leq \mu < N_f$, which maximizes the probability $\text{Pr} \{ m = \mu | r \}$. Under the hypothesis that the parameter to be estimated $m$ is a priori equally likely to occur in any position, the aforementioned maximization is equivalent to determine the value $\mu$ that maximizes the metric given next [6].

**Optimum Rule:** Choose $\mu$ maximizing

$$S_O(\mu, \mathbf{r}) = \sum_{i=0}^{N_{\text{SW}}-1} c_i r_{i+\mu} - \sigma^2 \sum_{i=0}^{N_{\text{SW}}-1} \ln \cosh \frac{r_{i+\mu}}{\sigma^2} \quad (2)$$

where the additions in subscripts like those in (2) are taken through the paper modulo $N_f$ to account for all possible positions of the sync word.

**Optimum Rule—Approximation:** Choose $\mu$ maximizing

$$S_I(\mu, \mathbf{r}) = \sum_{i=0}^{N_{\text{SW}}-1} c_i r_{i+\mu} - \sum_{i=0}^{N_{\text{SW}}-1} |r_{i+\mu}|. \quad (3)$$

Finally, neglecting the second term in (2), we obtain the correlation rule, still representing a common engineering practice, regardless of its suboptimality.

**Correlation Rule:** Choose $\mu$ maximizing

$$S_C(\mu, \mathbf{r}) = \sum_{i=0}^{N_{\text{SW}}-1} c_i r_{i+\mu}. \quad (4)$$

The performance of the approximation $S_I(\mu, \mathbf{r})$ is generally very close to that of the optimal metric $S_O(\mu, \mathbf{r})$, as shown through simulation in [7] and [8] and by our analytical results (see Section V). Given its higher implementation simplicity, it is, thus, a candidate to be used in most practical situations.

### III. Statistical Distribution of the Synchronization Metrics

For the received vector $\mathbf{r}$ defined in (1), let $S(\mu, \mathbf{r})$ denote the generic adopted metric as defined by (2), (3) or (4). In the synchronization process, we make an error if there exists at least a position $\mu \neq m$ such that

$$S(m, \mathbf{r}) < S(\mu, \mathbf{r}) \quad (5)$$

where $m$ is the actual starting position of the sync word.

Let us now indicate with $\mathbf{R} = (R_0, \ldots, R_{N_f-1})$ the random vector corresponding to the vector $\mathbf{r}$. The probability of correct synchronization $P_S$, is therefore

$$P_S = 1 - \text{Pr} \{ \bigcup_{\mu \neq m} |S(m, \mathbf{R}) < S(\mu, \mathbf{R})| \}.$$ 

Since, in general, the events in previous equation are not disjoint, we resort to the union bound. With this approach, the probability of correct synchronization is lower bounded as

$$P_S \geq P_{SL} \overset{\Delta}{=} 1 - \sum_{\mu = 0}^{N_{f} - 1} \text{Pr} \{ S(m, \mathbf{R}) < S(\mu, \mathbf{R}) \} \quad (6)$$

and the synchronization error probability, or false synchronization probability $P_{FS}$, is upper bounded as

$$P_{FS} = 1 - P_S \leq P_{FSU} \overset{\Delta}{=} 1 - P_{SL}.$$ 

Note that for high SNR, errors are likely to occur due to only one position where (5) is verified. In other words, the events leading to the union bound tend to become disjoint for high SNR and the bound converges to the true $P_S$, i.e., it is asymptotically tight.

The problem now is to evaluate the pairwise synchronization error probability (PSEP)

$$P_{sep} \overset{\triangle}{=} \text{Pr} \{ S(m, \mathbf{R}) < S(\mu, \mathbf{R}) \} = \text{Pr} \{ S(m, \mathbf{R}) - S(\mu, \mathbf{R}) < 0 \}, \quad \mu \neq m. \quad (7)$$

For the determination of (7), it is necessary to understand how the r.v.s $S(\mu, \mathbf{R})$ and $S(m, \mathbf{R})$ are distributed and their statistical interdependency. Here, since the metric $S(\cdot, \cdot)$ is evaluated over $N_{\text{SW}}$ consecutive received samples, we have three possible situations [cases (b)–(d) in Fig. 1]. The first is when the metric evaluation window is over samples due to data and some due to the sync word. Due to the presence of AWGN, the r.v.s $S(\mu, \mathbf{R})$ with $|\mu - m| \geq N_{\text{SW}}$ [pure data samples, Fig. 1(b)] and $S(m, \mathbf{R})$ [Fig. 1(c)] are statistically independent. So, we can easily study here the statistical distribution of $S(\mu, \mathbf{R}) - S(m, \mathbf{R})$ starting from the individual distribution of $S(\mu, \mathbf{R})$ and of $S(m, \mathbf{R})$.

A different situation arises for the “mixed data/sync word” case [see Fig. 1(d)], where $S(\mu, \mathbf{R})$ and $S(m, \mathbf{R})$ have some samples in common. The analysis of this situation is carried out in [15] and not reported here for brevity. However, for properly

---
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designed synchronization sequences and for large \( N_f / N_{SW} \) ratios, the “mixed data/sync word” case can be approximated by the pure data case of Fig. 1(b) [15].

With the aim of determining bounds on the synchronization probability, we now study the distribution of the metrics (2)–(4), in terms of the characteristic function (ch.f.), by using the results from [14].

### A. Characteristic Function of \( S(\mu, R) \) When \( |\mu - m| \geq N_{SW} \)

1) **Optimum Rule:** The distribution of the metric for the optimum rule can be more easily derived by observing that, apart from a scaling factor and a constant additional term that do not affect the test, the metric in (2) can be equivalently rewritten as

\[
S_O(\mu, r) = - \sum_{i=0}^{N_{SW}-1} \ln \left( 1 + e^{-\frac{2r_{i+m}r_i}{\sigma^2}} \right). \tag{8}
\]

Following the same reasoning as in [14] it is possible to show that the ch.f. of the i.i.d. r.v.s \( Z_i = \ln(1 + e^{-2(2r_{i+m}c_i)/\sigma^2}) \) is given by

\[
\Phi_Z(\nu) = \mathbb{E}\{e^{2\pi \nu Z_i}\} = \frac{1}{\sqrt{2\pi \sigma^2}} \times \int_{-\infty}^{\infty} e^{-\frac{j^2 t+1}{2\sigma^2}} \left( 1 + e^{-\frac{j^2 t}{2\sigma^2}} \right) \cosh(\frac{r_i}{\sigma}) \, dr \tag{9}
\]

where \( j = \sqrt{-1} \) is the imaginary unit. Then, the ch.f. of \( S_O(\mu, R) = - \sum_{i=0}^{N_{SW}-1} Z_i \) is easily obtained from that of \( Z_i \), as

\[
\Phi_{S_O(\mu, R)}(\nu) = \mathbb{E}\{e^{2\pi \nu S_O(\mu, R)}\} = \left[ \Phi_Z(-\nu) \right]^{N_{SW}}.
\]

2) **Optimum Rule—Approximation:** In order to evaluate the statistical distribution of the metric in (3), by using the property \( |c_i| = 1 \) we write

\[
S_H(\mu, R) = \sum_{i=0}^{N_{SW}-1} c_i R_{i+m} - \sum_{i=0}^{N_{SW}-1} |c_i| R_{i+m}. \tag{10}
\]

In [13] and [14], it was shown that the ch.f. of r.v.s like \( V_i = c_i R_{i+m} - |c_i| R_{i+m} \) is

\[
\Phi_{V_i}(\nu) = \frac{1}{4} e^{4\pi \nu \left( -2\pi \sigma^2 \right)} \left[ \text{erfc} \left( \frac{1 + j4\pi \nu \sigma^2}{\sqrt{2\sigma}} \right) + e^{-j4\pi \nu \sigma^2} \text{erfc} \left( \frac{-1 + j4\pi \nu \sigma^2}{\sqrt{2\sigma}} \right) \right] + \frac{1}{2} \tag{11}
\]

Then, since \( S_H(\mu, R) = \sum_{i=0}^{N_{SW}-1} V_i \), the ch.f. of the metric in (10) is given by

\[
\Phi_{S_H(\mu, R)}(\nu) = \mathbb{E}\{e^{2\pi \nu S_H(\mu, R)}\} = \left[ \Phi_{V_i}(\nu) \right]^{N_{SW}},
\]

with \( \Phi_{V_i}(\nu) \triangleq \Phi_{V_i}(\nu) \).

3) **Correlation Rule:** For completeness, we also report the analysis of the correlation metric (4), which has been studied by a different approach also in [8]. With our methodology, using the fact that conditionally to \( d_{i+m} \), the r.v.s \( \Psi_i = R_{i+m}c_i \) are i.i.d. Gaussian with same variance and mean \( d_{i+m}c_i \), and the assumption \( \Pr\{d_i = 1\} = \Pr\{d_i = -1\} = 1/2 \), the ch.f. of \( \Psi_i \) is easily obtained as

\[
\Phi_{\Psi_i}(\nu) = \mathbb{E}\{e^{2\pi \nu \Psi_i}\} = \frac{1}{2} e^{-2\pi \nu (j + \pi \sigma^2)} + \frac{1}{2} e^{-2\pi \nu (j - \pi \sigma^2)} = \cos(2\pi \nu) e^{-2\pi \nu^2 \sigma^2} \tag{12}
\]

and, therefore,

\[
\Phi_{S_{\Psi}(\mu, R)}(\nu) = \mathbb{E}\{e^{2\pi \nu S_{\Psi}(\mu, R)}\} = \left[ \cos(2\pi \nu) e^{-2\pi \nu^2 \sigma^2} \right]^{N_{SW}}.
\]

### B. Characteristic Function of \( S(m, R) \)

1) **Optimum Rule:** In this case the metric is (8) with \( \mu = m \). Again, following [14], it is possible to show that the ch.f. of the independent r.v.s \( X_i = \ln(1 + e^{-2(R_{i+m}c_i)/\sigma^2}) \) is

\[
\Phi_X(\nu) = \mathbb{E}\{e^{2\pi \nu X_i}\} = \frac{1}{\sqrt{2\pi \sigma^2}} \int_{-\infty}^{\infty} e^{-\frac{j^2 t+1}{2\sigma^2}} (1 + e^{-\frac{j^2 t}{2\sigma^2}}) \, dr \tag{13}
\]

Then, the ch.f. of \( S_O(m, R) = - \sum_{i=0}^{N_{SW}-1} X_i \) is obtained from that of \( X_i \) as

\[
\Phi_{S_O(m, R)}(\nu) = \mathbb{E}\{e^{2\pi \nu S_O(m, R)}\} = \left[ \Phi_X(-\nu) \right]^{N_{SW}}.
\]

2) **Optimum Rule—Approximation:** For the r.v. defined in (10), \( \mu = m \) we have that the r.v.s \( R_i \) are Gaussian i.i.d.s with mean values \( c_i \) and variance \( \sigma^2 \). Hence, \( c_i R_{i+m} \) are still Gaussian with mean value \( c_i^2 = 1 \). In these conditions, following the approach in [13], the ch.f. of \( Y_i = c_i R_{i+m} - |c_i| R_{i+m} \) can be shown to be

\[
\Phi_{Y_i}(\nu) = \frac{1}{2} \text{erfc} \left( \frac{-1}{\sqrt{2\sigma}} \right) + \frac{1}{2} e^{4\pi \nu \left( -j - 2\pi \sigma^2 \right)} \text{erfc} \left( \frac{1 + j4\pi \nu \sigma^2}{\sqrt{2\sigma}} \right). \tag{15}
\]

Then, we have the ch.f. of the metric in (10) for \( \mu = m \) given by

\[
\Phi_{S_H(m, R)}(\nu) = \mathbb{E}\{e^{2\pi \nu S_H(m, R)}\} = [\Phi_{Y_i}(\nu)]^{N_{SW}} \tag{16}
\]

with \( \Phi_Y(\nu) \triangleq \Phi_{Y_i}(\nu) \).

3) **Correlation Rule:** For the correlation metric, since the r.v.s \( \Psi_i = R_{i+m}c_i \) are i.i.d. Gaussian with unitary mean value, the ch.f. is

\[
\Phi_{S_{\Psi}(m, R)}(\nu) = e^{-2\pi \nu (j - \pi \sigma^2)} N_{SW}. \tag{17}
\]

### IV. Bounds on the False Synchronization Probability

In this section, the PSEP is first evaluated and results are then used to evaluate the bounds on false synchronization probability. To obtain the PSEP, we study the distribution of \( S(m, R) - S(\mu, R) \) when \( |\mu - m| \geq N_{SW} \). This is the situation where the two metrics are evaluated as per the conditions of Fig. 1, cases (b) and (c). As previously observed, due to the AWGN, the r.v.s
where \( \Phi_{\Xi}(\nu) \) is given by

\[
\Phi_{\Xi}(\nu) = \mathbb{E}\{e^{2\pi i \nu \Xi}\} = \Phi_{S(m,R)}(\nu)\Phi_{S(\mu,R)}(-\nu),
\]

where \( \Phi_{S(m,R)}(\nu) \) and \( \Phi_{S(\mu,R)}(-\nu) \) are given in the previous section. The PSEP for the pure data case \( P_{sep}^D \) is therefore obtained from the cumulative distribution function (c.d.f.) of \( \Xi \), \( F_\Xi(\xi) \), as

\[
P_{sep}^D = \Pr\{S(m,R) < S(\mu,R) \mid (|\mu - m| \geq N_{SW})\} = F_\Xi(0) = \frac{1}{2} - \frac{1}{\pi} \int_{-\infty}^{\infty} \Phi_{\Xi}(\nu) J_0(\nu) d\nu
\]

which can be easily numerically evaluated in no more than few seconds with standard mathematical packages.

Note that, when the c.d.f. of \( \Xi \) has a discontinuity in 0, meaning a nonzero probability of having \( S(m,R) = S(\mu,R) \), the inverse Fourier transform in (18) correctly returns \( F_\Xi(0^+) + F_\Xi(0^-) \)/2, which corresponds to randomly choosing between the two positions in case of equality of the metrics. So, (18) implicitly includes the case when there are more maxima in the observation window.

To derive a bound on the false synchronization probability, we observe that the PSEP for the pure data case, expressed by (18), does not depend on \( \mu \) provided that \( |\mu - m| \geq N_{SW} \). Thus, we can write the union bound on the false synchronization probability as

\[
P_{FSU} = (N_f - 2N_{SW} + 1)P_{sep}^D + 2 \sum_{j=1}^{N_{SW}-1} \Pr\{S(m,R) - S(\mu,R) < 0 \mid (|\mu - m| = J)\}.
\]

A simpler expression is obtained by approximating the “mixed data/sync word” case with the pure data case, leading to

\[
P_{FSU} \approx (N_f - 1)P_{sep}^D.
\]

This expression requires only (18) and is very close to (19) for properly designed sequences [15].

### A. Asymptotic Performance

The asymptotic value of the PSEP in (18) for increasing SNRs results in

\[
P_{sep}^{\infty} = \frac{1}{2^{N_{SW}+1}}.
\]

This is due to the fact that for the noiseless channel, the probability of exactly emulating a sync word is \( 1/(2^{N_{SW}}) \) and, in case of emulation, there is a probability 1/2 of randomly choosing the emulated sync word instead of the one inserted on purpose.

We now define the asymptotic union bound (AUB) as the bound in (20), obtained in the noiseless case. By substituting (21) in (20), we obtain

\[
\text{AUB} = (N_f - 1)\frac{1}{2^{N_{SW}+1}}.
\]

In the case of absence of noise, the probability of false synchronization in the “random data limit” (RDL) case may also be evaluated. This limit has been derived in [7, eq. (13)] for

### V. Numerical Results

We describe in this section some results obtained by using the previously presented analysis.

First, in Fig. 2 the PSEP (18) is evaluated for \( S_O \) and \( S_H \) for sync words of length \( N_{SW} = 32 \) and \( N_{SW} = 64 \), and validated by simulation results. The asymptotic PSEP \( P_{sep}^{\infty} \) is also reported. These figures allow an easy derivation of the probability of false synchronization for any frame length \( N_f \), according to (20). We may observe that the PSEP obtained considering the metric \( S_H \) and the one obtained with the metric \( S_O \) are very similar.

Examples of derivation of the probability of false synchronization are reported in the following figures. The case of sync
word with $N_{SW} = 24$ and frame length $N_f = 240$ is considered in Fig. 3. In this figure, the bounds obtained with the metrics $S_1$ and $S_0$ are shown, together with the relevant simulation results. The performance evaluation of the correlation rule is reported for comparison, as well as the RDL bound and the asymptotic union bound. For simulation results, the sync word of length $N = 24$ in [16] (050CD, in hexadecimal) has been considered.

Finally, Fig. 4 reports the synchronization error probability for $N_{SW} = 32$, $N_{SW} = 64$, and for frame length $N_f = 1000$. The sync words considered for the simulation points shown to validate the analysis are the CCSDS [4] sequences 1ACFFC1D and 034776C7272895B0 (in hexadecimal). It can be noted that, as in the previous figure, the correlation metric performs very poorly with respect to $S_0$ and $S_H$. For example, for a sync word of length $N_{SW} = 32$ and a target false synchronization probability $\leq 10^{-3}$, frame synchronization using the correlation metric requires at least $E_s/N_0 \approx 3.2$ dB, whereas for the metrics $S_0$ or $S_H$ (these two perform very similarly) the minimum required SNR is $E_s/N_0 \approx -0.5$ dB, with a gain of around 3.7 dB in terms of SNR.

We note that our analytical bounds are tight to simulation results for the cases of interest and tend asymptotically to the exact values, allowing performance analysis of frame synchronization where simulation is not feasible.

VI. Conclusion

Frame synchronization based on sync words, in the periodically embedded case, has been studied. Analytical bounds for the performance of optimum and suboptimum frame synchronization in AWGN channels have been provided. Curves of the PSEP and of the false synchronization probability are provided for sync word lengths of practical use. The numerical results show that the bounds, which represent a useful tool for the design of frame synchronizers, are very tight and tend asymptotically to the exact results.
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