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1 Introduction

China has long claimed political jurisdiction over her two special regions, Hong Kong and Taiwan. But can the same claim be made for a natural jurisdiction over their economies? This paper tries to reach a judgment on that issue; we do not touch the politics of it.

Ironically, it would appear that the local populations of these regions have come to accept the economic arguments for integration or a closer relationship with China, especially since the 2008 elections in Taiwan; but remain unconvinced by the political arguments. This is based no doubt on the economic reality that the emergence of China as one of the world’s largest trading economies, the increasing sophistication of Taiwan as an investment and manufacturing centre, and of Hong Kong as a supplier of finance, investment and services, has changed the dependency relationships between many economies in the Asia-Pacific region. It used to be that the US was regarded at the dominant economy in the region, and hence the locomotive, or economy of first resort, through her big consumption of final and intermediate products, trade in sophisticated manufactures, and her supply of investment capital and financial stability when exchange rates were fixed.

But the rise of China as a major supplier of cheap manufactures and intermediates, of Taiwan as a provider of sophisticated manufactures and source of investment, and Hong Kong as financier and supplier of services may have changed all that. These two economies may have become just as important as trading partners and locomotives for China; and all three may have significant spillovers on the US. Moreover their rapidly expanding stocks of foreign assets, acquired through the large and continuing trade imbalances in the region, gives them a certain influence over monetary conditions and financial stability.

These are the changes we wish to test for here. Enhanced trade and integration effects will come in three parts: increased economic convergence (coherence, correlation); increased impact (or spillovers) from developments in one economy onto another; and stronger lead/lag relationships between economies (a lead for those supplying materials or inter-mediate inputs; a lag for those consuming manufactures, services, or supplying investment goods or finance), as shown in Chaplygin et al (2006). We examine all three in this context; focusing on measures of coherence, gain and phase shifts respectively. We can then ask: to what extent are growth cycles becoming more correlated in the Chinese economic area? Is there evidence of
cyclical convergence at the business cycle frequency, or at any other frequencies? Does that imply a common business cycle?

We are therefore engaged in an exercise in identifying the linkages between the economies of the Chinese economic area. We are not aware that this has been attempted before, although recent papers have tried to examine the relationships between China and her OECD neighbours. At present a selective reading of the convergence literature could lead to almost any conclusion, and to find an appropriate way to measure the extent and characteristics of the linkages/dependencies between economies is an important problem. In this paper we show how to use a time-varying spectral analysis to determine the degree of convergence at different frequencies and cycles, even where data samples are small and where structural breaks and changing structures are a part of the story. The inconclusive results obtained in the past, particularly for the Euro area, may have been the result of using a correlation analysis which averages the degree of contemporaneous convergence across all frequencies. That is problematic because two economies could share a trend or short term shocks, but show no coherence between their business cycles; or because they share similar cycles; but one is a supplier of inputs or capital to the other, so they are out of phase. That would imply low or possibly negative contemporaneous correlations, and give no picture of the true linkage or dependence between them.

In theory, neoclassical growth models show that every economy approaches a steady-state income level determined by the discount rate, the elasticity of factor substitution, the depreciation rate, capital share, and population growth. Once at the steady-state, the economy grows at a constant rate. Thus, to the extent that the determinants of the steady-state are similar across economies, convergence is to be expected. But if those determinants are different, they will not converge. Thus, Mankiw et al. (1992), Dowrick and Nguyen (1989), Wolff (1991), Barro and Sala-I-Martin (1991; 1992), and Quah (1993) find evidence of convergence for a sample of OECD countries at similar levels of development over the years 1960-1985. But they reject that hypothesis in a wider sample of 75 economies whose structures and levels of uncertainty vary a good deal more. Similarly, Chauvet and Potter (2001) report that the US business cycle was in line with the G7 from the mid 70s, but diverged thereafter. Likewise Stock and Watson (2002; 2005), Hughes Hallett and Richter

---

2 As shown by the results in Fidrmuc and Batorova (2008).
(2006) find divergence caused by structural breaks, and argue that cyclical convergence is a global rather than regional phenomenon. In that vein, Artis and Zhang (1997), Frankel and Rose (1998) and Prasad (1999) have all argued that if exchange rates are pegged, and trade and financial links intensify, business cycles are likely to converge. But in practice, Inklaar and de Haan (2000) do not find any evidence for a common business cycle in the Eurozone. Likewise Gerlach (1989), and Baxter and Kouparitsas (2005), find no evidence of convergence among the OECD economies as exchange rates stabilised or trade increased (see also: Doyle and Faust, 2003; Kalemli-Ozcan et al., 2001; Peersman and Smets, 2005) provide further evidence in the same direction.

A common feature of all the studies cited above is that the results are sensitive to: a) the choice of coherence measure (correlation, concordance index); b) the choice of cyclical measure (classical, deviation or growth cycles); and c) the detrending measure used (linear, Hodrick-Prescott filter, band pass etc). This sensitivity to the detrending technique is a serious difficulty highlighted in particular by Canova and Dellas (1993) and Canova (1998). The advantages of using a time-frequency approach are therefore:

i) It does not depend on any particular detrending technique, so we are free of the lack of robustness found in many recent studies.

ii) Our methods also do not have an “end-point problem” – no future information is used, implied or required as in band-pass or trend projection methods.

iii) There is no arbitrary smoothing parameter, such as in the HP algorithm, equivalent to an arbitrary band-pass selection (Artis et al., 2004).

iv) We use a coherence measure which generalises the conventional correlation and concordance measures.

Any spectral approach is tied to a model based on a weighted sum of sine and cosine functions. However, that is not restrictive. Any periodic function may be approximated arbitrarily well over its entire range, and not just around a particular point, by its Fourier expansion (a suitably weighted sum of sine and cosine terms) – and that includes non-differentiable functions, discontinuities and step functions. Hence, once we have time-varying weights, we can get almost any cyclical shape we want. For example, to get long expansions but short recessions, the typical shape of economic cycles, we need only a regular business

---

3 Chiefly because structural characteristics and institutions change. In practice it seems that cyclical correlations typically fall with the degree of industrial specialisation, and the latter increases as trade and financial integration intensify (Kalemli-Ozcan et al., 2001; 2003). But market reforms, liberalisation measures, and the extent to which policies are coordinated or made common to a group of economies, may have the opposite effect.
cycle plus a longer cycle whose weight increases above trend but decreases below trend (i.e. varies with the level of activity). This is important because many observers have focused on how the shape of economic cycles has changed over time in terms of amplitude, duration and slope (Harding and Pagan, 2001; Peersman and Smets, 2005; Stock and Watson, 2002). Hence a time-varying spectral approach, capable of separating out changes at different cyclical frequencies in the economy, will be needed to provide the flexibility to capture these features. Similarly, a time varying approach will be necessary if we are to accommodate the structural breaks which must be expected with China emerging as one of the world’s largest trading economies; and with the increasing sophistication of the Taiwanese economy in terms of trade in manufactures, components and investment; with increasing financial integration, investment flows and services offered by Hong Kong; changes to the size and composition of trade imbalances with the US; changes to the supply chain of components or inputs to/from China and Taiwan; and a strengthening of monetary institutions. However, if these changes argue for a time-varying approach to measuring the coherence between national economies, then they also argue for a decomposition of the different cycles that make up an economy’s performance. One would not expect increased linkages through traded components or manufactures to affect those economies at the same cyclical frequencies as those due to long term investment or short term financing. Hence our choice of a time-frequency approach.

The paper is structured as follows: the next section describes our approach in the time domain. Section 2.2 gives a brief introduction in the time-frequency approach, section 2.3 explains our technique with respect business cycle relationships, and section 3 presents the results for the individual countries/regions, whilst section 4 presents the results with respect to the interdependencies of the different countries/regions. Finally, section 5 concludes.

2 Empirical Techniques

2.1 Estimation in the Time Domain

For countries in the Asia-Pacific region, and for the US itself, GDP will be expressed in US dollars over the entire sample. We use the IMF’s International Financial Statistics data base to ensure that price deflations, seasonal adjustment and exchange rate conversions are applied consistently to each country. Growth rates are then defined, using real GDP data, as:

\[ y_t = \Delta \log(Y_t) = \log \left( \frac{Y_t}{Y_{t-1}} \right) \]  

(2.1)
Next we employ a two step procedure. As Evans and Karras (1996) have shown, if business cycles are to converge, they need to follow the same AR(p) process. We therefore estimate an AR(p) process for each variable individually. That is, we estimate the data generating process of each of the growth rates separately. Then we estimate the bilateral links between the cycles in those growth rates. In order to allow for the possible changes in the parameters, we will employ a time-varying model by applying a Kalman filter to the chosen AR(p) model as follows:

\[
y_t = \alpha_{0,t} + \sum_{i=1}^{q} \alpha_{i,t} y_{t-i} + \epsilon_t
\]

with

\[
\alpha_{i,t} = \alpha_{i,t-1} + \eta_{i,t}, \text{ for } i=0...9
\]

and \(\epsilon_t, \eta_{i,t} \sim \text{i.i.d.} \left(0, \sigma_{\epsilon,\eta}^2\right)\), for \(i=0...9\).

In order to run the Kalman filter we need initial parameter values. The initial parameter values are obtained estimating them by OLS using the entire sample (see also Wells, 1996)\(^4\). Given these starting values, we can then estimate the parameter values using the Kalman filter. We then employ a general to specific approach to obtain a final specification for (2.2), eliminating insignificant lags using the strategy specified in the next paragraph below. The maximum number of lags was determined by the Akaike Criterion (AIC), and was found to be nine in each case. Each time we ran a new regression we used a new set of initial parameter values. Then, for each regression we applied a set of diagnostic tests, shown in the tables in the Appendix, to confirm the final specification found. The final parameter values are therefore filtered estimates, independent of their start values.

Using the specification above implies that we get a set of parameter values for each point in time. Hence, a particular parameter could be significant for all points in time; or at some periods but not others; or it might never be significant. These parameter changes are at the heart of this paper as they imply changes in the lag structure and hence changes in the spectral results. We therefore employed the following testing strategy: if a particular lag was

---

\(^4\) Using the entire sample implies that we neglect possible structural breaks. The initial estimates might therefore be biased. The Kalman filter however corrects for this bias since, as Wells (1996) shows, the Kalman filter will converge to the true parameter values independently of the initial values. And choosing initial values which are “close” to the true values accelerates this convergence. Hence we employ an OLS estimate to start this process; and our start values have no effect on the parameter estimates by the time we get to 1990. Our results are robust.
never significant then this lag was dropped from the equation and the model estimated again. If the AIC criterion was less than before, then that lag was excluded altogether. If a parameter was significant for some periods but not others, it was kept in the equation with a parameter value of zero for those periods in which it was insignificant. This strategy minimised the AIC criterion, and leads to a parsimonious specification. Finally, we tested the residuals in each regression for auto-correlation and heteroscedasticity.

The final specification (2.2) – (2.3) was then validated using two different stability tests. Both tests check for the same null hypothesis (in our case a stable AR(9) specification) against differing temporal instabilities. The first is the fluctuations test of Ploberger et al. (1989), which detects discrete breaks at any point in time in the coefficients of a (possibly dynamic) regression. The second test is due to LaMotte and McWorther (1978), and is designed specifically to detect random parameter variation of a specific unit root form (our specification). We found that the random walk hypothesis for the parameters was justified for each country (results available on request). Finally we chose the fluctuations test for detecting structural breaks because the Kalman filter allows structural breaks at any point and the fluctuations test is able to accommodate this.\(^5\) Thus, and in contrast to other tests, the fluctuations test is not restricted to any pre-specified (and hence untested) number of breaks.\(^6\)

Once this regression is done, it gives us a time-varying AR(p) model. From this AR(p) we can then calculate the short–time Fourier transform as outlined below, and as originally suggested by Gabor (1946), in order to calculate the associated time-varying spectrum.

### 2.2 Spectral Analysis

As a first step we analyse the power spectral density function of the individual countries. The power spectral density function (PSD) shows the strength of the variations (energy) of a time series at each frequency of oscillation. In other words, it decomposes the

---

\(^5\) Note that all our tests of significance, and significant differences in parameters, are being conducted in the time domain, before transferring to the frequency domain. This is because no statistical tests exist for calculated spectra (the data transformations are nonlinear and involve complex arithmetic). Stability tests are important here because our spectra are sensitive to changes in the underlying parameters. But, given the extensive stability and specification tests conducted, we know there is no reason to switch to another model that fails to pass those tests.\(^6\) The fluctuations test works as follows: one parameter value is taken as the reference value, e.g. the last value of the sample. All other observations are now tested whether they significantly differ from that value. In order to do so, Ploberger et al. (1989) have provided critical values which we have used in the figures (horizontal line). If the test value is above the critical value then we have a structural break, i.e. the parameters differ significantly from their reference values and vice versa. For reasons of limited space we have excluded the test diagrams from this paper, but report on the results. The diagrams are available from the authors upon request.
variance of a time series into its periodicities. In a diagram it shows at which frequencies variations are strong/powerful, and at which frequencies the variations are weak (expressed in “energy”). The unit of measurement in the PSD is energy (variance) per frequency, frequency band or cycle length. For example, if a time series \( X_t = \varepsilon_t \), where \( \varepsilon_t \sim i.i.d. \left(0, \sigma^2\right) \) and constant over time, the power spectrum would look like the following figure:

![Diagram of Power Spectrum of a White Noise Process]

As one can see from Figure 1, a white noise process is characterised by the fact that no specific frequency has a bigger impact than any other frequency, for \( \omega = 0, ..., \pi \). Given that the level of GDP is often supposed to be integrated of order one, the spectrum of a differenced GDP variable should look rather like figure 1. However, if the data were dominated by long cycles or business cycles, then the diagram would have higher power (variances) at the low or middle frequency bands respectively; and lower power at the high frequencies.\(^7\)

In order to calculate the spectrum from an estimated representation of (2.2), we use the Fast Fourier Transform. The Fast Fourier Transform is an efficient algorithm for computing a discrete Fourier transformation, or in our case a Discrete Time Fourier Transform (DTFT) for discrete points in time. In our case it creates a frequency domain representation of the original time domain representation of the data: eqn (2.2). Hence, our analysis of the spectra and coherences that follow are based on a regression done in the time domain, but then transformed into a frequency domain function by the Fourier transform. However, in this paper we also allow the coefficients of our regressions to vary over time. Therefore we derive

\(^7\) In the spectral diagrams that follow, we use the term “power” rather than “energy” to denote relative variances.
one DTFT for each point in time. These calculations define a sequence of short time Fourier
transformations (STFT). In discrete time, this means the data to be transformed has been
broken up into frames (which usually overlap each other). Each frame is then Fourier
transformed, and the (complex) result added to a matrix which records its magnitude, phase
and frequency at each point in time. This can be expressed as:

\[
STFT \{x[n]\} = X(m, \omega) = \sum_{n=-\infty}^{\infty} x[n] w[n-m] e^{-j\omega n}
\]

In this case, \(m\) and \(n\) are different points in time; \(\omega\) is the frequency and is continuous; and \(j = \sqrt{-1}\). But in most typical applications the STFT is performed using the Fast Fourier Transform,
so all variables are discrete and \(\text{“}n-m\text{“}\) would be the estimation window. In our application the
window is not constant, but increasing with each new observation. Moreover, we derive the
STFT using Kalman filter estimates of (2.2): see section 2.3 below. The squared magnitude of
the STFT then yields the spectrogram of the function:

\[
\text{spectrogram} \{x_t\} = |X(\tau, \omega)|^2
\]

The remaining question is what algorithm do we use to calculate the Fast Fourier Transform?
One algorithm often used to calculate the Fast Fourier Transform is the Bluestein algorithm
(Bluestein, 1968), which is also called the chirp z-transform algorithm. In particular, it can
compute any transform of the form:

\[
X_k = \sum_{n=0}^{N-1} x_n e^{znk}, \text{ where } k = 0, ..., M - 1
\]

for an arbitrary complex number \(z\) and for differing numbers \(N\) and \(M\) of inputs and outputs
(see also: Rabiner et al., 1969). Hence, the algorithm we apply to calculate the Fast Fourier
Transform is a well-established algorithm and widely used in engineering (Boashash, 2003;
Boashash and Reilly, 1992). It is not commonly used in economics however.

Finally Boashash and Reilly (1992) have shown that, once eq. (2.2) has been
estimated, its coefficients \(\alpha_{it}\) can be used to calculate the short time Fourier Transform and
the power spectra directly (by applying the Bluestein algorithm). That has the convenient
property that the traditional formulae for the PSD are still valid and may still be used, but they
have to be recalculated at each point in time. The time-varying spectrum of the growth rate
series can therefore be calculated as follows (see also: Lin, 1997):
where $\omega$ is angular frequency and $j$ is a complex number. The main advantage of this method is that, at any point in time, a power spectrum can be calculated instantaneously from the updated parameters of the model. Hence, we are able to generate a power spectrum even if we have a short time series and even if that time series contains structural breaks.

Thus, when we present our empirical results below, they are based on the time-varying STFT calculations. The only difference from figure 1 is that we have to add a time dimension to show how the spectra have changed over time. The result is then a 3-dimensional diagram.

### 2.3 Cross-Spectral Analysis

In this paper we also investigate the linkage between different business cycles. In the frequency domain, the natural tool to do that is the coherence. The *spectral coherence* \( K^2_{xy} \) is a statistic that can be used to examine the relation between two signals or data sets. Values of the coherence will always satisfy \( 0 \leq K^2_{xy} \leq 1 \). For a strictly proportional linear system with a single input \( x_t \) and single output \( y_t \), the coherence will equal one. If \( x_t \) and \( y_t \) are completely unrelated then the coherence will be zero. If \( K^2_{xy} \) is less than one but greater than zero it is an indication that output \( y_t \) is being produced by input \( x_t \) as well as by other inputs. Hence, the coherence is nothing else than the \( R^2 \) in the frequency domain. Since we are calculating the coherence using the short time Fourier transform, the coherence may also be time-varying. So we have to extend \( K^2_{xy} \) by a time index. For the rest of this paper we will write \( K^2_{xy,t} \).

Suppose now we are interested in the relationship between two variables \( \{ y_t \} \) and \( \{ x_t \} \), where \( \{ y_t \} \) is an Asian growth rate and \( \{ x_t \} \) is the US growth rate for example. We assume that they are related in the following way:

\[
V(L) y_t = A(L) x_t + u_t, \ u_t \sim i.i.d.\left(0, \sigma^2 \right)
\]  

(2.7)

where \( A(L) \) and \( V(L) \) are filters, and \( L \) is the lag operator such that \( Lz_t = z_{t-1} \). Notice that the lag structure, \( A(L) \), is time-varying. That means we need to use a state space model (we use the Kalman filter again) to estimate the implied lag structure. That is
\[ v_{i,t} = v_{i,t-1} + \epsilon_{i,t}, \text{ for } i = 1, \ldots, p \text{ and } \epsilon_{i,t} \sim \left(0, \sigma^2_{\epsilon}ight) \]
\[ a_{i,t} = a_{i,t-1} + \eta_{i,t}, \text{ for } i = 0, \ldots, q \text{ and } \eta_{i,t} \sim \left(0, \sigma^2_{\eta}\right) \] (2.8)

As before, we test for the random walk property using the LaMotte-McWorther test. And for structural breaks, we employ the fluctuations test (Ploberger et al., 1989). Finally, we use our previous general to specific approach to estimate (2.7); starting off with lag lengths of nine and \( p=q \), and dropping those lags which were never significant (as we did before).\(^8\)

Having estimated the coefficients in (2.8), we can calculate the gain, coherence and cross spectra based on the time-varying spectra just obtained. This allows us to overcome a major difficulty in this kind of analysis: namely that a very large number of observations would usually be necessary to carry out the necessary frequency analysis by direct estimation. That would be a particular problem in the case of structural breaks, since the sub-samples would typically be too small to allow the associated spectra to be estimated directly.

In Hughes Hallett and Richter (2002; 2003a; 2003b; 2004) we use the fact that the time-varying cross spectrum, \( f_{\mathbf{YX}}(\omega) \), using the STFT can be written as:

\[ f_{\mathbf{YX}}(\omega) = \left| T(\omega) \right| f_{\mathbf{XX}}(\omega) \] (2.9)

where \( T(\omega) \) is the transfer or filter function is defined by (2.7) and calculated as follows:

\[ T(\omega) = \frac{\sum_{b=0}^{q} a_{b,t} \exp(-j\omega b)}{1 - \sum_{i=1}^{p} v_{i,t} \exp(-j\omega i)}, \text{ for } t = 1, \ldots, T \] (2.10)

The last term in (2.9), \( f_{\mathbf{XX}}(\omega) \), is the spectrum of predetermined variable. This spectrum may be time varying as well. However, in this paper we are interested in the coherence and in the composition of the changes to that coherence over time. So we need to establish expressions for the coherence and gain between \( x_t \) and \( y_t \) to show the degree of association and size of impact of \( x_t \) on \( y_t \). The spectrum of any dependent variable is defined as (Jenkins and Watts, 1968; Laven and Shi, 1993; Nerlove et al., 1995; Wolters, 1980):

\(^8\)The symmetry in the lag structure, and general to specific testing, allows the data to determine the direction of causality in these regressions. We do not report any results for the reverse causalities that were not accepted.
From (2.6) we get the time varying residual spectrum

\[ f_{vv}(\omega)_t = \begin{bmatrix} f_{uu}(\omega)_t \\ f_{xx}(\omega)_t \end{bmatrix} + f_{vy}(\omega)_t \]  

(2.11)

and the gain as \( A(\omega)_t = |T(\omega)_t|^2 \). Finally, given knowledge of \( f_{vy}(\omega)_t \), \( f_{vy}(\omega)_t \), and \( f_{xx}(\omega)_t \), we can calculate the coherence at each frequency as:

\[ K_{YX}^2 = \frac{1}{\{1 + f_{vy}(\omega)_t / \left[ |T(\omega)_t|^2 f_{xx}(\omega)_t \right]\}} \]  

(2.13)

The coherence is equivalent to the R\(^2\) statistic, and the gain the regression coefficient, impact or transmission effect of \( x_t \) on \( y_t \), in the time domain. Thus the coherence measures, for each frequency, the degree of fit between \( x_t \) and \( y_t \); equivalently the R\(^2\) between each of the corresponding cycles in \( x_t \) and \( y_t \). Hence \( A(\omega)_t \) and \( K_{YX}^2 \) measure the link between two variables at time \( t \). For example, if the coherence has a value of 0.6 at frequency 1.2, then it means that country X’s business cycle at frequency of 1.2 determines country Y’s business cycle at that point in time by 60%. Similarly a gain of 0.5 means that half the variance in country X’s cycle at that frequency is transmitted to Y’s business cycle. Neither the gain, nor the coherence take into account shifts in the business cycle: such as the US business cycle leads the Chinese one by 1 quarter. In this paper, we are concerned with the coherence and gain, not with measuring the phase shift elements as such. But we are able to detect changes in phase relationships from changes in the relative importance of different cycles in the cross-spectral components.

Last, but not least, a note on the figures shown with the empirical results in the next two sections. We first present the time-varying spectra and then the coherences and gains. One can see from these figures that the spectra change. However, one cannot infer directly from those figures that the changes in the spectra are also statistically significant. The figures for the time-varying spectra/cross-spectra have to be accompanied by the fluctuation test results. Once a structural break has been identified by the fluctuations test, the results will show up as a significant change in the associated spectrum or coherence or gain.
3 Empirical Results: Single Spectra

In this section and the next, we study the spectra and cross-spectra of output growth in selected Asian economies compared to the US, or compared to China, over the past 20 years. We take the US and China to be the potential leading economies (“economies of first resort”) in the Asia-Pacific area and analyse the changing relations between them, and between them and China’s special region economies (Hong Kong and Taiwan), since the Asian financial crisis in 1996-7. Similar results for the changing relationships between the US and the UK, and the US vs. the Euro-zone, will be found in Hughes Hallett and Richter (2006) and can be taken as a benchmark for these comparisons. Further comparisons are made with two part-time members of the emerging Chinese economic area (Singapore, Malaysia) in order to provide a standard of comparison (or unit of measurement) for our analysis.

For all countries we use the IMF *International Financial Statistics* data base. All GDP observations are quarterly data, already deflated by the IMF statistical service and expressed in US dollars. They are also seasonally adjusted by the IMF. Finally, we log difference the GDP data which results in the (quarterly) growth rate. We use seasonally adjusted quarterly data from 1987:4 to 2006:3. The sample starts earlier for Hong Kong (1977), Taiwan (1984), and the US (1982), but later for Malaysia (1990). The analysis will therefore be restricted to the period following the stock-market and financial crash of 1987. The Taiwanese data is taken from the Taiwan national statistical service publications.

The resulting data are then fitted to an AR(p) or ADL(p,q) model as described above, and tested for stationarity, statistical significance, and a battery of diagnostic and specification checks before being converted to the spectra and cross-spectra that we need. The time domain regression results and tests are set out in detail in the appendix to this paper.

a) The Core Economies: the US and China. One striking feature of the individual country spectra is that, in both core economies, the trend growth rate does not play an important role in terms of spectral mass. Indeed, taking into account the vertical scale in each diagram, there is very little volatility in output growth of any kind in China after 1987 (figure 3), except at the business cycle frequency, and only then until the period of especially rapid trade growth and trade surpluses from 2004 onwards. This is in stark contrast to the US spectrum (figure 2) which shows the declining power of trend growth after 1987, and mildly increasing volatilities at short or short-to-medium cycle lengths over the same period. There is a clear persistence in her trend growth rates nonetheless.
In making these points, we are drawing a clear distinction between persistent trends, meaning events whose effects on performance last a long time before dying away or being over-taken by subsequent events/changes; and constant growth trends whose effects are persistent and always the same in terms of economic performance. Obviously the former implies some
variance in the outcomes, if only slowly changing, and hence some long cycle power in the associated spectrum. But the latter implies no effective variance in the outcomes, and hence no power in the corresponding spectrum at low frequencies (or anywhere else).

There may therefore have been change in these economies; but it is not a change that has altered the pattern of growth in the US in any significant way, or the growth patterns in China for that matter, except in the period after 2003. That is not to say that the relationship between these two economies has not changed. But if it has, it must have been a change involving others outside the region; or, more likely, a change that involved a reallocation of roles between the economies of the Asia-Pacific area, rather than a change in their behaviour or their dependency as such. The latter appears more likely because the pattern of structural (regime) breaks shows little in common taking each economy separately. Had they been settling into a new regime, there would have been something in common in the structural breaks as each economy entered that regime. As it is, the US is only showing structural breaks in 1996 and 2001 (the Clinton-Greenspan boom); while China shows a series of small breaks in 1993, 1995 (the start and finish of the high inflation period), 1999-2000 and 2002 (the onset and end of deflation), and then a very large one in 2004-5 (expansion of trade, curtailing of Chinese imports). With a pattern like that, these breaks are far more likely to reflect changes in the domestic economies than in the trade or financial links between them.

**b) The Special Region Economies.** The spectrum for Hong Kong (figure 4) is quite different

![Figure 4: The Spectrum of Hong Kong](image-url)
and has, on the face of it, little in common with China or Taiwan other than the fact that it has rather low power over all frequencies. That power is concentrated at business cycles and the short end of the spectrum; and has been so since the 1980s, strengthening in good times but weakening at others (in the early 1990s, at the hand over in 1997, and since 2004). Singapore (figure 5) likewise shows some volatility in growth, both at long and at short cycles, but no marked tendency for the strength of those cycles to increase or decrease. Singapore has also seen some increase in volatility since 2002, but it is not large and does not change the pattern of growth.

Malaysia meanwhile (figure 6) is different again in that she has power and hence volatility at the business cycle and short cycle frequencies. But this has not changed since 1996; and there is rather little power at long cycles or trend growth.
Taiwan (figure 7), by contrast, is rather similar to China. The Taiwanese spectrum has no power at long cycles or trend growth; and very limited power at business cycle frequencies (with the exception of the spike at that frequency in 2003-5). In that respect the Taiwanese economy is the most similar to the Chinese economy, but with less power at the business and trend growth cycles.
c) Commentary: A working conclusion at this stage is that there has been no great change in the growth patterns of these economies in the past two decades; with the exception of minor increases in volatility at business cycle frequencies at the time of the Asian crisis, and also since 2004 in China, Taiwan, and (possibly) Hong Kong or Singapore. This makes it hard to see if there is an emerging group of economies in the Chinese sphere with common cyclical and economic behaviour. One suspects not. But to establish that, we need to see if the within group coherences and gains have increased; and if those out-of-group (and with the US in particular) have also decreased at the same time. If that were true, it would be consistent with the Demertzis et al. (1998) who found that the core and periphery economies in Europe had more in common with each other than any of them did with those outside their group. Even so, the low spectral power in China area economies shows they are all influenced by similarly stable growth rates. That much they do have in common, in contrast to the US. But it is certainly not a new phenomenon; such similarities have existed since the 1980s.

4 Increasing Coherence: China and the Special Regions?

We now turn to the coherence, or correlations, between the economic cycles of our economies at different frequencies, and whether those coherences have increased or decreased over time. These results supply, first, a test of the hypothesis that the Chinese economies form a coherent group, more similar in their performance than with those outside the area, and could therefore be regarded as an emerging single economy. Second, it will show if their dependence on the US has decreased as the strength of the linkages between those in the China group has increased. Third, we can test the argument that, if exchange rates are pegged, then business cycles will converge as trade and financial links intensify. This is an important matter. Artis and Zhang (1997), Prasad (1999), and Frankel and Rose (1998, 2002) have argued that this will happen as trade and financial links strengthen. However, Kalemli-Ozcan et al (2001, 2003), Hughes Hallett and Piscitelli (2002), Baxter and Kouparitsas (2005), Peersman and Smets (2005) show that it does not always happen in theory or practice, and it may not happen in this case. The advantage of our approach is that we have a ready-made control group: China-Hong Kong-US have maintained (mostly) fixed exchange rates over the sample period; but Taiwan has had flexible rates. We can examine this hypothesis directly therefore, and attribute the results to the exchange rate arrangements rather than to increased
trade and financial flows. If the convergence is in Taiwan, not Hong Kong, then fixed exchange rates are not sufficient.

This section provides empirical evidence on these three hypotheses, with the addition that we can show the frequencies at which any increased spillovers occur. This is an important step because spillovers may occur at certain frequencies and not others, implying that average correlations could appear to increase when the vital linkages at the business cycle frequency have decreased (or vice versa). We are primarily interested in coherence at business cycle frequencies because of what it implies will be demanded of the policy makers; and of price and wage flexibility in particular. But short and long cycle coherences are important too, for their ability to transmit persistent or short term shocks, and whether the volatility transmitted by these linkages is short or long term in its effect.

a) Coherence among the two leaders: the US and China.

We first examine the coherence and gains, that is the cyclical association and spillover effects between the two largest economies in the Asia-Pacific region (figure 8). From the China-US relationship (“US affects China”), we see that the coherence has been declining gradually from 1987 to 2001; but that it remained at a reasonably high level of 0.4 to 0.5 throughout\(^9\). However it increased again rather abruptly in 2001, to imply a stronger if somewhat uncertain influence (there are several interruptions in this increased coherence) of US growth on China at the long, short, and (most of all) at the business cycle frequencies from 2004 to 2006.

---

\(^9\) Note that each coherence/gains relationship implies a direction of causality, and hence different degrees of association or spillover effects, depending on whether we are looking at how much US growth affects growth in China or how much Chinese growth affects the US performance. We therefore get different results, and different implications, depending on whether the underlying regressions specify Chinese growth to be a function of US growth rates; or US growth as a function of Chinese growth. Coherences can therefore imply that one growth pattern is more closely associated or dependent on another, than holds in reverse (the dependence/association of the second on the first). Coherence therefore measures the generalized closeness of fit between two variables x and y, rather than the simple correlation coefficient which is symmetric. Gains likewise measure the impact effects of growth in one economy on another, and therefore vary with the direction in which the linkage is supposed to run.
Figure 8: Coherence between China and the US

Figure 9: Gain between China and the US

The gains (figure 9) however show that the impact of US growth on the Chinese economy to be quite small, with multipliers of below 0.08 per unit change in the US, and declining until 2002. But then there is a sudden increase in the US influence at short, long and business cycle
frequencies in 2003-4. So much so that, by 2005, the spillovers onto China had settled back to
the levels previously reached in 1990-91. So there is partial support for our first hypothesis,
but not quite as expected. US dominance and economy of first resort effects have declined
with respect to China as hypothesised, but slowly and only up until 2002. The recent surge in
trade with the US, based as it is expanding exports and the substitution of imports in China,
has now reversed that decline although the influence of the US on China remains small.

In the light of these results, it is most important to see if the counterpart is true: if
China’s impact on the US economy has also been increasing. We might expect to see the
China to US gains (figure 11) and coherence (figure 10) to be increasing with the expansion
of trade and financial flows between the two, in the same way as the US to China coherence
and gains increased. To some extent we do. The US-China coherence is rather low, but falls
steadily (from 0.1 to 0.05) up until 2001 just as the China-US coherence did. It then jumps

Figure 10: Coherence between US and China
back up to 0.1 (and temporarily to 0.3 at the business cycle frequency) and remains, rather uncertainly, at that level. In the same way, the US-China gain (the impact of Chinese growth on the US) is high but falls steadily until 2001, and then recovers sharply to values similar to those of the early 1990s – again similarly to the China-US case, although this has happened more at the long and short cycles than in the business cycles. That suggests a change in the phase relationship. If there were such a change, then the strength of the coherence or gain must increase at some frequency, and decrease at another, while the change itself takes place. Since we are not interested in the size of the leads or lags, only in their changes, we can limit our tests for changing phase shifts (and implied changes in product mix and supply dependence) to such events.

These results might therefore suggest a continuing linkage between China and the US, based on the assumed leadership of the US economy in the 1980s and 1990s. However that inference would be wrong because of the asymmetry in this linkage: the US to China linkage has a high coherence but a low gain, while the China to US linkage has low coherence but a high gain. Such asymmetries give us the pattern of dependency or leadership. In this case, it appears the US has the power to shape the cycle in China through her dominance of monetary (interest rates, supply of capital, exchange rates) and financial conditions; while China has the power to influence spillover effects onto the US (and hence the size of the cycle) through the
“outsourcing” of manufactures and cheap intermediate inputs for the US economy. This gives a more nuanced view of the relationship between the US and Chinese economies, where they dominate and where they are vulnerable, than is generally assumed. It is consistent with the idea that China has gained greater influence through trade, at the cost of a dependence on foreign monetary conditions (risking inflation, excess liquidity, asset bubbles). However, the point is that this relationship is not new. It has been in this form since the 1980s; although it has become stronger, if more uncertain, since 2000.

b) Coherence between the Special Region Economies and the US.

Like China, the special region economies (Taiwan, Hong Kong) have experienced some weakening in their linkage to the US since the 1980s. They show low coherences and falling gains from US activity, but coherences and gains that pick up again rapidly in 2000-01 period. Specifically, Taiwan’s coherence (figure 12) with the US is low (less than 0.05), falls to zero after 1991, and only revives after 2000 to give modest correlations at the 3-year, 1-year and shorter cycle lengths. The associated gains (figure 13) are even smaller, in decline to 1999, and only then increase to values between 0.01 and 0.02. These changes appear at all frequencies, but with an emphasis at the short and business cycle frequencies.

![Figure 12: Coherence Taiwan – US](image-url)
Hong Kong’s coherence (figure 14) and gains (figure 15) with the US tell a rather different story. The coherences are also low, often zero, but reach 0.06-0.16 in the recessions of 1978-80, 1991-92, 2002-04. In those periods the coherence is clearly stronger at short cycles than at business or long cycle frequencies, and that this may be a developing trend. This suggests an economy which is still linked to, or dependent upon, the US at least in bad times – presumably a reflection of her financial and investment links. These are not features that appear in the Taiwan results.

One interesting point to note is that both Hong Kong and Taiwan have periods of zero gains and zero coherences between 1991 and 2001. This is an artefact of the fact that cross-spectra are defined as real numbers. Consequently the gains are defined by the absolute value of the (complex) Fourier transform given at equation (2.9), of the coefficients of the underlying time domain ADL relationship (2.7). Hence the gains go to zero if the coefficients in A(L) all go to zero; meaning, in this case, that the US economy has no further influence on the growth cycles of that particular economy. Moreover, our general to specific specification
and testing procedures will automatically set those coefficients to zero if they are not statistically significant in a particular period. So a zero gain means that Hong Kong and Taiwan became dissociated from the US economy in those periods. Or, to be more accurate, that the US economy had no significant impact on their growth or cycles. And once $|\Gamma(\omega)|$
goes to zero, then so does the corresponding coherence. Since this happens to the Hong Kong-Taiwan-US relations, but not within the China bloc, and not for the other large trading economies in the region (Japan, Korea, Malaysia) and only intermittently for Singapore, this provides some significant evidence of the emergence of two separate blocs in the Asia-Pacific area (as argued in Hughes Hallett and Richter, 2008).

c) Between the Special Region Economies and China.

We now review the coherences between China and her two special regions. In both cases we only consider the case where China influences the Hong Kong or Taiwan economies; not the case where China is dependent on Hong Kong or Taiwan for which we could find no significant evidence.¹⁰

Figure 16 shows the coherence between Hong Kong and China. At the beginning of the sample there is only coherence between the two for the trend cycle and at cycle lengths of 1.1 (6 quarters). But over time, and most obviously after the handover of Hong Kong in 1997, the coherence shows increases at all but the short cycle frequencies (those less than one year in length). Nevertheless those changes are concentrated at the trend or long cycles; and to a lesser extent at business cycle frequencies. Short cycle coherence is absent except at specific dates (1991, 1999, 2004, 2006). This coherence diagram is a good example of convergence, in terms of the coincidence of movement due to longer term investment, trade and the trade in services. But short term income fluctuations, uncertainty/noise effects, and short term financing show little coherence with China except in bad times. These results cannot show which way the fluctuations and short term financing help goes; but the consistently low gains at short and middle cycle frequencies in figure 17 show that the income fluctuations are in fact in China, and the short term financing goes to China. The gains more generally are lower than the Hong Kong-China coherences across all frequencies; at 0.2-0.3 in size except in the post hand-over period, they are one third to one half of the corresponding coherence values and have virtually melted away since 2003. Nonetheless some frequencies play a special role (0.8, 1.5 and 2.9), reflecting the occasional shocks transmitted in 1991, 1998, 2003 and 2005 which explain the peaks in short term coherence noted above. But even these low level gains are declining, and have now been lost (since 2005).

---

¹⁰ They might nevertheless have exerted such an influence, both as a matter of economic size, and as suppliers of certain key services, components or investment. So this point is not as innocent as it might appear.
These results have therefore left Hong Kong in the same position, in her Hong Kong-China relationship, that China had occupied in the China-US linkage: a large coherence, but small spillover effects. Hong Kong is therefore subject to the existence and shape of a cycle generated in China; but she is able to influence, if not control the size of that cycle herself.
That shows Hong Kong has developed as an independent economy, well integrated with China but specialised and trading according to comparative advantage as a supplier of services, entrepot trade, investment and short term finance. But she is not an integral part of the Chinese economy as such.

None of these results are available in the Taiwan case where the coherences with, and gains from, China are approaching equal size at the long and business cycle frequencies. In fact Taiwan shows the closest relationship to, and most influence from China. Our Taiwan-China coherence, figure 18, is substantially higher at 0.4 to 0.5 in 2004 than our other China coherences (including that with the US) or the Korea-Japan coherence in Hughes Hallett and Richter (2008). Moreover there has been a precipitous rise since 2002 (possibly since 1999), with power concentrating at the long and business cycle frequencies and away from the short to intermediate frequencies. That suggests that a shift in phase and in product structure has taken place: with an increase in consumer goods traded both ways and increased intermediate inputs from China to Taiwan affecting business cycle frequencies; and increased financing from Taiwan to provide the long cycle connection. The gains, figure 19, show the same thing for the influence of China on Taiwan. Those gains are not especially large at 0.2-0.3, although they are larger than for other members of the China bloc even after the shifts of 2002.

Nevertheless, the Taiwan-China coherences remain moderate: more than for China influencing the US, but smaller than the US influence on China. The gain effects (China affects Taiwan) are somewhat smaller again at 0.2-0.3, although they too show a clear increase in 1997 at the short and long frequencies, before tailing off again after 2003. This is consistent with Taiwan partly developing separately from China, although one might have expected more linkage between the two as Chinese components are increasingly used, and Chinese manufactures consumed, in Taiwan; and as more Taiwanese equipment and investment goes to China. These developments would imply stronger phase shifts between these two economies, as can be seen from 2001 with the strengthening coherences, and especially gains, in the long and business cycle frequencies, at the expense of the short cycles. So there are some similarities with Hong Kong: an increased power at those two frequencies would reflect an increased dependence on two-way network trade in components and manufactures, and an increased dependence of Taiwan on China for investment opportunities. The fact that this is happening in an economy that is otherwise more closely integrated with the Chinese economy suggests that Taiwan is in transit. She once held a position similar to Hong Kong, but is now becoming part of a single Chinese economic zone.
Figure 18: Coherence Taiwan - China

Figure 19: Gains Taiwan - China
d) Part-time Members of the Chinese Economic Area.

At this point, we reintroduce the two other economies which appear, from a parallel study of changing economic relationships across the Asia-Pacific area\textsuperscript{11}, to be the next most closely linked to the Chinese economy. We do this to provide a contrast; to show that, although Chinese economic hegemony is expanding, it has not (yet) got to the point where these two economies can be considered part of the Chinese economic area in the same way that Taiwan or Hong Kong might be.

The Malaysia-China coherence (figure 20) is relatively low; and has been falling across the board from 2002 onwards, to reach a level of less than 0.1 by 2005. It also shows a

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure20.png}
\caption{Coherence Malaysia - China}
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\textsuperscript{11} Hughes Hallett and Richter (2008).
significant amount of volatility in the 1990s and during the Asian crisis. This coherence is therefore 4 or 5 times smaller than Malaysia’s coherence with Japan, even if larger than her coherence with the US. And it is volatile and declining, unlike the coherence with Japan. Thus, while earlier results may have suggested the opposite, it is hard to argue that Malaysia really is part of an emerging bloc based on China. Given the falling coherence, the most that can be said is that she is a marginal, part-time member who flirted with that bloc but is now drifting away. The gains (figure 21), the impact of China on growth patterns in Malaysia, support that interpretation. These gains are very low and again falling, many times smaller than the effect of Japanese growth and no stronger than the impact of the US. Malaysia’s role as supplier of components and materials to Japan therefore dominates. Moreover the gains and coherence with China remain focused at the short, long and business cycle frequencies; no evidence of shifts in phase or in product structure there.

The Singapore-China coherence (figure 22), while similar in some respects, offers a rather different picture. The main feature is a steady increase in the coherence from the late 80s through to 2001, then a crash in 2003, and a sharp recovery (almost to the previous peak) in 2004-6. Moreover, these changes are across the board rather than concentrated on the usual three frequencies. The result is a coherence of 0.2-0.3 after 2000 which, while less than Singapore’s coherence with Japan, is comparable with Taiwan’s coherence with China and
Figure 22: Coherence Singapore - China

Figure 23: Gains Singapore - China

lower than Hong Kong’s with China. On the other hand, it is larger than the inter-bloc coherences with the US, Japan or Malaysia, and consistent with increasing investment and financial links to China since it appears at all frequencies. This looks to be an economy which is building up its links with China without having (yet) reduced those to the US or Japan. The
gains (figure 23) show a similar picture: increasing across the board, albeit at a considerably lower level of 0.1, which is less than the spillovers from Japan but more than those from the US. Again, the even spread across frequencies suggest no shifts in phase or product structures which, given the increases in trade in manufactures in the region, and the small manufacturing sector in Singapore, must mean that these particular linkages are based on investment flows.

5 Conclusions

The contribution of this paper has been to examine the hypothesis that the economic links and leadership-dependency relationships in the Chinese economic area have changed over the past 20 years. We have used time-varying spectral methods to decompose the growth rates, and the linkages between them, of China, Hong Kong, Taiwan, the US, and two regional comparators (Malaysia, Singapore); and study the coherence, spillover effects, and some changes in leads, lags and product composition, at each cycle length. We find:

a) That the links with the US have indeed weakened, and those within a bloc centred on China have been strengthening.

b) But this is not a new phenomenon. It has been happening since the mid-1980s, although it has been partly, if incompletely, reversed by the recent unbalanced expansion of trade.

c) Convergence between China and her special regions is partial and incomplete. It is stronger between China and Taiwan than between China and Hong Kong. The coherence between China and Hong Kong is strong only at long cycles, with some at business cycles and little at short cycles except in bad times. There is little in the way of gains (spillovers) from China. This is an economy developing separately through specialisation and comparative advantage (in finance, investment, services). Taiwan’s performance is a good deal closer to China’s. The coherence and gains are now higher at long and business cycle frequencies than they were, but have fallen over time at short cycles. That denotes a shift in phase, and hence an industrial structure that is increasingly linked through network trade, components, and investment. Hence Taiwan shows larger spillovers from China, partially hidden by the shifts in phase.

d) There is little evidence of changing lead/lag relationships which would signal shifts in the industrial or product structures that create the links, except in the China-Taiwan area (and possibly Singapore) which shows increased trade in intermediates, components and financing.

e) The relationship with the US is more complex. It appears that the US still influences the shape and existence of cycles elsewhere through her control of monetary conditions where
exchange rates are pegged; but the Asians have some control of the size of their own cycles through their trade in consumption and intermediate goods. A similar asymmetric pattern, in a less dramatic form, holds between China and Hong Kong; but not between China and Taiwan, suggesting closer integration in the latter case.

f) There is no evidence that fixed exchange rates have encouraged convergence despite increasing trade and financial links.\textsuperscript{12} If anything the opposite seems to be true. Taiwan with her flexible exchange rate regime has shown the most integration with China, while Hong Kong shows less convergence in the years when her exchange rate was effectively fixed. In those years Hong Kong’s coherence increased but the gains did not; implying some similarity in the timing of the longer cycles, but no additional spillovers, industrial linkage or dependence despite the fixed exchange rates\textsuperscript{13}. This suggests that the failure of the fixed exchange rates to create deeper convergence is a consequence of the capacity of misaligned or undervalued exchange rates to generate unsuitable monetary conditions – excess liquidity, easy credit, and asset bubbles. Taiwan looks to be a better candidate for currency union than Hong Kong.
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\textsuperscript{13}This conclusion is consistent with Cavoli and Rajan (2007) who also find Chinese output growth does not cause Hong Kong output growth (marginally vice versa), although inflation in either economy strongly affects output in the other. That suggests relative costs are driving the increased trade between them. That implies specialisation according to mutual advantage, rather than integration as such – a sure sign of independent but linked developments.


APPENDIX: The Time Domain Regression Results

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>DLUSGDP</th>
<th>Quarterly Data From</th>
<th>1981:04 to 2006:01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usable Observations</td>
<td>87</td>
<td>Degrees of Freedom</td>
<td>79</td>
</tr>
<tr>
<td>Centered R²</td>
<td>0.2804</td>
<td>R Bar²</td>
<td>0.2440</td>
</tr>
<tr>
<td>Uncentered R²</td>
<td>0.7335</td>
<td>T * R²</td>
<td>61.617</td>
</tr>
<tr>
<td>Mean of Dependent Variable</td>
<td>0.0079</td>
<td>Std Error of Dependent Variable</td>
<td>0.0061</td>
</tr>
<tr>
<td>Standard Error of Estimate</td>
<td>0.0053</td>
<td>Sum of Squared Residuals</td>
<td>0.0022</td>
</tr>
<tr>
<td>Akaike (AIC) Criterion</td>
<td>0.0058</td>
<td>Ljung-Box Test: Q*(9)</td>
<td>18.1554</td>
</tr>
</tbody>
</table>

Variable Coeff Std Error T-Stat
Constant 0.0021 0.0018 1.1368
DLUSGDP{1} 0.3173 0.0932 3.4043
DLUSGDP{2} 0.2615 0.0896 2.9172
DLUSGDP{5} -0.1835 0.0809 -2.2677
DLUSGDP{9} 0.1583 0.0669 2.3679

Table 1: Regression Results of the US Growth Rate

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>DLCHGDP</th>
<th>Quarterly Data From</th>
<th>1986:03 to 2006:03</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usable Observations</td>
<td>81</td>
<td>Std Error of Dependent Variable</td>
<td>0.0502523692</td>
</tr>
<tr>
<td>R²</td>
<td>0.62668</td>
<td>Standard Error of Estimate</td>
<td>0.0517675790</td>
</tr>
<tr>
<td>Mean of Dependent Variable</td>
<td>0.0192415504</td>
<td>Sum of Squared Residuals</td>
<td>0.2090308143</td>
</tr>
<tr>
<td>Akaike (AIC) Criterion</td>
<td>0.06003</td>
<td>Ljung-Box Test: Q*(18)</td>
<td>15.8562</td>
</tr>
</tbody>
</table>

Variable Coeff Std Error T-Stat
Constant 0.0309714823 0.028215885321 1.097661190261
DLCHGDP{3} 0.0230286004 0.125233414390 0.18388543089
DLCHGDP{4} 0.1223207713 0.054466167098 2.24581199317

Table 2: Regression Results for the Chinese Growth Rate
<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>DLHKGDP</th>
<th>Quarterly Data From</th>
<th>1975:01 to 2007:02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usable Observations</td>
<td>130</td>
<td>Std Error of Dependent Variable</td>
<td>0.0234703383</td>
</tr>
<tr>
<td>R²</td>
<td>0.53162</td>
<td>Standard Error of Estimate</td>
<td>0.0219456332</td>
</tr>
<tr>
<td>Mean of Dependent Variable</td>
<td>0.0154963654</td>
<td>Sum of Squared Residuals</td>
<td>0.0606829629</td>
</tr>
<tr>
<td>Akaike (AIC) Criterion</td>
<td>0.02334</td>
<td>Ljung-Box Test: Q*(23)</td>
<td>25.2098</td>
</tr>
<tr>
<td>Variable Coeff Std Error T-Stat</td>
<td>Constant</td>
<td>0.017568444</td>
<td>0.007602695572</td>
</tr>
<tr>
<td>DLHKGDP{4}</td>
<td>0.142625783</td>
<td>0.094915502433</td>
<td>1.500001698574</td>
</tr>
<tr>
<td>DLHKGDP{5}</td>
<td>0.066241805</td>
<td>0.098722764054</td>
<td>-0.66512894392</td>
</tr>
<tr>
<td>DLHKGDP{7}</td>
<td>-0.185456412</td>
<td>0.033830172124</td>
<td>-5.326375731085</td>
</tr>
</tbody>
</table>

Table 3: The Regression Results for Hong Kong

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>DLSINGDP</th>
<th>Quarterly Data From</th>
<th>1986:03 to 2006:03</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usable Observations</td>
<td>81</td>
<td>Std Error of Dependent Variable</td>
<td>0.0171311541</td>
</tr>
<tr>
<td>R²</td>
<td>0.64952</td>
<td>Standard Error of Estimate</td>
<td>0.0186355555</td>
</tr>
<tr>
<td>Mean of Dependent Variable</td>
<td>0.0168263215</td>
<td>Sum of Squared Residuals</td>
<td>0.0270881464</td>
</tr>
<tr>
<td>Akaike (AIC) Criterion</td>
<td>0.02161</td>
<td>Ljung-Box Test: Q*(18)</td>
<td>22.4491</td>
</tr>
<tr>
<td>Variable Coeff Std Error T-Stat</td>
<td>Constant</td>
<td>0.010252154</td>
<td>0.009367828253</td>
</tr>
<tr>
<td>DLSINGDP{3}</td>
<td>-0.181030613</td>
<td>0.028667991134</td>
<td>-6.31472964133</td>
</tr>
<tr>
<td>DLSINGDP{7}</td>
<td>0.144976706</td>
<td>0.025801831378</td>
<td>5.618853314035</td>
</tr>
</tbody>
</table>

Table 4: Regression Results of the Singapore Growth Rate
### Table 5: Regression Results of the Malaysian Growth Rate

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>DLMAGDP</th>
<th>Quarterly Data From</th>
<th>1989:03 to 2006:03</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usable Observations</td>
<td>69</td>
<td>Std Error of Dependent Variable</td>
<td>0.0183531831</td>
</tr>
<tr>
<td>R²</td>
<td>0.74586</td>
<td>Standard Error of Estimate</td>
<td>0.0209841546</td>
</tr>
<tr>
<td>Mean of Dependent Variable</td>
<td>0.0153163073</td>
<td>Sum of Squared Residuals</td>
<td>0.0286217583</td>
</tr>
<tr>
<td>Akaike (AIC) Criterion</td>
<td>0.02646</td>
<td>Ljung-Box Test: Q*(16)</td>
<td>14.7848</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.009395516</td>
<td>0.011980904806</td>
<td>0.784207543108</td>
</tr>
<tr>
<td>DLMAGDP{2}</td>
<td>-0.087383659</td>
<td>0.045952037273</td>
<td>-1.901627535519</td>
</tr>
<tr>
<td>DLMAGDP{4}</td>
<td>0.148599308</td>
<td>0.036901972156</td>
<td>4.026866286733</td>
</tr>
<tr>
<td>DLMAGDP{5}</td>
<td>-0.386535938</td>
<td>0.050487108538</td>
<td>-7.65613141847</td>
</tr>
</tbody>
</table>

### Table 6: Regression Results for Taiwan

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>DLTWNGDP</th>
<th>Quarterly Data From</th>
<th>1983:01 to 2005:04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usable Observations</td>
<td>92</td>
<td>Std Error of Dependent Variable</td>
<td>0.0139569693</td>
</tr>
<tr>
<td>R²</td>
<td>0.79728</td>
<td>Standard Error of Estimate</td>
<td>0.0146350797</td>
</tr>
<tr>
<td>Mean of Dependent Variable</td>
<td>0.0152445775</td>
<td>Sum of Squared Residuals</td>
<td>0.0186341436</td>
</tr>
<tr>
<td>Akaike (AIC) Criterion</td>
<td>0.01819</td>
<td>Ljung-Box Test: Q*(20)</td>
<td>20.2988</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.005849844</td>
<td>0.006370443274</td>
<td>-0.918278881548</td>
</tr>
<tr>
<td>DLTWNGDP{4}</td>
<td>0.360379895</td>
<td>0.062253658774</td>
<td>5.788895020231</td>
</tr>
<tr>
<td>DLTWNGDP{5}</td>
<td>-0.208082158</td>
<td>0.059556588314</td>
<td>-3.49385624196</td>
</tr>
<tr>
<td>DLTWNGDP{7}</td>
<td>0.281457283</td>
<td>0.146744059412</td>
<td>1.91801483563</td>
</tr>
<tr>
<td>DLTWNGDP{8}</td>
<td>0.367353933</td>
<td>0.035917257508</td>
<td>10.22778347069</td>
</tr>
</tbody>
</table>
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### Table 7: Regression Results between China and the US

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.011188398</td>
<td>0.029987965239</td>
<td>-0.373096280996</td>
</tr>
<tr>
<td>DLCHGDP{4}</td>
<td>0.113482839</td>
<td>0.115247578376</td>
<td>0.984687407113</td>
</tr>
<tr>
<td>DLUSGDP{5}</td>
<td>0.054765564</td>
<td>0.012307197747</td>
<td>4.449880887521</td>
</tr>
</tbody>
</table>

### Table 8: Regression Results US - China

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.4585070334</td>
<td>0.294045977540</td>
<td>1.559303879218</td>
</tr>
<tr>
<td>DLUSGDP{2}</td>
<td>0.1454246122</td>
<td>0.019634219737</td>
<td>7.40669168996</td>
</tr>
<tr>
<td>DLCHGDP{5}</td>
<td>1.2437476003</td>
<td>0.172272983415</td>
<td>7.21963232804</td>
</tr>
</tbody>
</table>
### Table 9: Regression Results Taiwan – US

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.006747327</td>
<td>0.002159098975</td>
<td>3.125066254195</td>
</tr>
<tr>
<td>DLTWGDP{4}</td>
<td>0.649847780</td>
<td>0.228228873018</td>
<td>2.84735130632</td>
</tr>
<tr>
<td>DLTWGDP{5}</td>
<td>-0.143168066</td>
<td>0.030501660391</td>
<td>-4.69377942707</td>
</tr>
<tr>
<td>DLTWGDP{7}</td>
<td>0.123711789</td>
<td>0.375670877929</td>
<td>0.329308968585</td>
</tr>
<tr>
<td>DLUSGDP{5}</td>
<td>-0.006524062</td>
<td>0.002519519248</td>
<td>-2.58940766567</td>
</tr>
</tbody>
</table>

### Table 10: Regression Results Hong Kong – US

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.017326208</td>
<td>0.003667200929</td>
<td>4.72464115391</td>
</tr>
<tr>
<td>DLHKGDP{1}</td>
<td>-0.746159905</td>
<td>0.183086711489</td>
<td>-4.07544545094</td>
</tr>
<tr>
<td>DLHKGDP{4}</td>
<td>0.504466845</td>
<td>0.165941283482</td>
<td>3.04003220146</td>
</tr>
<tr>
<td>DLUSGDP{3}</td>
<td>0.004511100</td>
<td>0.040514529151</td>
<td>0.111345230926</td>
</tr>
<tr>
<td>DLUSGDP{5}</td>
<td>0.001276565</td>
<td>0.000506077907</td>
<td>2.52246739273</td>
</tr>
<tr>
<td>DLUSGDP{6}</td>
<td>-0.002998252</td>
<td>0.000902216478</td>
<td>-3.32320734028</td>
</tr>
</tbody>
</table>
### Table 11: Regression Results Hong Kong – China

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.008617812</td>
<td>0.0006497628</td>
<td>13.2630</td>
</tr>
<tr>
<td>DLHKGDP{4}</td>
<td>0.107800119</td>
<td>0.02672506</td>
<td>4.0336</td>
</tr>
<tr>
<td>DLHKGDP{6}</td>
<td>-0.08237111</td>
<td>0.45905966</td>
<td>-0.1794</td>
</tr>
<tr>
<td>DLCHGDP{1}</td>
<td>0.06984926</td>
<td>0.06341273</td>
<td>1.1015</td>
</tr>
<tr>
<td>DLCHGDP{1}</td>
<td>0.08833423</td>
<td>0.04893401</td>
<td>1.8051</td>
</tr>
</tbody>
</table>

### Table 12: Regression Results Taiwan – China

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.004103561</td>
<td>0.00164256</td>
<td>2.4982</td>
</tr>
<tr>
<td>DLTWGDP{4}</td>
<td>0.35663486</td>
<td>0.06357482</td>
<td>5.6096</td>
</tr>
<tr>
<td>DLTWGDP{5}</td>
<td>-0.18953724</td>
<td>0.03425861</td>
<td>-5.5325</td>
</tr>
<tr>
<td>DLTWGDP{7}</td>
<td>0.392471535</td>
<td>0.06258869</td>
<td>6.2706</td>
</tr>
<tr>
<td>DLCHGDP{1}</td>
<td>0.046639541</td>
<td>0.01558906</td>
<td>2.9918</td>
</tr>
<tr>
<td>DLCHGDP{2}</td>
<td>-0.08079743</td>
<td>0.05590333</td>
<td>-1.4453</td>
</tr>
</tbody>
</table>
### Table 13: Regression Results Malaysia – China

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.016713456</td>
<td>0.010685827830</td>
<td>1.564076861731</td>
</tr>
<tr>
<td>DLMAGDP{4}</td>
<td>0.061261665</td>
<td>0.105116604691</td>
<td>0.582797218163</td>
</tr>
<tr>
<td>DLMAGDP{5}</td>
<td>-0.515239204</td>
<td>0.131678428115</td>
<td>-3.91285961751</td>
</tr>
<tr>
<td>DLCHGDP{7}</td>
<td>-0.035822994</td>
<td>0.010065860006</td>
<td>-3.55886071934</td>
</tr>
</tbody>
</table>

### Table 14: Regression Results Singapore - China

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Coeff</th>
<th>Std Error</th>
<th>T-Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.0088881345</td>
<td>0.002370360189</td>
<td>3.749697839060</td>
</tr>
<tr>
<td>DLSINGDP{7}</td>
<td>0.2089789677</td>
<td>0.048029410833</td>
<td>4.351062485029</td>
</tr>
<tr>
<td>DLCHGDP</td>
<td>0.0490108948</td>
<td>0.025228849651</td>
<td>1.94265277726</td>
</tr>
</tbody>
</table>